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Member-Initiated Symposia

Schedule Overview
Friday, May 16, 12:00 - 2:00 pm

S1, Talk Room 1
Vision and eye movements in natural environments

S2, Pavilion
Beyond the FFA: The role of the ventral anterior temporal
lobes in face processing

Friday, May 16, 2:30 - 4:30 pm

S3, Talk Room 1
Mid-level representations in visual processing

S4, Pavilion

The visual white-matter matters! Innovation, data, meth-
ods and applications of diffusion MRI and fiber tractog-
raphy

Friday, May 16, 5:00 - 7:00 pm

S5, Talk Room 1
What are you doing? Recent advances in visual action
recognition research

S6, Pavilion
Understanding representation in visual cortex: why are
there so many approaches and which is best?

S1 Vision and eye movements in natural

environments
Friday, May 16, 12:00 - 2:00 pm, Talk Room 1

Organizers: Brian J. White & Douglas P. Munoz, Centre for Neuro-
science Studies, Queen’s University, Kingston, ON, Canada

Presenters: Jared Abrams, Wolfgang Einh&duser, Brian J. White,
Michael Dorr, Neil Mennie

Understanding how we perceive and act upon complex natu-
ral environments is one of the most pressing challenges in visual
neuroscience, with applications that have potential to revolution-
ize our understanding of the brain, machine vision, and artificial
intelligence, to clinical applications such as the detection of visual
or mental disorders and neuro-rehabilitation. Until recently, the
study of active vision - how visual stimuli give rise to eye move-
ments, and conversely how eye movements influence vision - has
largely been restricted to simple stimuli in artificial laboratory
settings. Historically, much work on the visual system has been
accomplished in this way, but to fully understand vision it is essen-
tial to measure behavior under the conditions in which visual sys-
tems naturally evolved. This symposium covers some of the latest
research on vision and eye movements in natural environments.
The talks will explore methods of quantifying natural vision, and
compare/contrast behavior across various levels of stimulus com-
plexity and task constraint, from visual search in natural scenes
(Abrams, Bradley & Geisler), to unconstrained viewing of natural
dynamic video in humans (Dorr, Wallis & Bex), and non-human
primates during single-cell recording (White, Itti & Munoz), and
real-world gaze behavior using portable eye-tracking (Einh&duser &
‘t Hart; Mennie, Zulkifli, Mahadzir, Miflah & Babcock). Thus, the
symposium should be of interest to a wide audience from visual
psychophysicists, to oculomotor neurophysiologists, and cogni-
tive/computational scientists.

Fixation search in natural scenes: a new role for contrast

normalization
Speaker: Jared Abrams, Center for Perceptual Systems, University
of Texas, Austin, USA

Authors: Chris Bradley, Center for Perceptual Systems, University
of Texas, Austin; Wilson S. Geisler, Center for Perceptual Systems,
University of Texas, Austin

Visual search is a fundamental behavior, yet little is known about search
in natural scenes. Previously, we introduced the ELM (entropy limit
minimization) fixation selection rule, which selects fixations that maxi-
mally reduce uncertainty about the location of the target. This rule closely
approximates the Bayesian optimal decision rule, but is simpler compu-
tationally, making the ELM rule a useful benchmark for characterizing
human performance. Previously, we found that the ELM rule predicts
several aspects of fixation selection in naturalistic (1/f) noise, including
the distributions of fixation location, saccade magnitude, and saccade
direction. However, the ELM rule is only optimal when the detectability
of the target (the visibility map) falls off from the point of fixation in the
same way for all potential fixation locations, which holds for backgrounds
with relatively constant spatial structure, like statistically stationary 1/f
noise. Most natural scenes do not satisfy this assumption; they are highly
non-stationary. By combining empirical measurements of target detectabil-
ity in natural backgrounds with a straight-forward mathematical analy-
sis, we arrive at a generalized ELM rule (nELM rule) that is optimal for
non-stationary backgrounds. The nELM searcher divides (normalizes)
the current target probability map (posterior-probability map) by the esti-
mated local contrast at each location in the map. It then blurs (convolves)
this normalized map with the visibility map for a uniform background.
The peak of the blurred map is the optimal location for the next fixation.
We will describe the predictions and performance of the nELM searcher.

Eye movements in natural scenes and gaze in the real world
Speaker: Wolfgang Einhduser, Philipps-University Marburg,
Department of Neurophysics, Marburg, Germany

Authors: Bernard Marius ‘t Hart, Philipps-University Marburg,
Department of Neurophysics, Marburg, Germany

In comparisons between item-limit and continuous-resource models of
Gaze is widely considered a good proxy for spatial attention. We address
whether such “overt attention” is related to other attention measures in
natural scenes, and to what extent laboratory results on eye movements
transfer to real-world gaze orienting. We find that the probability of a
target to be detected in a rapid-serial-visual-presentation task correlates
with its probability to be fixated during prolonged viewing, and that both
measures are similarly affected by modifications to the target’s contrast.
This shows a direct link between covert attention in time and overt atten-
tion in space for natural stimuli. Especially in the context of computational
vision, the probability of an item to be fixated (“salience”) is frequently
equated with its “importance”, the probability of it being recalled during
scene description. While we confirm a relation between salience and
importance, we dissociate these measures by changing an item’s contrast:
whereas salience is affected by the actual features, importance is driven
by the observer’s expectations about these features based on scene statis-
tics. Using a mobile eye-tracking device we demonstrate that eye-tracking
experiments in typical laboratory conditions have limited predictive power
for real-world gaze orienting. Laboratory data fail to measure the sub-
stantial effects of implicit tasks that are imposed on the participant by the
environment to avoid severe costs (e.g., tripping over) and typically fail to
include the distinct contributions of eye, head and body for orienting gaze.
Finally, we provide some examples for applications of mobile gaze-track-
ing for ergonomic workplace design and aiding medical diagnostics.

Visual coding in the superior colliculus during unconstrained
viewing of natural dynamic video

Speaker: Brian J. White, Centre for Neuroscience Studies, Queen’s
University, Kingston, ON, Canada

Authors: Laurent Itti, Dept of Computer Science, University of
Southern California, USA; Douglas P. Munoz, Centre for Neurosci-
ence Studies, Queen’s University, Kingston, ON, Canada
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The superior colliculus (SC) is a multilayered midbrain structure with visual
representations in the superficial-layers (SCs), and sensorimotor represen-
tations linked to the control of eye movements/attention in the intermedi-
ate-layers (SCi). Although we have extensive knowledge of the SC using
simple stimuli, we know little about how the SC behaves during active-vi-
sion of complex natural stimuli. We recorded single-units in the monkey SC
during unconstrained viewing of natural dynamic video. We used a com-
putational model to predict visual saliency at any retinal location, any point
in time. We parsed fixations into tertiles according to the averaged mod-
el-predicted saliency value (low, medium, high) in the response field (RF)
around the time of fixation (50-400ms post-fixation). The results showed a
systematic increase in post-fixation discharge with increasing saliency. We
then examined a subset of the total fixations based on the direction of the
next saccade (into vs. opposite the RF), under the assumption that saccade
direction coarsely indicates the top-down goal of the animal (“value” of the
goal-directed stimulus). SCs neurons showed the same enhanced response
for greater saliency irrespective of next saccade direction, whereas SCi
neurons only showed an enhanced response for greater saliency when the
stimulus that evoked it was the goal of the next saccade (was of interest/
value). This implies that saliency is controlled closer to the output of the
saccade circuit, where priority (combined representation of saliency and
relevancy) is presumably signaled and the saccade command is generated.
The results support functionally distinct roles of SCs and SCi, whereby the
former fit the role of a visual saliency map, and the latter a priority map.

Visual sensitivity under naturalistic viewing conditions

Speaker: Michael Dorr, Schepens Eye Research Institute, Dept of
Ophthalmology, Harvard Medical School, and Institute for Neuro-
and Bioinformatics, University of Liibeck, Germany

Authors: Thomas S Wallis, Schepens Eye Research Institute, Dept
of Ophthalmology, Harvard Medical School, and Centre for Inte-
grative Neuroscience and Department of Computer Science, The
University of Tiibingen, Tiibingen, Germany; Peter ] Bex, Schepens
Eye Research Institute, Dept of Ophthalmology, Harvard Medical
School

Psychophysical experiments typically use very simple stimuli, such as
isolated dots and gratings on uniform backgrounds, and allow no or only
very stereotyped eye movements. While these viewing conditions are
highly controllable, they are not representative of real-world vision, which
is characterized by a complex, broadband input and several eye move-
ments per second. We performed a series of experiments in which subjects
freely watched high-resolution nature documentaries and TV shows on a
gaze-contingent display. Eye-tracking at 1000 Hz and fast video processing
routines allowed us to precisely modulate the stimulus in real time and in
retinal coordinates. The task then was to locate either bandpass contrast
changes or geometric distortions that briefly appeared in one of four loca-
tions relative to the fovea every few seconds. We confirm a well-known loss
of sensitivity when video modulations took place around the time of eye
movements, i.e. around episodes of high-speed retinal motion. However,
we found that replicating the same retinal input in a passive condition,
where subjects maintained central fixation and the video was shifted on
the screen, led to a comparable loss in sensitivity. We conclude that no pro-
cess of active, extra-retinal suppression is needed to explain peri-saccadic
visual sensitivity under naturalistic conditions. We further find that the
detection of spatial modifications depends on the spatio-temporal struc-
ture of the underlying scene, such that distortions are harder to detect in
areas that vary rapidly across space or time. These results highlight the
importance of naturalistic assessment for understanding visual processing.

Spatio-Temporal Dynamics of the use of gaze in natural tasks by
a Sumatran Orangutan (Pongo abelli)

Speaker: Neil Mennie, University of Nottingham, Malaysia Cam-
pus, Malaysia

Authors: Nadia Amirah Zulkifli, University of Nottingham Malay-
sia Campus; Mazrul Mahadzir, University of Nottingham Malay-
sia Campus; Ahamed Miflah, University of Nottingham Malaysia
Campus; Jason Babcock, Positive Science LLC, New York, USA
Studies have shown that in natural tasks where actions are often pro-
grammed sequentially, human vision is an active, task-specific process
(Land, et al., 1999; Hayhoe et al., 2003). Vision plays an important role
in the supervision of these actions, and knowledge of our surroundings

and spatial relationships within the immediate environment is vital for
successful task scheduling and coordination of complex action. How-

ever, little is known about the use of gaze in natural tasks by great apes.
Orangutans usually live high in the canopy of the rainforests of Borneo and
Sumatra, where a good spatial knowledge of their immediate surround-
ings must be important to an animal that has the capability to accurately
reach/grasp with four limbs and to move along branches. We trained a
9yr old captive born Sumatran orangutan to wear a portable eye tracker
and recorded her use of gaze in a number of different tasks such as loco-
motion, visual search and tool use in an enclosure at the National Zoo of
Malaysia. We found that her gaze was task specific, with different eye
movement metrics in different tasks. Secondly we also found that this
animal made anticipatory, look-ahead eye movements to future targets
(Mennie et al., 2007) when picking up sultanas from a board using her
upper limbs. This semi-social animal is likely to be capable of the similar,
high-level use of gaze to that of a social species of hominidae - humans.

S2 Beyond the FFA: The role of the ventral

anterior temporal lobes in face processing
Friday, May 16, 12:00 - 2:00 pm, Pavilion
Organizers: Jessica Collins & Ingrid Olson, Temple University

Presenters: Winrich Friewald, Stefano Anzellotti, Jessica Collins,
Galia Avidan, Stefan Kohler

Extensive research supports the existence of a specialized face-pro-
cessing network that is distinct from the visual processing areas
used for general object recognition. The majority of this work has
been aimed at characterizing the response properties of the fusi-
form face area (FFA) and the occipital face area (OFA), which are
thought to constitute the core network of brain regions responsible
for facial identification. Recent findings of face-selective cortical
regions in more anterior regions of the macaque brainA- in the
ventral anterior temporal lobe (vATL) and in the orbitofrontal cor-
tex casts doubt on this simple characterization of the face network.
This macaque research is supported by fMRI research in humans
showing functionally homologous face-processing areas in the
vATLs of humans. In addition, there is intracranial EEG and neu-
ropsychology research all pointing towards the critical role of the
VATL in some aspect of face processing. The function of the vATL
face patches is relatively unexplored and the goal of this sympo-
sium is to bring together researchers from a variety of disciplines
to address the following question: What is the functional role of
the vATLs in face perception and memory and how does it interact
with the greater face network? Speakers will present recent find-
ings organized around the following topics: 1) The response prop-
erties of the VATL face areas in humans; 2) the response properties
of the vATL face area in non-human primates; 3) The connectivity
of vVATL face areas with the rest of the face-processing network; 4)
The role of the vATLs in the face-specific visual processing defi-
cits in prosopagnosia; 5) The sensitivity of the vATLs to conceptual
information; and 6) the representational demands that modulate
the involvement of the perirhinal cortex in facial recognition. The
implications of these findings to theories of face processing and
object processing more generally will be discussed.

Face-processing hierarchies in primates
Speaker: Winrich Friewald, The Rockefeller University

The neural mechanisms of face recognition have been extensively stud-
ied in both humans and macaque monkeys. Results obtained with simi-
lar technologies, chiefly functional brain imaging now allows for detailed
cross-species comparisons of face-processing circuitry. A crucial node
in this circuit, located at the interface of face perception and individual
recognition, is located in the ventral anterior temporal lobe. In macaque
monkeys, face selective cells have been found in this region through elec-
trophysiological recordings, a face-selective patch identified with func-
tional magnetic resonance imaging (fMRI), and the unique functional
properties of cells within these fMRI-identified regions characterized,
suggesting a role in invariant face identification. Furthermore activity in
this patch been causally linked, through combinations of electrical micro-
stimulation and psychophysics, to different kinds of face recognition
behavior. Not far away from this face selective region, experience-de-
pendent specializations for complex object shapes and their associations
have been located, and the mechanisms of these processes studied exten-
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sively. In my talk I will present this work on face processing in the ven-
tral anterior temporal lobe of the macaque brain, its relationship to face
processing in other face regions and to processes in neighboring regions,
its implications for object recognition in general, and the impact of this
work for understanding the mechanisms of human face recognition.

Invariant representations of face identity in the ATL
Speaker: Stefano Anzellotti, Harvard University

Authors: Alfonso Caramazza, Harvard University

A large body of evidence has documented the involvement of occipitotem-
poral regions in face recognition. Neuropsychological studies found that
damage to the anterior temporal lobes (ATL) can lead to face recognition
deficits, and recent neuroimaging research has shown that the ATL con-
tain regions that respond more strongly to faces than to other categories
of objects. What are the different contributions of anterior temporal and
occipitotemporal regions to face recognition? In a series of fMRI studies,
we investigated representations of individual faces in the human ATL
using computer generated face stimuli for which participants did not
have individual-specific associated knowledge. Recognition of face iden-
tity from different viewpoints and from images of part of the face was
tested, using an approach in which pattern classifiers are trained and
tested on the responses to different stimuli depicting the same identities.
The anterior temporal lobes were found to encode identity information
about faces generalizing across changes in the stimuli. Invariant infor-
mation about face identity was found to be lateralized to the right hemi-
sphere. Some tolerance across image transformations was also detected
in occipitotemporal regions, but it was limited to changes in viewpoint,
suggesting a process of increasing generalization from posterior to ante-
rior temporal areas. Consistent with this interpretation, information about
identity-irrelevant details of the images was found to decline moving
along the posterior-anterior axis, and was not detected in the ATL.

The role of the human vATL face patches in familiar face

processing
Speaker: Jessica Collins, Temple University

Authors: Ingrid Olson, Temple University

Studies of nonhuman primates have reported the existence of face sensitive
patches in the ventral anterior temporal lobes. Using optimized imaging
parameters recent fMRI studies have identified a functionally homologous
brain region in the ventral anterior temporal lobes (vATLs) of humans. The
human vATL shows sensitivity to both perceptual and conceptual features
of faces, suggesting that it is involved in some aspects of both face percep-
tion and face memory. Supporting a role of the vATLs in face perception,
activity patterns in the human vATL face patches discriminate between
unfamiliar facial identities, and unilateral damage to the vATLs impairs
the ability to make fine-grained discriminations between simultaneously
displayed faces when morphed stimuli are used. Supporting a role of the
vATLs in face memory, activity in the vATLs is up-regulated for famous
faces and for novel faces paired with semantic content. The left ATL
appears to be relatively more sensitive to the verbal or semantic aspects of
faces, while the right ATL appears to be relatively more sensitive to visual
aspects of face, consistent with lateralized processing of language. We will
discuss the implications of these findings and propose a revised model of
face processing in which the vATLs serve a centralized role in linking face
identity to face memory as part of the core visual face-processing network.

Structural and functional impairment of the face processing
network in congenital prosopagnosia
Speaker: Galia Avidan, Ben Gurion University

Authors: Michal Tanzer, Ben Gurion University; Marlene Behr-
mann, Carnegie Mellon University

There is growing consensus that accurate and efficient face recognition
is mediated by a neural circuit comprised of a posterior “core” and an
anterior “extended” set of regions. In a series of functional and structural
imaging studies, we characterize the distributed face network in individ-
uals with congenital prosopagnosia (CP) - a lifelong impairment in face
processing - relative to that of matched controls. Interestingly, our results
uncover largely normal activation patterns in the posterior core face
patches in CP. More recently, we also documented normal activity of the
amygdala (emotion processing) as well as normal, or even enhanced func-
tional connectivity between the amygdala and the core regions. Critically,
in the same individuals, activation of the anterior temporal cortex, which
is thought to mediate identity processing, was reduced and connectivity
between this region and the posterior core regions was disrupted. The

dissociation between the neural profiles of the anterior temporal lobe and
amygdala was evident both during a task-related face scan and during
a resting state scan, in the absence of visual stimulation. Taken together,
these findings elucidate selective disruptions in neural circuitry in CP,
and are also consistent with impaired white matter connectivity to ante-
rior temporal cortex and prefrontal cortex documented in these individ-
uals. These results implicate CP as disconnection syndrome, rather than
an alteration localized to a particular brain region. Furthermore, they
offer an account for the known behavioral differential difficulty in iden-
tity versus emotional expression recognition in many individuals with CP.

Functional role and connectivity of perirhinal cortex in face
processing
Speaker: Stefan Kohler, University of Western Ontario

Authors: Ed O'Neil, University of Western Ontario

The prevailing view of medial temporal lobe (MTL) functioning holds
that its structures are dedicated to declarative long-term memory. Recent
evidence challenges this view, suggesting that perirhinal cortex (PrC),
which interfaces the MTL with the ventral visual pathway, supports
highly integrated object representations that are critical for perceptual as
well as for memory-based discriminations. Here, we review research con-
ducted with fMRI in healthy individuals that addresses the role of PrC,
and its functional connectivity, in the context of face processing. Our
research shows that (i) PrC exhibits a performance-related involvement
in recognition-memory as well as in perceptual oddball judgments for
faces; (ii) PrC involvement in perceptual tasks is related to demands for
face individuation; (ii) PrC exhibits resting-state connectivity with the
FFA and the amygdala that has behavioural relevance for the face-inver-
sion effect; (iii) task demands that distinguish recognition-memory from
perceptual-discrimination tasks are reflected in distinct patterns of func-
tional connectivity between PrC and other cortical regions, rather than
in differential PrC activity. Together, our findings challenge the view
that mnemonic demands are the sole determinant of PrC involvement
in face processing, and that its response to such demands uniquely dis-
tinguishes its role from that of more posterior ventral visual pathway
regions. Instead, our findings point to the importance of considering the
nature of representations and functional connectivity in efforts to elucidate
the contributions of PrC and other cortical structures to face processing.

S3 Mid-level representations in visual

processing

Friday, May 16, 2:30 - 4:30 pm, Talk Room 1

Organizer: Jonathan Peirce, University of Nottingham

Presenters: Jonathan Peirce, Anitha Pasupathy, Zoe Kourtzi,
Gunter Loffler, Tim Andrews, Hugh Wilson

A great deal is known about the early stages of visual processing,
whereby light of different wavelengths is detected and filtered in
such a way as to represent something approximating “edges”. A
large number of studies are also examining the “high-level” pro-
cessing and representation of visual objects; the representation of
faces and scenes, and the visual areas responsible for their process-
ing. Remarkably few studies examine either the intervening “mid-
level” representations or the visual areas that are involved in this
level of processing. This symposium will examine what form these
intermediate representations might take, and what methods we
have available to study such mechanisms. The speakers have used
a variety of methods to try and understand mid-level processing
and the associated visual areas. Along the way, a number of ques-
tions will be considered. Do we even have intermediate represen-
tations; surely higher-order object representations could be built
directly on the outputs of V1 cells since all of the information is
available there? How does such a representation not fall foul of the
problem of parameter explosion? What aspects of the visual scene
are encoded at this level? How could we understand such repre-
sentations further? Why have we not made further progress in
this direction before; is the problem simply too hard to study? The
symposium is designed for attendees of all levels and will involve
a series of 20 minute talks (each including 5 minutes for questions)
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from each of the speakers. We hope to encourage people that this is
an important and tangible problem that vision scientists should be
working hard to solve.

Compound feature detectors in mid-level vision
Speaker: Jonathan Peirce, University of Nottingham

A huge number of studies have considered low-level visual processes
(such as the detection of edges, colors and motion) and high-level visual
processes (such as the processing of faces and scenes). Relatively few
studies examine the nature of intermediate visual representations, or
“mid-level” vision. One approach to studying mid-level visual represen-
tations might be to try and understand the mechanisms that combine the
outputs of V1 neurons to create an intermediate feature detector. We have
used adaptation techniques to try and probe the existence of detectors for
combinations of sinusoids that might form plaid form detectors or curva-
ture detectors. We have shown for both of these features that adaptation
effects to the compound has been greater than predicted by adaptation
to the parts alone, and that this is greatest when the components form a
plaid that we perceive as coherent or a curve that is continuous. To create
such representations requires simple logical AND-gates, which might be
formed simply by summing the nonlinear outputs of V1 neurons. Many
questions remain however, about where in the visual cortex these represen-
tations are stored, and how the different levels of representation interact.

Boundary curvature as a basis of shape encoding in macaque
area V4
Speaker: Anitha Pasupathy, University of Washington

The broad goal of research in my laboratory is to understand how visual
form is encoded in the intermediate stages of the ventral visual path-
way, how these representations arise and how they contribute to object
recognition behavior. Our current focus is primate V4, an area known
to be critical for form processing. Given the enormity of the shape-en-
coding problem, our strategy has been to test specific hypotheses with
custom-designed, parametric, artificial stimuli. With guidance from
shape theory, computer-vision and psychophysical literature we iden-
tify stimulus features (for example T-junctions) that might be critical
in natural vision and work these into our stimulus design so as to prog-
ress in a controlled fashion toward more naturalistic stimuli. I will pres-
ent examples from our past and current experiments that successfully
employ this strategy and have led to the discovery of boundary curva-
ture as a basis for shape encoding in area V4. I will conclude with some
brief thoughts on how we might move from the highly-controlled stimuli
we currently use to the more rich and complex stimuli of natural vision.

Adaptive shape coding in the human visual brain
Speaker: Zoe Kourtzi, University of Birmingham

In the search for neural codes, we typically measure responses to input
stimuli alone without considering their context in space (i.e. scene config-
uration) or time (i.e. temporal history). However, accumulating evidence
suggests an adaptive neural code that is dynamically shaped by experi-
ence. Here, we present work showing that experience plays a critical role
in molding mid-level visual representations and shape perception. Com-
bining behavioral and brain imaging measurements we demonstrate that
learning optimizes the binding of local elements into shapes, and the
selection of behaviorally relevant features for shape categorization. First,
we provide evidence that the brain flexibly exploits image regularities and
learns to use discontinuities typically associated with surface boundaries
for contour linking and target identification. Specifically, learning of reg-
ularities typical in natural contours (i.e., collinearity) can occur simply
through frequent exposure, generalize across untrained stimulus features,
and shape processing in occipitotemporal regions. In contrast, learning
to integrate discontinuities (i.e., elements orthogonal to contour paths)
requires task-specific training, is stimulus dependent, and enhances pro-
cessing in intraparietal regions. Second, by reverse correlating behavioral
and fMRI responses with noisy stimulus trials, we identify the critical
image parts that determine the observersA’ choice in a shape categorization
task. We demonstrate that learning optimizes shape templates by tuning
the representation of informative image parts in higher ventral cortex. In
sum, we propose that similar learning mechanisms may mediate long-term
optimization through development, tune the visual system to fundamental
principles of feature binding, and shape visual category representations.

Probing intermediate stages of shape processing
Speaker: Gunter Loffler, Glasgow Caledonian University

The visual system provides a representation of what and where objects are.
This entails parsing the visual scene into distinct objects. Initially, the visual
system encodes information locally. While interactions between adjacent
cells can explain how local fragments of an objectA’s contour are extracted
from a scene, more global mechanisms have to be able to integrate infor-
mation beyond that of neighbouring cells to allow for the representation
of extended objects. This talk will examine the nature of intermediate-level
computations in the transformation from discrete local sampling to the rep-
resentation of complex objects. Several paradigms were invoked to study
how information concerning the position and orientation of local signals
is combined: a shape discrimination task requiring observers to discrim-
inate between contours; a shape coherence task measuring the number
of elements required to detect a contour; a shape illusion in which posi-
tional and orientational information is combined inappropriately. Results
support the notion of mechanisms that integrate information beyond that
of neighbouring cells and are optimally tuned to a range of different con-
tour shapes. Global integration is not restricted to central vision: periph-
eral data show that certain aspects of this process only emerge at inter-
mediate stages. Moreover, intermediate processing appears vulnerable to
damage. Diverse clinical populations (migraineurs, pre-term children and
children with Cortical Visual Impairment) show specific deficits for these
tasks that cannot be accounted for by low-level processes. Taken together,
evidence is converging towards the identification of an intermediate level
of processing, at which sensitivity to global shape attributes emerges.

Low-level image properties of visual objects explain catego-
ry-selective patterns of neural response across the ventral
visual pathway

Speaker: Ronen Segev, Ben Gurion University of the Negev,
Department of Life Sciences and Zlotowski Center for Neurosci-
ence

Neuroimaging research over the past 20 years has begun to reveal a picture
of how the human visual system is organized. A key organizing principle
that has arisen from these studies is the distinction between low-level and
high-level visual regions. Low-level regions are organized into visual field
maps that are tightly linked to the image properties of the stimulus. In con-
trast, high-level visual areas are thought to be arranged in modules that are
selective for particular object categories. It is unknown, however, whether
this selectivity is truly based on object category, or whether it reflects
tuning for low-level features that are common to images from a particular
category. To address this issue, we compared the pattern of neural response
elicited by each object category with the corresponding low-level properties
of images from each object category. We found a strong positive correlation
between the neural patterns and the underlying low-level image proper-
ties. Importantly, the correlation was still evident when the within-category
correlations were removed from the analysis. Next, we asked whether low-
level image properties could also explain variation in the pattern of response
to exemplars from individual object categories (faces or scenes). Again, a
positive correlation was evident between the similarity in the pattern of
neural response and the low-level image properties of exemplars from indi-
vidual object categories. These results suggest that the pattern of response
in high-level visual areas may be better explained by the image statistics of
visual stimuli than by their associated categorical or semantic properties.

From Orientations to Objects: Configural Processing in the
Ventral Stream
Speaker: Hugh Wilson, York University

I shall review psychophysical and fMRI evidence for a hierarchy of inter-
mediate processing stages in the ventral or form vision system. A review
of receptive field sizes from V1 up to TE indicates an increase in diameter
by a factor of about 3.0 from area to area. This is consistent with configural
combination of adjacent orientations to form curves or angles, followed by
combination of curves and angles to form descriptors of object shapes. Psy-
chophysical and fMRI evidence support this hypothesis, and neural models
provide a plausible explanation of this hierarchical configural processing.
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S4 The visual white-matter matters!
Innovation, data, methods and applica-
tions of diffusion MRI and fiber tractog-
raphy

Friday, May 16, 2:30 - 4:30 pm, Pavilion

Organizers: Franco Pestilli & Ariel Rokem, Stanford University

Presenters: Ariel Rokem, Andrew Bock, Holly Bridge, Suzy Scherf,
Hiromasa Takemura, David Van Essen

For about two decades, functional MR imaging has allowed inves-
tigators to map visual cortex in the living human brain. Vision
scientists have identified clusters of cortical regions with different
functional properties. The function of these maps is determined by
both the selectivity of their neurons, as well as their connections.
Communication between cortical regions is carried by long-range
white-matter fascicles. The wiring of these fascicles is important
for implementing the perceptual functions of the visual maps in
the occipital, temporal and parietal cortex. Magnetic resonance
diffusion imaging (dMRI) and computational tractography are the
only technologies that enable scientists to measure the white mat-
ter in the living human brain. In the decade since their develop-
ment, these technologies revolutionized our understanding of the
importance of human white-matter for health and disease. Recent
advances in dMRI and fiber tractography have opened new ave-
nues of understanding the white-matter connections in the living
human brain. With the advent of these technologies we are for the
first time in a position to draw a complete wiring diagram of the
human visual system. By probing the motion of water molecules
at the micron scale, dMRI can be used to study the microstructural
properties and geometric organization of the visual white-matter
fascicles. These measurements in living brains can help clarify the
relationship between the properties of the tissue within the fasci-
cles and visual perception, both in healthy individuals and in cases
where vision is impeded through disease. Prior to these measure-
ments, the white matter was thought of as a passive cabling system.
But modern measurements show that white matter axons and glia
respond to experience and that the tissue properties of the white
matter are transformed during development and following train-
ing. The white matter pathways comprise a set of active wires and
the responses and properties of these wires predict human cogni-
tive and perceptual abilities. This symposium targets a wide range
of investigators working in vision science by providing an intro-
duction to the principles of dMRI measurements, algorithms used
to identify anatomical connections and models used to characterize
white-matter properties. The speakers have pioneered the use of
diffusion and functional MRI and fiber tractography to study the
human visual white-matter in answering a wide range of scientific
questions: connectivity, development, plasticity. The symposium
will also introduce publicly available resources (analysis software
and data) to help advance the study of the human visual cortex and
white-matter, with special emphasis on the high-quality MR mea-
surements provided by the Human Connectome Project (HCP).

Measuring and modelling of diffusion and white-matter tracts
Speaker: Ariel Rokem, Stanford University
Authors: Franco Pestilli

This talk will present a general methodological overview of diffusion MRI
(dMRI), with a special focus on methods used to image connectivity and
tissue properties in the human visual system. We will start by describ-
ing the principles of dMRI measurements. We will then provide an over-
view of models that are used to describe the signal and make inferences
about the properties of the tissue and the trajectories of fiber fascicles in
white-matter. We will focus on the classical Diffusion Tensor Model (DTM),
which is used in many applications, and on the more recent development
of Sparse Fascicle Models (SFM), which are more realistic representations
of the signal as a combination of signals from different fascicles. Using
cross-validation, we have found that DTM provides an accurate represen-

tation of the data, better than the reliability of a repeated measurement.
SFM provide even more accurate models of the data, and particularly in
regions where different fiber tracts cross. In the second part of the talk,
we will focus on tractography. With special emphasis on probabilistic
and deterministic tractography. We will introduce ideas about validation
of white-matter trajectories and to perform statistical inferences about
connectivity between different parts of the visual system. A major prob-
lem of the field is that different algorithms provide different estimates of
connectivity. This problem is solved by choosing the fiber estimates that
best account for the data in a repeated measurement (cross-validation).

Gross topographic organization in the corpus callosum is
preserved despite abnormal visual input
Speaker: Andrew Bock, University of Washington

Authors: Melissa Saenz, University of Laussane; Holly Bridge,
Oxford; Ione Fine, University of Washington

The loss of sensory input early in development has been shown to induce
dramatic anatomical and functional changes within the central nervous
system. Using probabilistic diffusion tractography, we examined the ret-
inotopic organization of splenial callosal connections within early blind,
anophthalmic, achiasmatic and control subjects. Early blind subjects expe-
rience prenatal retinal “waves” of spontaneous activity similar to those
of sighted subjects, and only lack postnatal visual experience. In anoph-
thalmia, the eye is either absent or arrested at an early prenatal stage,
depriving these subjects of both pre- and postnatal visual input, while
in achiasma there is a lack of crossing at the optic chiasm such that the
white matter projection from each eye is ipsilateral. Comparing these
groups provides a way of separating the influence of pre- and postna-
tal retinal deprivation and abnormal visual input on the organization of
visual connections across hemispheres. We found that retinotopic map-
ping within the splenium was not measurably disrupted in any of these
groups compared to visually normal controls. These results suggest that
neither prenatal retinal activity nor postnatal visual experience plays a
role in the large-scale topographic organization of visual callosal connec-
tions within the splenium, and the general method we describe provides
a useful way of quantifying the organization of large white matter tracts.

Using diffusion-weighted tractography to investigate dysfunc-
tion of the visual system
Speaker: Holly Bridge, Oxford

Authors: Rebecca Millington; James Little; Kate Watkins

The functional consequences of damage to, or dysfunction of, different
parts of the visual pathway have been well characterized for many years.
Possibly the most extreme dysfunction is the lack of eyes (anophthalmia)
which prevents any stimulation of this pathway by light input. In this case,
functional MRI indicates the use of the occipital cortex for processing of
language, and other auditory stimuli. This raises the question of how this
information gets to the occipital cortex; are there differences in the under-
lying anatomical connectivity or can existing pathways be used to carry
different information? Here I'll describe several approaches we have taken
to try to understand the white matter connectivity in anophthalmia using
diffusion tractography. Damage to the visual pathway can also be sus-
tained later in life, either to the periphery or to the post-chiasmatic path-
way (optic tract, lateral geniculate nucleus, optic radiation or visual cortex).
When damage occurs in adulthood, any changes to white matter are likely
to be the result of degeneration. Sensitive measures of white matter integ-
rity can be used to illustrate patterns of degeneration in patient popula-
tions. However, it is also the case that in the presence of lesions, and where
white matter tracts are relatively small (e.g. optic tract) measures derived
from diffusion-weighted imaging can be misleading. In summary I will
present an overview of the potential for employing diffusion tractography
to understand plasticity and degeneration in the abnormal visual system,
highlighting potential confounds that may arise in patient populations.

Structural properties of white matter circuits necessary for

face perception

Speaker: Suzy Scherf, Penn State

Authors: Marlene Behrmann, Carnegie Mellon University; Cibu
Thomas, NIH; Galia Avidan, Beer Sheva University; Dan Elbich,
Penn State University

White matter tracts, which communicate signals between cortical regions,
reportedly play a critical role in the implementation of perceptual func-
tions. We examine this claim by evaluating structural connectivity, and its
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relationship to neural function, in the domain of face recognition in both
developing individuals and those with face recognition deficits. In all
studies, we derived the micro- as well as macro-structural properties of
the inferior longitudinal fasciculus (ILF) and of the inferior fronto-occipi-
tal fasciculus (IFOF), which connect distal regions of cortex that respond
preferentially to faces. In participants aged 6-23 years old, we observed
age-related differences in both the macro- and micro-structural proper-
ties of the ILF. Critically, these differences were specifically related to an
age-related increase in the size of the functionally defined fusiform face
area. We then demonstrated the causal nature of the structure-function
relationship in individuals who are congenitally prosopagnosic (CP) and
in an aging population (who exhibits an age-related decrement in face rec-
ognition). The CPs exhibited reduced volume of the IFOF and ILF, which
was related to the severity of their face processing deficit. Similarly, in
the older population there were also significant reductions in the struc-
tural properties of the ILF and IFOF that were related to their behavioral
performance. Finally, we are exploring whether individual differences in
face-processing behavior of normal adults are related to variations in these
structure-function relations. This dynamic association between emerging
structural connectivity, functional architecture and perceptual behavior
reveals the critical role of neural circuits in human cortex and perception.

A major white-matter wiring between the ventral and dorsal
stream

Speaker: Hiromasa Takemura, Stanford University

Authors: Brian Wandell

Over the last several decades, visual neuroscientists have learned how to use
fMRI to identify multiple visual field maps in the living human brain. Sev-
eral theories have been proposed to characterize the organization of these
visual field maps, and a key theory with substantial support distinguishes
dorsal stream involving with spatial processing and ventral stream involv-
ing categorical processing. We combined fMRI, diffusion MRI and fiber
tractography to identify a major white matter pathway, the Vertical Occipi-
tal Fasciculus (VOF), connecting maps within the dorsal and ventral visual
streams. We use a model-based method, LInear Fascicle Evaluation (LIFE),
to assess the statistical evidence supporting the VOF wiring pattern. There is
strong evidence supporting the hypothesis that dorsal and ventral streams
of visual maps communicate through the VOF. This pathway is large and
its organization suggests that the human ventral and dorsal visual maps
communicate substantial information through V3A/B and hV4/VO-1. We
suggest that the VOF is crucial for transmitting signals between regions that
encode object properties including form, identity and color information and
regions that map spatial location to action plans. Findings on the VOF will
extend the current understandings of the human visual field map hierarchy.

What is the Human Connectome Project telling us about human
visual cortex?

Speaker: David Van Essen, Washington University

The Human Connectome Project (HCP) is acquiring and sharing vast
amounts of neuroimaging data from healthy young adults, using high-res-
olution structural MRI, diffusion MRI, resting-state fMRI, and task-fMRIL
Together, these complementary modalities provide invaluable information
and insights regarding the organization and connectivity of human visual
cortex. This presentation will highlight recent results obtained using sur-
face-based analysis and visualization approaches to characterize structural
andfunctionalconnectivity of visual cortexinindividualsand groupaverages.

S5 What are you doing? Recent advances

in visual action recognition research
Friday, May 16, 5:00 - 7:00 pm, Talk Room 1

Organizers: Stephan de la Rosa & Heinrich Biilthoff, Max Planck
Institute for Biological Cybernetics

Presenters: Nick Barraclough, Cristina Becchio, Stephan de la Rosa,
Ehud Zohary, Martin. A. Giese

The visual recognition of actions is critical for humans when inter-
acting with their physical and social environment. The unraveling
of the underlying processes has sparked wide interest in several
fields including computational modeling, neuroscience, and psy-
chology. Recent research endeavors on how people recognize
actions provide important insights into the mechanisms underly-
ing action recognition. Moreover, they give new ideas for man-ma-

chine interfaces and have implications for artificial intelligence. The
aim of the symposium is to provide an integrative view on recent
advances in our understanding of the psychological and neural
processes underlying action recognition. Speakers will discuss
new and related developments in the recognition of mainly object-
and human-directed actions from a behavioral, neuroscientific,
and modeling perspective. These developments include, among
other things, a shift from the investigation of isolated actions to
the examination of action recognition under more naturalistic con-
ditions including contextual factors and the human ability to read
social intentions from the recognized actions. These findings are
complemented by neuroscientific work examining the action rep-
resentation in motor cortex. Finally, a novel theory of goal-directed
actions will be presented that integrates the results from various
action recognition experiments. The symposium will first discuss
behavioral and neuroscientific aspects of action recognition and
then will shift its attention to the modeling of the processes under-
lying action recognition. More specifically, Nick Barraclough will
present research on action recognition using adaptation paradigms
and object-directed and locomotive actions. He will talk about
the influence of the observer’s mental state on action recognition
using displays that present the action as naturalistic as possible.
Cristina Becchio will talk about actions and their ability to convey
social intentions. She will present research on the translation of
social intentions into kinematic patterns of two interacting persons
and discuss the observers” ability to visually use these kinematic
cues for inferring social intentions. Stephan de la Rosa will focus
on social actions and talk about the influence of social and tempo-
ral context on the recognition of social actions. Moreover, he will
present research on the visual representation underlying the rec-
ognition of social interactions. Ehud Zohary will discuss the rep-
resentation of actions within the motor pathway using fMRI and
the sensitivity of the motor pathway to visual and motor aspects of
an action. Martin Giese will wrap up the symposium by present-
ing a physiologically plausible neural theory for the perception of
goal-directed hand actions and discuss this theory in the light of
recent physiological findings. The symposium is targeted towards
the general VSS audience and provides an comprehensive and
integrative view about an essential ability of human visual func-
tioning.

Other peoples’ actions interact within our visual system
Speaker: Nick Barraclough, Department of Psychology, University
of York, York, UK

Perception of actions relies on the behavior of neurons in the temporal
cortex that respond selectively to the actions of other individuals. It is
becoming increasingly clear that visual adaptation, well known for influ-
encing early visual processing of more simple stimuli, appears also to have
an influence at later processing stages where actions are coded. In a series
of studies we, and others, have been using visual adaptation techniques
to attempt to characterize the mechanisms underlying our ability to rec-
ognize and interpret information from actions. Action adaptation gener-
ates action aftereffects where perception of subsequent actions is biased;
they show many of the characteristics of both low-level and high-level face
aftereffects, increasing logarithmically with duration of action observa-
tion, and declining logarithmically over time. I will discuss recent studies
where we have investigated the implications for action adaptation in nat-
uralistic social environments. We used high-definition, orthostereoscopic
presentation of life-sized photorealistic actors on a 5.3 x 2.4 m screen in
order to maximize immersion in a Virtual Reality environment. We find
that action recognition and judgments we make about the internal mental
state of other individuals is changed in a way that can be explained by
action adaptation. Our ability to recognize and interpret the actions of
an individual is dependent, not only on what that individual is doing,
but the effect that other individuals in the environment have on our cur-
rent brain state. Whether or not two individuals are actually interact-
ing in the environment, it seems they interact within our visual system.
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On seeing intentions in others’ movements

Speaker: Cristina Becchio, Centre for Cognitive Science, Depart-
ment of Psychology, University of Torino, Torino, Italy; Depart-
ment of Robotics, Brain, and Cognitive Science, Italian Institute of
Technology, Genova, Italy

Starting from Descartes, philosophers, psychologists, and more recently
neuroscientists, have often emphasized the idea that intentions are not
things that can be seen. They are mental states and perception cannot be
smart enough to reach the mental states that are hidden away (impercep-
tible) in the other personA’s mind. Based on this assumption, standard
theories of social cognition have mainly focused the contribution of high-
er-level cognition to intention understanding. Only recently, it has been
recognized that intentions are deeply rooted in the actions of interacting
agents. In this talk, I present findings from a new line of research showing
that intentions translate into differential kinematic patterns. Observers are
especially attuned to kinematic information and can use early differences
in visual kinematics to anticipate what another person will do next. This
ability is crucial not only for interpreting the actions of individual agents,
but also to predict how, in the context of a social interaction between two
agents, the actions of one agent relate to the actions of a second agent.

The influence of context on the visual recognition of social
actions

Speaker: Stephan de la Rosa, Department Human Perception, Cog-
nition and Action; Max Planck Institute for Biological Cybernetics,
Tiibingen, Germany

Authors: Stephan Streuber, Department Human Perception, Cog-
nition and Action; Max Planck Institute for Biological Cybernetics,
Tiibingen, Germany Heinrich Biilthoff, Department Human Per-
ception, Cognition and Action; Max Planck Institute for Biological
Cybernetics, Ttibingen, Germany

Actions do not occur out of the blue. Rather, they are often a part of
human interactions and are, therefore, embedded in an action sequence.
Previous research on visual action recognition has primarily focused on
elucidating the perceptual and cognitive mechanisms in the recognition
of individual actions. Surprisingly, the social and temporal context, in
which actions are embedded, has received little attention. I will present
studies examining the importance of context on action recognition. Spe-
cifically, we examined the influence of social context (i.e. competitive vs.
cooperative interaction settings) on the observation of actions during real
life interactions and found that social context modulates action observa-
tion. Moreover, we investigated the perceptual and temporal factors (i.e.
action context as provided by visual information about preceding actions)
on action recognition using an adaptation paradigm. Our results pro-
vide evidence that experimental effects are modulated by temporal con-
text. These results in the way that action recognition is not guided by the
immediate visual information but also by temporal and social contexts.

On the representation of viewed action in the human motor

pathways
Speaker: Ehud Zohary, Department of Neurobiology, Alexander
Silberman Institute of Life Sciences, Hebrew University of Jerusa-
lem, Israel

I will present our research on the functional properties of brain structures
which are involved in object-directed actions. Specifically, we explore the
nature of viewed-action representation using functional magnetic reso-
nance imaging (fMRI). One cortical region involved in action recognition
is anterior intraparietal (AIP) cortex. The principal factor determining
the response in AIP is the identity of the observed hand. Similar to clas-
sical motor areas, AIP displays clear preference for the contralateral hand,
during motor action (i.e., object manipulation) without visual feedback.
This dual visuomotor grasping representation suggests that AIP may be
involved in the specific motor simulation of hand actions. Furthermore,
viewing object-directed actions (from an egocentric-viewpoint, as in self
action) elicits a similar selectivity for the contralateral hand. However, if the
viewed action is seen from an allocentric viewpoint (i.e. being performed
by another person facing the viewer), greater activation in AIP is found for
the ipsilateral hand. Such a mapping may be useful for imitation of hand
action (e.g. finger tapping) made by someone facing us which is more accu-
rate when using the opposite (mirror-image) hand. Finally, using the stan-
dard “center-out” task requiring visually guided hand movements in vari-
ous directions, we show that primary motor cortex (M1) is sensitive to both
motor and visual components of the task. Interestingly, the visual aspects of

movement are encoded in M1 only when they are coupled with motor con-
sequences. Together, these studies indicate that both perceptual and motor
aspects are encoded in the patterns of activity in the cortical motor pathways.

Neural theory for the visual perception of goal-directed actions

and perceptual causality

Speaker: Martin. A. Giese, Section for Computational Sensomo-
torics, Dept. for Cognitive Neurology, HIH and CIN, University
Clinic Tiibingen, Germany

Authors: Falk Fleischer'?, Vittorio Caggiano®?, Jorn Pomper? Peter
Thier? 'Section for Computational Sensomotorics, *Dept. for Cog-
nitive Neurology, HIH and CIN, University Clinic Ttibingen, Ger-
many, *McGovern Institute for Brain Research, M.I.T., Cambridge,
MA Supported by the DFG, BMBF, and EU FP7 projects AMARSI,
ABC, and the Human Brain Project

The visual recognition of goal-directed movements even from impover-
ished stimuli, is a central visual function with high importance for survival
and motor learning. In cognitive neuroscience and brain imaging a number
of speculative theories have been proposed that suggest possible computa-
tional processes that might underlie this function. However, these theories
typically leave it completely open how the proposed functions might be
implemented by local cortical circuits. Complementing these approaches,
we present a physiologically-inspired neural theory for the visual process-
ing of goal-directed actions, which provides a unifying account for exist-
ing neurophysiological results on the visual recognition of hand actions in
monkey cortex. The theory motivated, and partly correctly predicted spe-
cific computational properties of action-selective neurons in monkey cortex,
which later could be verified physiologically. Opposed to several dominant
theories in the field, the model demonstrates that robust view-invariant
action recognition from monocular videos can be accomplished without a
reconstruction of the three-dimensional structure of the effector, or a critical
importance of an internal simulation of motor programs. As a ‘side-effect’,
the model also reproduces simple forms of causality perception, predicting
that these stimuli might be processed by similar neural structures as natural
hand actions. Consistentwith this prediction, F5 mirrorneurons canbe shown
to respond selectively to such stimuli. This suggests that the processing of
goal-directed actions might be accounted for by relatively simple neural
mechanisms that are accessible by electrophysiological experimentation.

S6 Understanding representation in visual
cortex: why are there so many approaches

and which is best?

Friday, May 16, 5:00 - 7:00 pm, Pavilion

Organizers: Thomas Naselaris & Kendrick Kay, Department of
Neurosciences, Medical University of South Carolina & Depart-
ment of Psychology, Washington University in St. Louis
Presenters: Thomas Naselaris, Marcel van Gerven, Kendrick Kay,
Jeremy Freeman, Nikolaus Kriegeskorte, James J. DiCarlo, MD,
PhD

Central to visual neuroscience is the problem of representation:
what features of the visual world drive activity in different areas of
the visual system? Receptive fields and tuning functions have long
served as the basic descriptive elements used to characterize visual
representations. In recent years, the receptive field and the tuning
function have been generalized and in some cases replaced with
alternative methods for characterizing visual representation. These
include decoding and multivariate pattern analysis, representa-
tional similarity analysis, the use of abstract semantic spaces, and
models of stimulus statistics. Given the diversity of approaches, it
is important to consider whether these approaches are simply prag-
matic, driven by the nature of the data being collected, or whether
these approaches might represent fundamentally new ways of
characterizing visual representations. In this symposium, invitees
will present recent discoveries in visual representation, explaining
the generality of their approach and how it might be applicable
to future studies. Invitees are encouraged to discuss the theoret-
ical underpinnings of their approach and its criterion for “suc-
cess”. Invitees are also encouraged to provide practical pointers,
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e.g. regarding stimulus selection, experimental design, and data
analysis. Through this forum we hope to move towards an integra-
tive approach that can be shared across experimental paradigms.
Audience: This symposium will appeal to researchers interested
in computational approaches to understanding the visual system.
The symposium is expected to draw interest from a broad range of
experimental backgrounds (e.g. fMRI, EEG, ECoG, electrophysiol-
ogy). Invitees: The invitees will consist of investigators who have
conducted pioneering work in computational approaches to study-
ing visual representation.

Visual representation in the absence of retinal input
Speaker: Thomas Naselaris, Department of Neurosciences, Medi-
cal University of South Carolina, Charleston, SC

An important discovery of the last two decades is that receptive fields
in early visual cortex provide an efficient basis for generating images
that have the statistical structure of natural scenes. This discovery has
lent impetus to the theory that receptive fields in early visual cortex can
function not only as passive filters of retinal input, but as mechanisms for
generating accurate representations of the visual environment that are
independent of retinal input. A number of theoretical studies argued that
such internal visual representations could play an important functional
role in vision by supporting probabilistic inference. In this talk, we will
explore the idea of receptive fields as generators of internal representa-
tions by examining the role that receptive fields play in generating mental
images. Mental images are the canonical form of internal visual repre-
sentation: they are independent of retinal input and appear to be essen-
tial for many forms of inference. We present evidence from fMRI studies
that voxel-wise receptive field models of the tuning to retinotopic loca-
tion, orientation, and spatial frequency can account for much of the BOLD
response in early visual cortex to imagining previously memorized works
of art. We will discuss the implications of this finding for the structure of
functional feedback projections to early visual cortex, and for the devel-
opment of brain-machine interfaces that are driven by mental imagery.

Learning and comparison of visual feature representations?
Speaker: Marcel van Gerven, Donders Institute for Brain, Cogni-
tion and Behaviour

Recent developments on the encoding and decoding of visual stimuli
have relied on different feature representations such as pixel-level, Gabor
wavelet or semantic representations. In previous work, we showed that
high-quality reconstructions of images can be obtained via the analytical
inversion of regularized linear models operating on individual pixels. How-
ever, such simple models do not account for the complex nonlinear trans-
formations of sensory input that take place in the visual hierarchy. I will
argue that these nonlinear transformations can be estimated independent
of brain data using statistical approaches. Decoding based on the resulting
feature space is shown to yield better results than those obtained using a
hand-designed feature space based on Gabor wavelets. I will discuss how
alternative feature spaces that are either learned or hand-designed can be
compared with one another, thereby providing insight into what visual
information is represented where in the brain. Finally, I will present some
recent encoding and decoding results obtained using ultra-high field MRIL.

Identifying the nonlinearities used in extrastriate cortex
Speaker: Kendrick Kay, Department of Psychology, Washington
University in St. Louis

In this talk, I will discuss recent work in which I used fMRI measurements
to develop models of how images are represented in human visual cortex.
These models consist of specific linear and nonlinear computations and
predict BOLD responses to a wide range of stimuli. The results highlight
the importance of certain nonlinearities (e.g. compressive spatial summa-
tion, second-order contrast) in explaining responses in extrastriate areas. 1
will describe important choices made in the development of the approach
regarding stimulus design, experimental design, and analysis. Furthermore,
I will emphasize (and show through examples) that understanding repre-
sentation requires a dual focus on abstraction and specificity. To grasp com-
plex systems, it is necessary to develop computational concepts, language,
and intuition that can be applied independently of data (abstraction). On the
other hand, a model risks irrelevance unless it is carefully quantified, imple-
mented, and systematically validated on experimental data (specificity).

Carving up the ventral stream with controlled naturalistic
stimuli
Speaker: Jeremy Freeman, HHMI Janelia Farm Research Campus

Authors: Corey M. Ziemba, J. Anthony Movshon, Eero P. Simon-
celli, and David ]J. Heeger Center for Neural Science New York
University, New York, NY

The visual areas of the primate cerebral cortex provide distinct represen-
tations of the visual world, each with a distinct function and topographic
representation. Neurons in primary visual cortex respond selectively
to orientation and spatial frequency, whereas neurons in inferotempo-
ral and lateral occipital areas respond selectively to complex objects. But
the areas in between, in particular V2 and V4, have been more difficult
to differentiate on functional grounds. Bottom-up receptive field map-
ping is ineffective because these neurons respond poorly to artificial
stimuli, and top-down approaches that employ the selection of “inter-
esting” stimuli suffer from the curse of dimensionality and the arbitrari-
ness of the stimulus ensemble. I will describe an alternative approach, in
which we use the statistics of natural texture images and computational
principles of hierarchical coding to generate controlled, but naturalistic
stimuli, and then use these images as targeted experimental stimuli in
electrophysiological and fMRI experiments. Responses to such “natural-
istic” stimuli reliably differentiate neurons in area V2 from those in V1,
in both single-units recorded from macaque monkey, and in humans as
measured using fMRI. In humans, responses to these stimuli, alongside
responses to both simpler and more complex stimuli, suggest a simple
functional account of the visual cortical cascade: Whereas V1 encodes
basic spectral properties, V2, V3, and to some extent V4 represent the
higher-order statistics of textures. Downstream areas capture the kinds of
global structures that are unique to images of natural scenes and objects.

Vision as transformation of representational geometry
Speaker: Nikolaus Kriegeskorte, Medical Research Council, Cogni-
tion and Brain Sciences Unit, Cambridge, UK

Vision can be understood as the transformation of representational
geometry from one visual area to the next, and across time, as recurrent
dynamics converge within a single area. The geometry of a representation
can be usefully characterized by a representational distance matrix com-
puted by comparing the patterns of brain activity elicited a set of visual
stimuli. This approach enables to compare representations between brain
areas, between different latencies after stimulus onset, between different
individuals and between brains and computational models. I will pres-
ent results from human functional imaging of early and ventral-stream
visual representations. Results from fMRI suggest that the early visual
image representation is transformed into an object representation that
emphasizes behaviorally important categorical divisions more strongly
than accounted for by visual-feature computational models that are not
explicitly optimized to distinguish categories. The categorical clusters
appear to be consistent across individual human brains. However, the
continuous representational space is unique to each individual and pre-
dicts individual idiosyncrasies in object similarity judgements. The rep-
resentation flexibly emphasizes task-relevant category divisions through
subtle distortions of the representational geometry. MEG results fur-
ther suggest that the categorical divisions emerge dynamically, with the
latency of categoricality peaks suggesting a role for recurrent processing.

Modern population approaches for discovering neural repre-
sentations and for discriminating among algorithms that might
produce those representations

Speaker: James ]. DiCarlo, MD, PhD, Professor of Neuroscience
Head, Department of Brain and Cognitive Sciences Investigator,
McGovern Institute for Brain Research Massachusetts Institute of
Technology, Cambridge, USA

Authors: Ha Hong and Daniel Yamins Department of Brain and
Cognitive Sciences and McGovern Institute for Brain Research
Massachusetts Institute of Technology, Cambridge, USA

Visual object recognition (OR) is a central problem in systems neurosci-
ence, human psychophysics, and computer vision. The primate ventral
stream, which culminates in inferior temporal cortex (IT), is an instantia-
tion of a powerful OR system. To understand this system, our approach
is to first drive a wedge into the problem by finding the specific patterns
of neuronal activity (ak.a. neural “representations”) that quantitatively
express the brainA’s solution to OR. I will argue that, to claim discov-
ery of a neural “representation” for OR, one must show that a proposed
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population of visual neurons can perfectly predict psychophysical phe-
nomena pertaining to OR. Using simple decoder tools, we have achieved
exactly this result, demonstrating that IT representations (as opposed to
V4 representations) indeed predict OR phenomena. Moreover, we can
“invert” the decoder approach to use large-scale psychophysical mea-
surements to make new, testable predictions about the IT representation.
While decoding methods are powerful for exploring the link between
neural activity and behavior, they are less well suited for addressing
how pixel representations (i.e. images) are transformed into neural rep-
resentations that subserve OR. To address this issue, we have adopted
the representational dissimilarity matrices (RDM) approach promoted
by Niko Kriegeskorte. We have recently discovered novel models (i.e.
image-computable visual features) that, using the RDM measure of success,
explain IT representations dramatically better than all previous models.
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Perception and action: Locomotion

Saturday, May 17, 8:15 - 9:45 am
Talk Session, Talk Room 1
Moderator: Brett Fajen

21.11, 8:15 am Influence of optic flow on the control of walking
toward a goal Li Lil(lili@hku.hk), Diederick Niehorster!, William Warren?,
Benjamin Bolte®, Phil Wieland?, Markus Lappe?; ! Department of Psychology,
The University of Hong Kong, Hong Kong SAR, 2Department of Cognitive, Linguis-
tic, and Psychological Sciences, Brown University, USA, 3Institute for Psychology,
University of Munster, Germany

Although previous studies have shown that optic flow is used to control
human walking, the relative effectiveness of various types of optic flow
information and whether humans use their perceived visual heading
to control walking toward a goal remain in question. Here we system-
atically varied optic flow information in the display and examined how
it affected walking in an immersive virtual environment as well as pas-
sive heading perception. In the walking experiment, participants walked
toward a target placed in front of them at 7 m in a virtual environment
viewed through a head-mounted display (47°Hx38°V). We varied optic
flow information in the display to examine the effects of target motion rel-
ative to the observer, sparse flow, expansion, and dense flow on the con-
trol of walking toward a goal. The visual heading was displaced +10° from
participants’ physical walking direction, thus participants would walk on
a curved path toward the target with mean heading error at 10° if they
ignored optic flow and walked toward the target egocentric direction. In
the parallel heading perception experiment, the displays matched those in
the walking experiment, and participants used a mouse to move a probe
to their perceived heading at the end of each 2-s trial. Participants walked
on the least curved path toward the target when the display contained
dense flow. Sparse flow resulted in higher curvature, independent of the
expansion cue. Target motion relative to the observer affected walking only
at close distances. The mean heading error data of walking are similar to
the accuracy and precision data of heading perception. We conclude that
visual heading defined by optic flow is used to guide walking toward a
goal. The relative effectiveness of optic flow and target egocentric direction
is due to the specificity of the information, not an internal cue weighting.

21.12, 8:30 am Homing with audio landmarks and path integration
Norbert Boeddeker!(norbert.boeddeker@uni-bielefeld.de), Alessandro Mos-
catelli!, Marc Ernst!; !Cognitive Neuroscience Department and CITEC, Bielefeld
University

Humans use a multitude of cues to orient themselves in space. For homing
in unknown terrain it is fundamental to keep track of the starting posi-
tion and of one’s position and orientation relative to this home location.
This is commonly referred to as spatial updating. When space is explored
by walking around, our senses work together by providing signals for
this fundamental ability (e.g. from visual or auditory landmarks) and also
locomotion provides a rich amount of information, involving kinesthetic
signals and efference copies from the motor system for path integration.
How do humans integrate different signals into a coherent representation
of space? Here we tested 6 blindfolded participants in a triangle comple-
tion task. In a sports hall (size: 25x45m) participants were guided either
on the first two legs of a triangular path or transported on a wheel chair to
the release position on an indirect, strongly meandering path (5-10x longer
than the path home). The participant was instructed to walk a straight line
back to the starting position, which sometimes was tagged by an auditory
landmark. The task was repeated with different kinds of information avail-
able: path integration only (walking, no audio cues), audio landmark only
(the participant is passively transported and walks back home using audio
landmark cues only), or both (blindfolded walking with audio cues). We
find that humans can use either source of spatial information alone for
homing, with audio landmarks allowing a higher homing precision than
path integration. When both sources are available, the multimodal estimate
is a weighted sum of the different unimodal estimates, with the weight of
each sensory modality proportional to its precision. These results suggest
that humans can estimate the precision of each sensory source of infor-
mation and combine the sensory signals in a statistically optimal fashion.

21.13, 8:45 am The critical period for the visual control of foot
placement in complex terrain occurs in the preceding step Jona-
than Matthis!(matthj5@rpi.edu), Sean Barton', Brett Fajen'; 'Cognitive Science
Department, Rensselaer Polytechnic Institute

Successful locomotion over complex terrain such as a rocky trail requires walkers
to place each step on a safe foothold with high spatiotemporal precision while
also taking the future terrain into account. Matthis & Fajen (2013) demonstrated
that two step lengths of visual look ahead is sufficient for humans to walk over
complex terrain while exploiting the inverted-pendulum-like structure of bipedal
gait as efficiently as they do with unrestricted vision. In a follow-up study, we
showed that the accuracy of stepping onto a target was unaffected when the
target became invisible at any point during the step to that target, but sharply
declined when the target disappeared during the preceding step. Taken together,
these findings suggest that there is a critical period for the visual control of the
placement of each step that occurs during the preceding step. Here we present

a study that tests this critical period hypothesis by examining subjects as they
walk over a series of irregularly spaced virtual targets projected onto the floor by
a LCD projector. Targets were only visible during specific phases of the gait cycle
leading up to each target. Indeed, we found that there was a narrow window
during the stance phase preceding the step to each target during which the target
needed to be visible in order for subjects to accurately place each foot. Even a
brief presentation of a target during this critical period yielded better performance
than a longer presentation at a different phase of gait. Interestingly, stepping was
marginally more accurate when targets were visible for longer than the predicted
critical period, regardless of whether they appeared slightly sooner or disappeared
slightly later. Given the increased difficulty of the experimental task, this result
suggests that subjects’ performance was affected by attentional factors in addition
to biomechanical constraints.

Acknowledgement: NIH 1RO1EY019317

21.14, 9:00 am Multi-Agent Simulation of Collective Behavior in
Human Crowds William Warren!(Bill_Warren@brown.edu), Stéphane

Bonneaud!; !Dept. of Cognitive, Linguistic and Psychological Sciences, Brown
University

The collective behavior of human crowds is thought to emerge from local
interactions between pedestrians. There are many models of such “flock-
ing” behavior in animals and humans, but few of them are based on experi-
mental evidence about these visually-guided interactions. We have built an
empirically-grounded pedestrian model, including components for steer-
ing, obstacle avoidance, matching the speed and heading of neighbors, and
braking, expressed as dynamical systems. We test whether the model can
generate characteristic patterns of crowd behavior using multi-agent sim-
ulations. Here we aim to quantitatively evaluate these simulations against
human crowd data. Locally, we compare individual human and model
trajectories, which faces an n-body problem (e.g. classical mechanics).
Globally, we compare distributions of trajectories (e.g. statistical mechan-
ics). Method. We simulated naturalistic data collected from groups of 20
participants walking in a 12x20m arena (Warren, et al.,, VSS 2013). Head
positions were tracked using a 16-camera motion capture system (60 Hz).
In the “Grand Central” scenario, participants criss-crossed the arena, while
avoiding 10 obstacles and each other. In the “swarm” scenario, participants
veered left and right while staying together as a group. Each trial was sim-
ulated by initializing agents with each participant’s starting position, head-
ing, and speed, and assigning their final position as the goal; different com-
binations of model components were tested. Results. A local “divergence”
measure computed mean agent-participant distance (error) at each time step
as a function of elapsed time. Surprisingly, the mean error over all agents
is only 30 cm, with a maximum of 1 m, for the best combination of model
components. Measures of global traffic patterns, including occupancy heat
maps and route histograms, are also compared. The results suggest that the
collective behavior of human crowds can be accounted for by an empir-
ical model of pedestrian behavior and emerges from local interactions.

Acknowledgement: This research is funded by NIH 5R01 EY010923

21.15, 9:15 am Modeling uncertainty and intrinsic reward in a
virtual walking task Matthew H. Tong!(mhtong@utexas.edu), Mary M.
Hayhoe!; 'Center for Perceptual Systems, University of Texas Austin

When acting in the natural world, humans must balance the demands of
a variety of goals, such as controlling direction and avoiding obstacles,
each of which may require information from different parts of the scene.

See page 3 for Abstract Numbering System
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One theory of how these competing demands are managed, based on rein-
forcement learning, has been proposed by Sprague et al (ACM Transac-
tions on Applied Perception, 2007), and postulates that gaze targets are
chosen depending on the intrinsic reward of the current behavioral goals
and the uncertainty about relevant environmental state. Actions, in turn,
are chosen to maximize expected reward, which reflects the intrinsic
importance of different behavioral goals for the subject. Despite the impor-
tance of the concept of reward in control of both gaze and actions, there is
limited evidence on how such intrinsic rewards control actions and con-
tribute to momentary sensory-motor decisions. We have measured both
gaze and walking behavior in a virtual environment where subjects walk
along a winding path, avoiding obstacles and collecting targets. Instruc-
tions varied on different trials concerning whether or not the obstacles and
targets were relevant. We developed an avatar model, based on Sprague
et al’s algorithm, which performs the same task in the same conditions
as humans. The model can produce paths comparable to those taken by
the humans through the environment. The avatar’s path varies with task
instructions much as humans’ do. This model allows us to estimate the
intrinsic reward value of different goals by applying Inverse Reinforcement
Learning techniques to the routes that subjects take through the targets
and obstacles (Rothkopf and Ballard, Biological Cybernetics, 2013). These
intrinsic rewards reflect the variation in path as a consequence of differ-
ent task instructions and may capture path variations between subjects.

Acknowledgement: NIH grant EYO5729

21.16, 9:30 am Fast mirroring of an opponent’s action in a com-
petitive game Ken Nakayama'(ken@wjh.harvard.edu), Sarah Cormiea’,

Maryam Vaziri Pashkam?; 'Vision Sciences Laboratory, Department of Psychol-
ogy, Harvard University

David Marr wrote that Vision is determining “what is where by look-
ing”. This privileges the role of objects, their identity and their location.
Vision, however, is much more, supporting continuous action, not only
with respect to objects but also to other agents. With respect to human
beings, this is ubiquitous and infinitely varied. As a possible opportunity
for research, consider issues prompted by contact sports. Fencing requires
that one block an opponent’s sabre. Boxing requires that one block an oppo-
nent’s punch. In a two-person game, we describe how a blocker counters
the pointing actions of an opponent. Contestants face each other, separated
by a transparent window. The attacker’s job is to hit one of two side-by-side
targets on the window as quickly as possible. The blocker’s goal is to hit
this same target within a short time lag. In our first experiment, reaction
times of the blocker were short (measured by the initiation of the attack-
er’s hand movements), approximately, 100-150 milliseconds. This is much
shorter than previously reported choice reaction times and suggests that
the blocker is sensing some other preparatory action of the attacker. To
explore the possible locus of such actions, we replicated our first experi-
ment and added two conditions, allowing the blocker to only see the head
and eyes of the attacker or allowing the blocker to only see the torso con-
taining the arms and hand. We find that information is potentially avail-
able in each case to support the rapid action, that some subjects use just
one of these potential routes whereas others can use both. In either case,
the accuracy of these fast blocker responses indicates widespread infor-
mation about an attacker’s intentions, well before hand movements start.

Acknowledgement: NSF CCF-1231216

Attention: Control

Saturday, May 17, 8:15 - 9:45 am
Talk Session, Talk Room 2
Moderator: Hans Super

21.21, 8:15 am Location specific and non-specific effects of sup-
pressed feature singletons on visual processing. Joo Huang Tan'(-

jootan@nus.edu.sg), Po-Jang Hsieh'; *Neuroscience and Behavioral Disorders
Program, Duke-NUS Graduate Medical School

It is postulated that in the early stages of visual processing, lower-level fea-
tures of a scene are extracted automatically to form a topological saliency
map for attentional selection. Although several studies have shown that
high saliency speeds up attentional selection, whether a salient target (i.e.
a feature singleton) can help its region of the visual field reach conscious
awareness faster and/or more often remains as yet unknown. Here, we
employed a variant of the continuous flash suppression paradigm to sup-
press a pop-out display (a feature singleton among homogenous distrac-
tors) and tested (1) if the subliminal pop-out display reaches awareness
faster than a subliminal non-pop-out display, (2) if a feature singleton

can enable its region of the visual field reach awareness ahead of other
regions, and (3) if the suppressed feature singleton can elicit a location
non-specific effect by enabling a region of the visual field where the fea-
ture singleton does not exist to reach awareness ahead of other regions. We
demonstrate that presence of a salient feature singleton enables a display
to reach awareness faster. Additionally, a location’s probability of gaining
awareness first does indeed increase significantly when it contains a fea-
ture singleton. Interestingly, in some instances, an area of the visual field
can still reach awareness faster even when the suppressed feature single-
ton is located in another location of the visual field. Our findings reveal
that salient features facilitate conscious perception in the early stages of
attentive processing in both a location specific and non-specific manner.

21.22, 8:30 am Two stages of attentional filtering during sequential
evidence integration in human perceptual decision-making val-
entin Wyart!"?(valentin.wyart@gmail.com), Nicholas Myers'?, Christopher
Summerfield?; Department of Experimental Psychology, University of Oxford,
UK, ?Laboratoire de Neurosciences Cognitives, Inserm U960, Ecole Normale
Superieure, Paris, France, 30xford Centre for Human Brain Activity, Department of
Psychiatry, University of Oxford, UK

Categorical decisions based on noisy sensory information can be optimized
by sequential sampling and integration. Cognitive psychologists have
shown that human decision performance is limited not just by noise but by
capacity, a constraint that emerges when competing sources of information
are presented simultaneously. However, it remains unclear whether selec-
tive attention filters information at an early stage (during the processing
of relevant sensory features) or at a late stage (during the integration of
decision evidence). Here we recorded human EEG signals from 17 healthy
subjects whilst they monitored two streams of Gabor patterns presented
synchronously at 3 Hz to the left and right of fixation. At stimulation offset,
subjects were probed to make a categorization judgment on one of the two
streams. In the ‘focused attention’ condition, subjects were cued before
stimulation onset as to which stream would be probed. In the ‘divided
attention’ condition, which stream would be probed was only revealed after
stimulation offset. We regressed human EEG signals against model-based
variables representing the perceptual, decision and action-based informa-
tion provided by each sample, and studied the stage(s) at which attention
filtered information in the two conditions. Our results revealed two distinct
stages at which attentional filtering occurs during sequential evidence inte-
gration. Diverting attention away from one stream by cueing it as irrelevant
had a modest impact on the neural encoding of perceptual information,
but precluded its conversion into decision information. By contrast, under
divided attention, decision information from both streams was filtered only
prior to integration, leading to a ‘leaky’ process that manifests itself as a bias
to base decisions on the most recent evidence. The existence of distinct early
and late filtering stages reconciles accounts of attentional selection that
emphasize biased competition vs. a central bottleneck, and places import-
ant constraints on decision-theoretic models of perceptual categorization.

21.23, 8:45 am Role of vergence during eye fixation in orienting
visual attention Hans Super!2#(hans.super@icrea.cat), Josep Marco'?,
Laura Perez Zapata!, Jose Cafiete Crespillo 3, Maria Solé Puig!?; 'Dept
Basic Psychology, Faculty of Psychology (UB), Institute for Brain, Cognition and
Behavior (IR3C), *Mental Health Dept, Consorci Sanitari del Maresme, *Catalan
Institution for Research and Advanced Studies (ICREA)

Neural mechanisms of attention allow selective sensory information pro-
cessing. Top-down deployment of visual-spatial attention involves exten-
sive cortical feedback connections from frontal cortical regions to lower
sensory areas. Here we provide evidence for a novel circuit in guiding
top-down attention. In a series of standard attention paradigms (Solé et
al.,, 2013), subjects fixated on a central spot and were required to indi-
cate the change in orientation of one of eight peripheral bars by pressing
a button. In trials where the spatial location of the peripheral target was
cued, we found strong eye vergence (convergence) while in non-cued
trials vergence was weak. Similarly, for high-salient targets, vergence
was strong compared to that recorded after presenting low-salient stim-
uli. Thus when orienting visual attention, the eyes briefly converge. Cor-
respondingly, we recorded visual evoked responses (VERPs). The results
show that VERPs reflecting attention deployment (N2pc) were a function
of the eye vergence. Moreover, we provide evidence that vergence cor-
relates with the perception of the target. Eyes briefly converge after a per-
ceived target but not after an unnoticed one. Furthermore, we measured
vergence in children diagnosed with Attention Deficit Hyperactivity Dis-
order (ADHD) while performing a cue/no-cue task and compared the
results to age-matched controls. A strong vergence was detected in the
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control group but not in the ADHD group. The near-triad or accommoda-
tion reflex does not appear to be an explanatory factor for the observed
vergence. We propose that our findings show a novel role for vergence
in visual-spatial attention and provide evidence for a feed-forward, ocu-
lomotor circuit in top-down visual attention. Solé Puig M, Pérez Zapata
L, Aznar-Casanova JA, Supér H (2013) A Role of Eye Vergence in Covert
Attention. PLoS ONE 8(1): 52955. doi:10.1371/journal.pone.0052955

21.24, 9:00 am The timecourse of the attentional bias to reg-
ularities Jiaying Zhao'%(jiayingz@psych.ubc.ca), Nicholas B. Turk-
Browne?®; 'Department of Psychology, University of British Columbia, 2Institute
for Resources, Environment and Sustainability, University of British Columbia,
3Department of Psychology, Princeton University

Knowledge about the structure of an environment can help us perceive
and act more efficiently. But how do we find such regularities in the first
place when they are embedded in noisy and complex visual input? We
recently showed that attention is naturally biased to regularities, prioritiz-
ing locations and features where they can be found (Zhao, Al-Aidroos, &
Turk-Browne, 2013). A normative explanation of this effect is that it speeds
the extraction of these regularities, such that attention can be released to
support processing of information about which we have greater uncer-
tainty. Accordingly, we hypothesized that the bias for regularities should
dissipate over time. Experiment 1 examined the timecourse of spatial
attention to regularities. Observers were presented with multiple streams
of shapes that were interrupted occasionally by visual search arrays. One
of the streams was generated from shape triplet regularities. During the
first of three epochs of exposure, we found as before that attention priori-
tized the structured location, as indexed by facilitated search performance
at that location. However, by the final epoch of exposure, this benefit had
disappeared. Experiment 2 generalized this effect to feature-based atten-
tion. Observers were now presented with a single stream of shapes of
different colors that was interrupted by visual search arrays with a color
singleton. The shapes in one color again appeared in triplet regularities.
We found as before that attention prioritized the structured color, as mea-
sured by attentional capture for singletons of that color. This time, the
bias was most evident in the second of three epochs, but critically, this
benefit also disappeared by the final epoch. In sum, the attentional bias
for regularities is transient, but of sufficient duration to allow for rapid
statistical learning. Such attentional disengagement may allow for the
exploration and acquisition of more complex or new forms of structure.

Acknowledgement: NIH RO1 EY021755

21.25, 9:15 am Statistical regularities alter the spatial scale of
attention Yu Luo!(yuluo2008@hotmail.com), Jiaying Zhao'?; 'Department of
Psychology, University of British Columbia, 2Institute for Resources, Environment
and Sustainability, University of British Columbia

When looking out at a scene, we can flexibly direct our attention to individ-
ual objects (e.g., a specific tree), or to the whole scene (e.g., a forest). Here
we examine how the learning of statistical regularities prioritizes individ-
ual objects in the array (local attention) or the entire array (global attention).
In Experiment 1, we examined whether local regularities draw attention to
a local scale. Observers viewed arrays of nine colored objects arranged in a
3x3 matrix. Each matrix was either in the shape of a square or a diamond.
Each individual object was either a square or a diamond. Unbeknownst to
the observers, the matrix either contained three triplets of colored objects
(i.e., local regularities) in the structured condition, or contained colored
objects in a random arrangement in the random condition. The task was
to indicate, as fast as possible, either the shape of the individual object, or
the global shape. We found that observers were reliably faster at identi-
fying individual objects but slower in identifying the global shape, when
the array was structured vs. random. This suggests that local regularities
facilitate local attention and impede global processing. In Experiment 2, we
examined whether global regularities cue global attention. Everything was
the same as in Exptl except that there were no triplets. Instead, the four
corners of the matrix contained a color quadruple (i.e., global regularities)
in the structured condition. We found that observers were reliably faster at
identifying the global shape but slower in identifying individual objects,
in the structured vs. random condition. This suggests that global regulari-
ties facilitate global attention and impede local processing. These findings
demonstrate that spatial regularities can determine whether attention is
directed to individual elements or to the entire scene, providing evidence
for the influence of statistical learning on the spatial scale of attention.

21.26, 9:30 am Global/local object structure affects memo-
ry-driven capture of attention Markus Conci'(conci@psy.Imu.de),

Hermann J. Miiller!; 'Department of Psychology, Ludwig-Maximilians-University,
Munich, Germany

Visual working memory and selective attention have shown to reveal
close relationships, as contents in memory can determine where atten-
tion is deployed. For instance, visual search for a target object is typi-
cally slowed when a concurrent distractor matches with what is currently
held in working memory (Soto et al., 2005; Olivers et al., 2006). Here, we
investigated whether the structure of an object in memory affects the
degree to which it reveals attentional capture. For instance, objects can be
represented at multiple hierarchical levels, but in general, global object
levels are prioritized over more local levels (e.g. Conci et al., 2011). In
our study, we investigated the influence of such hierarchical structure by
asking participants to memorize an object that comprises both global and
local levels of representation. Performance in a subsequent search task
revealed a graded influence showing a pattern of memory-driven cap-
ture: Search was slowed when a distractor matched with current memory
contents, relative to an unrelated baseline distractor. Moreover, the cap-
ture effect was more pronounced when the distractor matched with the
global object representation as compared to the local object level. Sub-
sequent analyses indicated that not only attentional capture reflected
the inherent object structure, but the memory representation itself was
graded. In sum, these results show a global bias of objects represented
in working memory, affecting how attention is deployed. This suggests
that the perceptual structure of an object directly determines the fidelity
with which that object is hierarchically represented in working memory.

Acknowledgement: German Research Foundation (DFG, grant: CO 1002/1-1)
LMUexcellent Junior Researcher Fund’

Motion Perception: Neural mechanisms

and modeling

Saturday, May 17, 10:45 am - 12:30 pm
Talk Session, Talk Room 1

Moderator: Concetta Morrone

22.11, 10:45 am Bidirectional manipulation of GABAergic inhibi-
tion in MT: A comparison of neuronal and psychophysical per-
formance Liu Liu'*(liu.liu2@mail.mcgill.ca), Christopher Pack"? 'McGill
University, 2Montreal Neurological Institute

Based on their responses to small and large stimuli, MT neurons can be
classified as surround-suppressed (SS) or non-surround suppressed (NS).
Surround suppression in MT has often been associated with a loss of per-
ceptual sensitivity for large, moving stimuli (Tadin et al. 03). Weakened
spatial suppression in certain cohort of subjects is therefore thought to
be due to reduced efficacy of GABAergic inhibition, but these links have
not been probed experimentally. Here we examined the causal role of
GABAergic inhibition in MT responses. Monkeys performed a 2AFC
motion direction discrimination task with Gabor patches of various sizes
at a fixed duration (typically 50 ms). We found that the performance of
SS neurons generally correlated more strongly with perceptual reports,
as monkeys found the motion direction of larger stimuli more difficult
to discriminate. Surprisingly, NS neurons consistently outperformed the
monkey for large stimuli, suggesting sub-optimal pooling of the neu-
rons to perform the task. To interpret these results and establish a causal
relationship, we first directly confirmed that MT neurons are causally
involved in motion direction discrimination of Gabor patches by inject-
ing muscimol to reversibly inactivate MT. We found that inactivation of
MT reduces performance for Gabor and random dots stimuli to the same
degree. While monitoring the neuronal response, we injected GABAergic
agents to bidirectionally manipulate inhibitory efficacy. We found GABA
suppresses untuned responses by increasing the spiking threshold, and
that GABA antagonists have the opposite effects. This raises the possi-
bility that the additional inhibition associated with surround suppres-
sion renders SS neurons more direction selective and thus more informa-
tive about motion direction. However, we found that local blockade of
GABA receptors did not diminish surround suppression, as previously
observed in V1. It thus appears that the contribution of inhibition to sur-
round suppression is more complex and dynamic than previously thought.

Acknowledgement: CIHR Grant MOP-115178, Award GSD-121719

See page 3 for Abstract Numbering System

Vision Sciences Society 15

[7d
[e]
-
(=
=
o
Q
<
>
<




Saturday AM

Saturday Morning Talks

VSS 2014 Program

22.12, 11:00 am Development of visual BOLD response in infants
Maria Concetta Morrone!?(concetta@in.cnr.it), Laura Biagi?, Sofia Crespi®,
Michela Tosetti?; Department of Translational Research on New Technologies in
Medicine and Surgery, University of Pisa, 2IRCCS Fondazione Stella Maris, 3Faculty
of Psychology - Universita Vita-Salute San Raffaele., Milan

It is commonly assumed that early visual areas (V1-V2, and also retina and
LGN) develop first, followed by higher associative cortices (V3-V6-MT).
However, there have been no direct measurements of the maturation of
individual cortical areas in newborns by MR imaging methods to confirm
this hypothesis. In adults, motion direction selectivity is mediated by an
extensive network of areas (V1, V3, V6, LO, MT, VIPS, Pre-Cuneus, PIVC).
Here we use fMRI to investigate if this neural network is functional in
infancy. We measure BOLD responses to flow versus random motion stim-
uli in 10 cooperative 7-week-old infants, and the resting state activity in 5 of
those infants during sleep. The results show that at 7 weeks of age the major
circuits mediating the response to flow motion were operative and adult-
like, with stronger response to coherent spiral flow motion than random
speed-matched motion (Morrone et al 2000, Nature Neuroscience) in pari-
etal-occipital area (presumed MT+), pre-cuneous, posterior parietal (V6)
and an area corresponding anatomical to PVIC, which in adults receives
visual-vestibular input (Cardin & Smith 2010). As in adults, V1 does not
respond preferentially to coherent motion. Resting-state connectivity maps
indicate strongly reduced connectivity between V1 and the parietal-occip-
ital regions selective for flow motion (putative MT+), suggesting the exis-
tence of an alternative input that bypasses V1. The results revealed an unex-
pected maturation of the motion analysis circuit of the associative area,
probably not mediated by striate cortex, and suggest that the limiting factor
in the development of motion selective cortical response are the devel-
opment of the subcortical input and of the cortical-cortical connections.

Acknowledgement: ESCLAIN- ERC ADV GRANT

22.13, 11:15 am Neural dynamics of fine direction-of-motion
discrimination Jacek Dmochowski'(jdmochow@stanford.edu), Anthony
Norcial; 'Stanford University, Department of Psychology

The visual system can discriminate small differences in direction of motion
despite the relatively broad direction-tuning of motion selective cells in
visual cortex. Here we used high-density EEG to probe the neural basis of
fine direction discrimination. Fifteen neurotypical adults performed 210-
280 trials of a choice reaction time task. The random dot stimulus consisted
of 1 second of random motion followed by 1 second of coherent motion. The
mean direction of coherent motion was selected from one of seven direc-
tions centered on vertical (90deg) ranging from 80 to 100 degrees in incre-
ments of 3.4 degrees. Subjects indicated the perceived direction of motion
(left or right of vertical) with a button press. We employed a novel tech-
nique, “Reliable Components Analysis” (Dmochowski et al., 2012) which
computes projections of the EEG that maximize the trial-to-trial reliability /
consistency. The first reliable component locked to stimulus onset had a
midline-symmetric topography with a maximum over the parietal lobe. The
time course of this component exhibited a “ramping” trajectory whose level
and slope discriminated between the angular deviations from vertical, but
not the absolute directions-of-motion. The second and third reliable compo-
nents did not depend on offset size and may reflect pre-categorical coherent
motion responses. Activity time-locked to the button press exhibited a peak
at the time of behavioral response, with a steeper gradient of response lead-
ing to the peak for larger offsets for the first component. The second com-
ponent did not depend on offset and was sharply peaked at response time,
suggesting a motor origin. Discrimination of near-threshold-level changes
in direction-of-motion can be decoded from electric potentials above pari-
etal cortex. These potentials appear to be the output of a categorization pro-
cess for direction. The time-course of the differential response is consistent
with an integration process that is longer for more difficult discriminations.

22.14, 11:30 am Forward displacement of expanding and con-
tracting lines beyond their point of disappearance Robert Tilford!(r.

tilford@sussex.ac.uk), Romi Nijhawan!; 'School of Psychology, University of
Sussex

It is known that a moving object that vanishes is not perceived to overshoot
its endpoint. For instance, the flash-lag effect (FLE) - where a moving object
appears ahead of a collocated flash - is abolished when the moving stimulus
disappears with the flash. Here we show that the disappearing length of an
expanding (contracting) line is perceived to be larger (smaller) than an iden-
tical flashed or continuous comparison line. In three experiments (2AFC
method), dynamic vertical lines expanded or contracted to the left (right)
of fixation before disappearing. On the right (left) of fixation one of the
following types of static comparison line was presented: 1) flashed at ter-

mination of dynamic line, 2) continuous, offset synchronous with dynamic
line, or 3) continuous, no offset. In all experiments, the size of the com-
parison line appeared to substantially lag the size of the dynamic line. In
addition, these lags tended to be greater for contracting than for expanding
lines. Results for comparison lines described in 1-3 above: 1) 91ms Expand-
ing, 177ms Contracting; 2) 143ms Expanding, 207ms Contracting; 3) 97ms
Expanding, 256ms Contracting. This is the first demonstration of dynamic
stimuli with abrupt offset overshooting their endpoints, and exhibiting an
effect at flash-termination. Several flash-lag accounts are grounded on the
absence of an effect when both stimuli vanish together. Our results show
that: a) a future trajectory is not necessary for the lag effect, and b) a flash
is not necessary for forward displacement. We suggest that in nature it is
inferred that disappearing objects have rapidly receded, and so their final
positions are extrapolated towards an implicit vanishing point. This is
supported by a larger effect in contracting motion. Expanding motion is
inconsistent with disappearance and so the overshoot effect is diminished.

Acknowledgement: BBSRC

22.15, 11:45 am Rethinking the aperture problem: a story of com-
peting priors Edgar Walker!(eywalker@bcm.edu), Wei Ji Ma?; 'Department

of Neuroscience, Baylor College of Medicine, ?Center for Neural Science, New York
University

How the visual system resolves ambiguity is a fundamental problem
in vision science. A classic example is the aperture problem, in which a
moving grating is viewed through an aperture. Although the stimulus is
consistent with many motion directions, it typically produces a reliable
motion direction percept. However, since very few studies have explored
the effect of the shape of the aperture and of its orientation relative to the
grating on perceived motion direction, the brain’s strategy for resolv-
ing ambiguity in this problem is not fully understood. We conducted an
experiment in which subjects reported the perceived motion direction of
a grating moving behind an elliptical or rectangular aperture with a vari-
able aspect ratio and variable relative orientation. We found strong effects
of relative orientation, aspect ratio, and shape on the perceived motion
direction. These effects could not be captured by previous models - one
based on a prior favoring low speeds, and one based on line terminators.
Instead, we reframed the observer’s decision process as Bayesian inference
on the motion direction of an infinitely long patterned strip with fixed but
unknown width viewed through the aperture. In the model, the observer
a) computes for each candidate motion direction the speed and minimum
strip width consistent with the scene, b) assigns posterior probability using
both the low-speed prior and a prior we propose here, which favors nar-
rower strips, and c) reports the posterior mean. The resulting model not
only outperformed the other two models, but also captured the observed
dependencies with high accuracy. One potential interpretation of the
narrow-strip prior is as a “little-unseen stuff” prior, favoring scenes that
require the fewest assumptions about unobserved regions of the scene.
Perhaps our brain resolves ambiguity by performing a process analogous
to model selection, where simpler models are favored over complex ones.

22.16, 12:00 pm Unified representation of motion and motion
streak patterns in a model of cortical form-motion interaction

Stephan Tschechne!(stephan.tschechne@uni-ulm.de), Heiko Neumann!; 'UIm
University Inst. f. Neural Information Processing

Problem. Direction selective neurons in visual cortex (V1) encode spa-
tio-temporal movements of visual patterns. It has been suggested that
motion directions are also spatially encoded in the form channel as ori-
ented motion streaks (Burr, Curr. Biol., 2000), while only fast motions
lead to motion streak patterns (Apthorp et al., Proc. Roy. Soc. London B,
2013). Geisler (Nature, 1999) proposed that motion streaks aid determining
visual motion direction estimation while their awareness is suppressed in
normal vision conditions (Wallis & Arnold, Curr. Biol., 2009). The under-
lying neural mechanisms of such form-motion interaction are, however,
still unknown. Method. We propose a neural model that acquires data
from an event-based vision sensor that responds to temporal changes in
the input intensity. Model area V1 uses spatio-temporal filters to detect
visual motion and forwards activations to be integrated in model area
MT. Orientation-selective contrast cells in model areas V1 and V2 spa-
tially integrate recent visual events and respond to oriented structures
parallel to movement direction when sufficiently fast motion is presented.
Form cells’ responses temporally cease already for slow motions. Results
and Conclusion. We probed the model with dark/light random dot pat-
terns moving at different directions and speeds, replicating experimental
settings. For higher speeds oriented contrast-sensitive cells are co-acti-
vated along an orientation parallel to the motion direction, viz., signaling
motion streaks or speedlines. For slow motions no such responses occur.
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Adaptation effects confirm experimental findings from psychophysics.
The model suggests that motion streaks occur in the form channel as a
direct consequence of fast coherent motions along single directions with-
out the need to assume separate motion channel representations. The
model makes predictions concerning the strength of the streak patterns
and sheds new light upon mechanisms of computing motion from form.

Acknowledgement: DFG SFB/TR 62

22.17,12:15 pm No dedicated color motion system Remy
Allard!(remy.allard@umontreal.ca), Jocelyn Faubert!; Visual Psychophysics
and Perception Laboratory, Universite de Montreal

The existence of a color motion system distinct from both the luminance
and feature tracking motion systems remains controversial. In the current
study, we used a mask known to affect luminance-defined motion process-
ing but which should not affect distinct color-defined motion processing;:
a static, luminance-defined pedestal at high contrast. To neutralize feature
tracking, the motion (3.75 Hz) was presented in the near periphery (2 to 3
degrees of eccentricity) at a spatial frequency (~1 cpd) beyond the atten-
tional resolution acuity. The results showed that, in a direction discrimi-
nation task, the luminance-defined pedestal affected luminance- and col-
or-defined contrast thresholds by similar proportions (~10x at the highest
pedestal contrast) and that this masking was orientation specific as a similar
mask orthogonal to the signal modulation had little impact on luminance-
and color-defined contrast thresholds. Given that L- and M-cone pathways
merge at a processing level that is not orientation specific (i.e., ganglion
cells, which have center-surround receptive fields), the masking of a lumi-
nance pedestal must interfere with higher processing stages within the
luminance pathway where cells are orientation selective (e.g., simple cells).
Furthermore, a static luminance-defined mask should not generate any
substantial response from cells sensitive to luminance-defined motion (e.g.,
complex cells), so even if distinct luminance and color motion pathways
merged after independent motion extractions, a static, luminance-defined
mask should not impair color-defined motion processing. The similar vul-
nerabilities of luminance- and color-defined motion processing to a static,
luminance-defined mask suggest that, when the feature tracking is neu-
tralized, luminance- and color-defined motions are processed by the same
motion system. We conclude that there is no dedicated color motion system.

Acknowledgement: This research was supported by NSERC discovery fund
awarded to Jocelyn Faubert

Attention: Features and objects

Saturday, May 17, 10:45 am - 12:30 pm
Talk Session, Talk Room 2
Moderator: Emily Ward

22.21, 10:45 am Stimulus competition modulates the joint effects
of spatial and feature-based attention on visual sensitivity Alex
White!?(alex.white@nyu.edu), Martin Rolfs?3, Marisa Carrasco’#; Depart-
ment of Psychology, New York University, 2Humboldt University Berlin, *Bernstein

Center for Computational Neuroscience, “Center for Neural Science, New York
University

Goal: Selectively monitoring alocationin the peripheral visual field improves
perceptual judgements and enhances neural responses to stimuli at that
location. In addition, attending to a particular feature value, such as a spe-
cific color, improves processing of items with that feature across the visual
field. We investigated whether and how spatial and feature-based attention
interact to modulate visual sensitivity in a discrimination task. Methods:
Observers monitored overlapping groups of dots for a subtle change in
color saturation, which they had to localize as being in the upper or lower
hemifield. At the start of each trial, a pre-cue indicated the most likely side
(left or right), color (red or green), or both side and color of the target satu-
ration change. The location cue and the color cue could each be valid, neu-
tral, or invalid, and we measured sensitivity (d’) for every combination. In
Experiment 1, only one patch of dots changed in saturation. In Experiment
2, there were three other saturation changes (distractors) simultaneous with
the target change. A post-cue indicated which dots to judge. Results: For
both cue types, d” was higher in valid than invalid trials. When only a single
saturation change occurred, the location and color cueing effects were sta-
tistically independent and approximately additive. However, when com-
peting saturation changes occurred simultaneously with the target satura-
tion change, the location and color cueing effects interacted. The effect (i.e.
valid d’ - invalid d") of each type of cue was strongest when the other type
of cue was valid. Moreover, spatial attention was only effective in modulat-
ing sensitivity for attended colors. Conclusion: In light of these findings and

previous physiological studies, we conclude that spatial and feature-based
attention can operate independently. However, their joint consequences
for perception depend on the presence of competing visual information.

Acknowledgement: Supported by NIH RO1 EY0O16200 to MC and by a DFG Emmy
Noether grant (RO 3579/2-1) to MR

22.22, 11:00 am Feature-based attention elicits surround-suppres-
sion in color space Viola S. Stormer!(vstormer@fas.harvard.edu), George
A. Alvarez!; Department of Psychology, Harvard University

When focusing on a particular spatial location, input at the attended loca-
tion is enhanced, and information at nearby locations is suppressed. While
this surround suppression is well documented for spatial attention (e.g.,
Hopf et al., 2006), it is less clear whether similar mechanisms operate in
feature-based attention. We investigated whether surround suppres-
sion exists in color space when attending to particular colors. Observers
viewed overlapping sets of colorful moving dots in the left visual field
(e.g., yellow among blue dots), and separate overlapping sets of dots in
the right visual field (e.g., orange among blue dots). The task was to attend
to two colors (e.g., yellow and orange) and to detect brief intervals of
coherent motion. The colors were randomly chosen from the CIElab color
space on each trial, such that target and distractor colors were on oppo-
site sides of the color wheel. The two target colors were either the same
color, or differed from each other in steps of 10° on the color wheel, up
to 60° apart. We found that accuracy was highest when the target colors
were identical, and decreased as the difference in color increased, reaching
a minimum at 30° (identical vs. 30°, t(19)=2.4; p=0.03). Interestingly, per-
formance gradually increased when the target colors became more distinct
from each other (i.e., 30° vs. 60°; p=0.03), with performance at 60° no worse
than when attending to a single color (p=.68). Thus, selecting two percep-
tually similar (but subtly different) colors is more difficult than selecting
two perceptually distinct colors. Similar results were obtained using a
visual search task. These results suggest that feature-based attention con-
tains a narrow inhibitory surround in color space that operates across the
entire visual field, supporting models of attention in which local inhibi-
tion in feature space enhances top-down selection of task-relevant objects.

Acknowledgement: V.S.S. was funded by the Marie Curie fellowship (EU Grant
PIOF-GA-2012-329920). G.A.A. was funded by NSF CAREER BCS-0953730.

22.23, 11:15 am Neural coding of perceptual features is enhanced
when they are task relevant Emily Ward'(emily.ward@yale.edu), Marvin
Chun'; 'Department of Psychology, Yale University

Multi-voxel pattern analysis has allowed us to investigate neural coding
of stimulus-specific visual information by constructing high-dimensional
representational spaces. Despite their utility for exploring visual repre-
sentation, the extent to which multi-voxel relationships change as a func-
tion of task or attentional demands has not been widely explored. We
scanned 10 participants while they viewed items that varied along three
feature dimensions: shape, color, and texture. Participants either viewed
the items passively, or were instructed to attend to one of the dimensions
(e.g. “shape”) and indicate the feature value for each item (e.g. “circle”,
“triangle”, or “square”). This allowed us to examine neural discriminability
among feature values with and without an explicit task, and more impor-
tantly, when a particular dimension was task relevant or not. In the lateral
occipital cortex, feature values could not be classified during passive view-
ing, but could be classified when participants performed the feature-rel-
evant task. Critically, across all tasks, task-relevant features (e.g. “circle”
when attending to shape) could be classified, but task-irrelevant features
(e.g. “red” when attention to shape) could not. These results are consis-
tent with previous studies that show category learning can fine tune neural
representations (Folstein et al, 2012), and widespread cortical tuning
towards the task-relevant objects and away from task-irrelevant objects
(Cukur et al., 2013). Our results show that task relevance impacts the rep-
resentation of even simple object features. This suggests that representa-
tion in high-level visual areas may dynamically shift to facilitate behavior.

22.24, 11:30 am The time-course of feature-selective attention
inside and outside the focus of spatial attention Soren K. Ander-
sen’?(skandersen@abdn.ac.uk), Steven A. Hillyard?; 'School of Psychology,
University of Aberdeen, Aberdeen, UK, 2Department of Neurosciences, University
of California at San Diego, La Jolla, USA

Previous research on attentional selection of features has yielded seemingly
contradictory results: many experiments have found a ‘global’ facilitation of
attended features across the entire visual field, whereas classic event related
potential (ERP) studies reported an enhancement of attended features at the
attended location only. To test the hypothesis that these conflicting results
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can be explained by temporal stimulus differences, we compared the time-
course of feature-selective attention inside and outside the spatial focus of
attention. We presented fields of randomly moving purple dots on either
side of fixation. Participants were audio-visually cued to attend to either
red or blue dots on either the left or right side in order to detect brief coher-
ent motion targets. After a delay, which allowed participants sufficient
time to shift attention to the cued location, the purple dots on both sides
changed color simultaneously so that half of them became blue and the
other half red. Each of these four dot populations flickered at a different fre-
quency, thereby eliciting distinguishable steady-state visual evoked poten-
tials (SSVEPs). This allowed us to concurrently measure the time-course of
feature-selective attentional enhancement of stimulus processing in visual
cortex after onset of the attended feature on both the attended and the unat-
tended side. The onset of feature-selective attention on the attended side
occurred over 100 ms earlier than on the unattended side. The finding that
feature-selective attention is not spatially global from the outset, but that
its effect spreads to unattended locations with a temporal delay resolves
previous contradictions between studies that found global selection of
features and studies that failed to find such global selection because they
used briefly flashed stimuli. We speculate that the observed delay might
be caused by the time needed to coordinate attentional control signals
between hemispheres, although the exact mechanisms are still unknown.

Acknowledgement: DFG (AN 841/1-1), NSF (BCS-1029084) and NIMH
(1P50MH86385)

22.25, 11:45 am Measuring the salience of an object in a scene
Alasdair Clarke!(a.clarke@ed.ac.uk), Michal Dziemianko!, Frank Keller!;
!Institute for Language, Cognition and Computation, School of Informatics, Univer-
sity of Edinburgh

Over the past 15 years work on visual salience has been restricted to models
of low-level, bottom-up salience that give an estimate of the salience for
every pixel in an image. This study concerns the question of how to measure
the salience of objects. More precisely, given an image and a list of areas of
interest (AOIs), can we assign salience scores to the AOIs that reflect their
visual prominence? Treating salience as a per-object feature allows us to
incorporate a notion of salience into higher-level, cognitive models. There
is increasing evidence that fixations locations are best explained at an object
level [Einhauser et al 2008, JoV; Nuthmann & Henderson 2010, JoV] and an
object-level notion of visual salience can be easily incorporated with other
object features representing semantics [Hwang et al 2011, VisRes; Greene
2013, FrontiersPsych] and task relevance]. Extracting scores for AOIs from
the saliency maps that are output by existing models is a non-trivial task.
Using simple psychophysical (1/f-noise) stimuli, we demonstrate that
simple methods for assigning salience score to AOIs (such as taking the
maxima, mean, or sum of the relevant pixels in the salience map) produce
unintuitive results, such as predicting that larger objects are less salient.
We also evaluate object salience models over a range of tasks and com-
pare to empirical data. Beyond predicting the number of fixations to dif-
ferent objects in a scene, we also estimate the difficulty of visual search
trials; and incorporate visual salience into language production tasks. We
present a simple object-based salience model (based on comparing the like-
lihood of an AOI given the rest of the image to the likelihood of a typ-
ical patch of the same area) that gives intuitive results for the 1/f-noise
stimuli and performs as well as existing methods on empirical datasets.

Acknowledgement: The support of the European Research Council under award
number 203427 Synchronous Linguistic and Visual Processing

22.26, 12:00 pm Attentional constraints on human foraging Arni
Kristjansson!(ak@hi.is), Omar Johannesson', Tan M. Thornton?; ! Department

of Psychology, University of Iceland, 2Department of Cognitive Science, University
of Malta

How do humans search for multiple targets from more than one category?
In contrast to animal research, such foraging has been largely neglected
in human visual search, typically involving single-category, single-target
trials that terminate with the first response. Here, we introduce a new iPad
foraging task where observers cancel a series of targets among distractors
by tapping them until all are gone. The number of possible target types and
distractor types can vary independently. We asked how foraging changed
as a function of target complexity. During feature-based foraging 16 naive
observers cancelled 40 green and red disks among yellow and blue distrac-
tors (or vice versa). During conjunction-foraging they cancelled red disks
and green squares among green disks and red squares (or vice versa). Our
main dependent variable was the number of “runs” per trial, which could
vary between 40, if a target switch occurred after each response, and 2,
if sequential subset searches were carried out. Random switching would
result in mean run length of 20. For feature-based foraging, behavior was

characterized by many short runs (M = 14), suggesting that observers could
simultaneously maintain two or more color templates in mind and were
happy to switch between them. For conjunction-based foraging, the pattern
was dramatically different: observers focused on one target-type, finishing
most or all of those before switching to the other target type (M = 5). In both
conditions, more runs resulted in less overall movement, suggesting that
switching might be the more “optimal” strategy. For conjunction foraging,
this was mostly driven by 4 observers who were able to switch frequently
despite the increase in target complexity. Our main, novel finding -- the
striking difference between conjunction and feature-based behavior -- sug-
gests that attention imposes a very sharp constraint on human foraging.

Acknowledgement: Icelandic Research Fund, Research fund of the University of
Iceland

22.27, 12:15 pm The Effect of Semantic and Syntactic Object
Properties on Attentional Allocation in Naturalistic Scenes George

Malcolm*(glmalcolm@gwu.edu), Sarah Shomstein!; Department of Psychology,
The George Washington Unviersity

Humans preferentially attend to objects over backgrounds when viewing
scenes (e.g., Henderson, 2003), making object properties an integral compo-
nent to understanding attentional orienting. Previous research investigat-
ing object properties” effect on attention has generally focused on low-level
features (e.g., color; Wolfe, 1994) or boundaries (e.g., Egly et al., 1994). How-
ever, real-world environments are cluttered with different objects that are
rich with semantic properties. Here we investigated how semantic and syn-
tactic relationships between objects affect attentional allocation. In an initial
series of experiments designed to test semantic biasing of attention, we pre-
sented participants with an object at fixation and two more in the periph-
ery that varied in semantic relation to the fixated object (e.g., a mailbox at
fixation and an envelope and light bulb in the periphery). Objects appeared
for a duration ranging from 250-2000ms prior to target/distractors onset-
ting on the objects. The semantic relationship between objects was found
to facilitate responses to targets on semantically related objects at earlier
durations (750ms), while at longer durations (>1250ms) inhibition-of-re-
turn biased attention to targets on non-related objects. The results thus
demonstrate that semantic information affects attentional allocation early
and, in particular, biases in favor of semantically-related objects. A series of
eye-tracking experiments were then conducted in order to examine syntac-
tic as well as semantic relations of supporting surfaces on attentional alloca-
tion. It was observed that participants initiated saccades faster to objects on
the same surface as well as to semantically related surfaces. Taken together,
these results suggest that, despite semantic and syntactic information not
predicting target location, the visual system continually utilizes this infor-
mation to bias attentional allocation when viewing naturalistic displays.
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Poster Session, Jacaranda Hall

23.301 Ponzo inducers in the working memory produce lllusory line

length perception Feitong Yang!(ft.yang@jhu.edu), Jonathan Flombaum?;
!Department of Psychological and Brain Sciences, Johns Hopkins University

Visual information was traditionally thought to flow from the perception to
the memory. Over time, however, it has become clear that memory of vari-
ous forms plays arole in perception. Priors influence best inferences and con-
text can facilitate recognition. But the role of memory is typically thought of
in terms of long-term memory. We sought to investigate the possibility that
the contents of visual working memory influence online perception. In each
trial of our experiment one of three Ponzo railway figures was presented,
and participants were instructed to remember the figures, about which they
were also probed in a subsequent change detection paradigm. Critically,
during the delay period of the change detection task, two horizontal lines
appeared for 100 ms, and participants made an online judgment identifying
the longer of the two lines. In 50% of trials the two lines were actually equal
in length. But results showed that the line near the narrow end of the mem-
orized Ponzo figure was typically perceived to be longer. (An effect in the
same direction was obtained in the trials with lines that differed in length.)
We ruled out the possibility that the effect was caused by an afterimage in
three more experiments: a) increasing the delay time from the Ponzo figure
to the two lines, b) adding a white noise mask after the Ponzo figure, and
¢) adding a random line mask after the Ponzo figure. These experiments
replicated the effect —the figure in memory influenced the perception
of line length from trial to trial. These results are consistent with recent
work demonstrating that visual working memory activates early visual
cortex in content specific ways. And more broadly, they suggest that the
current contents of visual working memory support online perception.

23.302 Visual search for digits is faster when numerical and phys-

ical size are congruent Kenith Sobel'(k.sobel@mac.com), Amrita Puri';
!Department of Psychology and Counseling, University of Central Arkansas

Do the semantic associations of alphanumeric characters influence the effi-
ciency of visual search? Attempts to answer this question have typically
suffered from a confound between conceptual and perceptual features
because manipulating the meaning of an alphanumeric character entails
manipulating its shape as well. By carefully controlling shape features,
Lupyan (2008) found an influence of letter category on visual search. Here
we extended these findings to visual search for digits and wondered if
numerical and physical size would interact to yield faster response times
when the two are congruent than when incongruent. The numbers 2, 3,
8, and 9 were used for search items in all conditions. In congruent con-
ditions the numerically larger digits were slightly physically larger than
the numerically smaller digits and vice versa for the incongruent condi-
tions. In the larger magnitude conditions targets were numerically larger
(8 and 9) among numerically smaller distractors (2 and 3) and vice versa
for the smaller magnitude conditions. Eighty participants were randomly
assigned to one of four conditions: larger magnitude/congruent, larger
magnitude/incongruent, smaller magnitude/congruent, and smaller
magnitude/incongruent. Each search array contained one of the two
target digits and varying numbers (4, 6, or 8) of distractors. Participants
indicated the side of the display containing the target with a keypress.
Mean correct response times were submitted to ANOVA to compare dif-
ferences between congruent/incongruent, numerically larger/smaller,
and physically larger/smaller conditions. Only the congruent/incongru-
ent comparison yielded significant differences. As hypothesized, visual
search is faster when semantic and physical attributes are congruent than
when incongruent. Perhaps the mismatch interferes with the maintenance
of a complex target template. Future studies will explore this possibil-
ity by determining the effect of congruence on search for a single target.

23.303 Aging and visual memory: Modified method of single stim-
uli reveals biases and imprecision J. Farley Norman!(farley.norman@
wku.edu), Jacob Cheeseman'!, Michael Baxter!, Kelsey Thomason!, Olivia

Adkins!, Connor Rogers!; Department of Psychological Sciences, Western
Kentucky University

Twenty younger and older adults participated in two experiments that
evaluated their ability to visually discriminate lengths. Over the past
century, some investigators have required participants to judge test
stimuli relative to a single implicit standard (i.e., have used the method
of single stimuli). In the current experiments, we not only asked partic-
ipants to compare lengths relative to a single implicit standard, but to
two implicit standards simultaneously. Performance for this latter task
has never previously been investigated. The primary purpose of the
experiments was to determine whether human adults (of any age) can
effectively learn, remember, and utilize two implicit standards within a
single block of experimental trials. The results demonstrated that while
human adults can accurately discriminate test lengths relative to a single
implicit standard, they cannot accurately discriminate lengths relative to
two implicit standards simultaneously. Under these conditions, signifi-
cant and large biases emerge. In addition, the discriminations become less
precise. Human adults cannot effectively learn, remember, or utilize two
implicit standards simultaneously. The results of the current study docu-
ment a fundamental limitation in human visual memory. We also found
(unlike other visual tasks) that increases in age do not adversely affect
the ability to visually discriminate lengths relative to implicit standards.

23.304 Building tolerant long-term memories through (object) per-
sistence Mark W. Schurgin!(maschurgin@jhu.edu), Zachariah M. Reagh?,
Michael A. Yassa®, Jonathan I. Flombaum?; !Psychological and Brain Sciences,
Johns Hopkins University

The phrase, “It’s a bird, it’s a plane, it's Superman!” epitomizes the moti-
vation for Kahneman, Treisman & Gibbs" (1992) influential object file
theory. The point: the same object can appear different to an observer over
multiple encounters, requiring token representations of spatiotemporal
identity — persistence —independent from surface properties. One advan-
tage of such token representations is that they can support the construc-
tion of tolerant long-term memories, what is often identified as the cen-
tral problem in object recognition. Tagging persistence independent from
surface appearance can teach an observer just how different an object can
look from itself. What is a Superman such that it can look like a bird and
a plane? To investigate this issue, we used apparent motion to manipu-
late the persistence of objects encountered during the incidental encoding
phase of a long-term memory experiment. In all trials participants saw a
single object repeated twice, either in a spatiotemporally continuous or
discontinuous path. During a surprise test, participants viewed a stream
that included old objects, similar objects, and completely new objects
(relative to encoding). They were instructed to identify the status of each
test object. Performance was significantly better for objects observed in
a continuous motion stream during encoding. In a second experiment,
each encounter during encoding was embedded in independent noise.
We expected that object persistence should facilitate the combination of
independently noisy encounters to produce tolerant memories. Indeed,
during the surprise test phase, observers were more likely to correctly
classify old objects perceived continuously and were also more likely to
classify their similar foils as “old.” Several control experiments and condi-
tions precluded simple inattention-dependent accounts of the effects. These
results suggest an important role for well-characterized features of online
visual cognition in the construction of long-term object representations.

23.305 Reduced competition among contextually associated
objects enhances detail memory for briefly glimpsed images Nurit

Gronau'!(nuritgro@openu.ac.il), Meytal Shachar'; Department of Psychology,
The Open University of Israel

What do we remember from an extremely brief snapshot? Typically, the
‘gist’ of a scene is grasped while relatively little visual detail is perceived
and retained in long-term memory. Here, we investigated whether con-
textual and/or functional associations among objects may reduce stim-
ulus competition and enhance long term memory of visual details when
images are merely glimpsed. Participants viewed pairs of contextually-re-
lated and unrelated objects (e.g., a kettle and a mug; a shovel and a vase,
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respectively), presented for an extremely short exposure duration (24 ms,
masked). Subsequently, participants performed a memory-recognition
test, in which one of two objects within a pair was replaced by a novel
object from the same basic category. Participants differentiated old objects
from novel object exemplars, while these were presented with their origi-
nal counterpart pair object. Results demonstrated higher levels of correct
recognition for contextually-related than for unrelated object pairs. Fur-
thermore, when object stimuli in the recognition test appeared alone, i.e.,
without a corresponding pair object serving as a memory-retrieval cue,
results remained virtually identical. Namely, memory for specific visual
details remained higher for objects initially appearing within contextu-
ally-related, than unrelated, object pairs. Finally, the nature of memory
enhancement for contextually/functionally related object pairs was exam-
ined. Previous research has suggested that objects which are associated by
action relations are particularly bound to perceptual integration. Based
on an independent survey in which participants rated the extent to which
pairs of objects depicted action relations, we found a memory advantage
for contextually-related relative to unrelated items regardless of active/
passive contextual associations. Taken together, our results suggest that
during an extremely brief visual glance, contextually associated stimuli
benefit from reduced object-to-object competition. Consequently, stimuli
are ‘bound’ within a unified representation, allowing enhanced encod-
ing and memory of their gist as well as of their perceptual visual details.

Acknowledgement: Supported by The National Institute for Psychobiology in Israel,
and by the Israel Science Foundation

23.306 Forgetting induced by recognition of visual images Ashleigh
Maxcey!(AMMaxcey@manchester.edu), Geoffrey Woodman?; !Department of
Psychology, Manchester University, 2Department of Psychology, Vanderbilt Vision
Research Center, Center for Integrative and Cognitive Neuroscience, Vanderbilt
University

Retrieval-induced forgetting is a phenomenon in which a group of stimuli
is initially learned, but then a subset of stimuli is subsequently remembered
via retrieval practice, causing the forgetting of other initially learned associ-
ates. This phenomenon has almost exclusively been studied using linguis-
tic stimuli. The goal of the present study was to determine whether our
memory for simultaneously learned visual stimuli was subject to a similar
type of memory impairment. Participants were shown real-world objects,
then they practiced recognizing a subset of these remembered objects,
and finally their memory was tested for all learned objects. We found that
practicing recognition of a subset of items resulted in forgetting of other
objects in the group. However, impaired recognition did not spread to
new objects belonging to the same category. Our findings have import-
ant implications for models of memory and how our memories operate
in real-world tasks, where remembering one object or aspect of a visual
scene can cause us to forget other information encoded at the same time.

Acknowledgement: G.F.W. is supported by NEI of the NIH (RO1-EY019882) and
NSF (BCS-0957072)

23.307 Does drawing skill relate to better memory of local or
global object structure? Florian Perdreau!2(florian.perdreau@paris-
descartes.fr), Patrick Cavanagh®?; !Laboratoire Psychologie de la Perception,
Université Paris Descartes, Sorbonne Paris Cité, Paris, France, 2°CNRS UMR 8158,
Paris, France

An accurate drawing must respect the overall shape as well as the relative
positions of the depicted object’s features, which define its structure. We
previously found that participants who are more skilled at drawing are also
better at integrating structural information across eye-movements in a pos-
sible vs impossible objects task (Perdreau & Cavanagh, 2013). This ability
may be due to an internal representation that is robust to the disruptions
from the many eye-movements made between the object and the drawing.
It remains unclear, though, whether drawing accuracy relates to the stor-
age of the entire object’s structure or only of the local features relevant to
the current drawing position. To test these alternatives, we designed an
interactive pen tablet experiment coupled with a delayed change detection
task. A simple polygonal shape was displayed on a screen and participants
had to copy it on a pen tablet on which they could see their drawing. At an
unpredictable moment during the copying process, the drawing and the
original shape were blanked out. After a fixed delay of 900 ms, the drawing
reappeared with a possible modification consisting in the displacement of
one of its vertices chosen relative to the last drawn point (n, n-1, n-2 or
n-4). Participants had to report whether a modification in their drawing
had occurred or not (2-AFC). Our results showed that participants who
were more skilled at drawing were also better at detecting changes but only
when these occurred either at the n (current) or at the n-1 position. This

suggests that participants who were more skilled at drawing depended
more on visual memory for the information relevant to the current draw-
ing position and less on the memory of the object’s global structure.

Acknowledgement: This research was supported by an ANR grant to PC. and a
French Ministére de I'Enseignement Supérieur et de la Recherche grant to F.P.

23.308 Constructing Gestalt in Visual Working Memory Mowei

Shen!(mwshen@zju.edu.cn), Qiyang Gao!, Ning Tang?!, Rende Shui!, Shulin
Chen!, Zaifeng Gao'; Xixi Campus, Zhejiang University, Hangzhou, China

So far ample studies have demonstrated that VWM plays a critical role
in several fundamental cognitive processes, such as perception, lan-
guage processing, and planning. A critical factor that makes VWM so
important is that VWM could “actively” maintain and manipulate the
incoming information. However, so far most of the studies focus on a rel-
atively “static” aspect of VWM, for instance, capacity, representation res-
olution, etc. Few studies have attempted to explore the active aspect of
VWM. Here we investigated the active part of VWM by asking whether
a Gestalt could be constructed in VWM based on the incoming informa-
tion. Particularly, in a modified change detection task, we sequentially
presented the memorized objects. Importantly, in 50% of trials these
objects could form a virtual rectangle or triangle (i.e., a Gestalt) when
they were presented simultaneously. We predicted that if the VWM could
actively hold the visual information, then it will detect the relationship
among the objects and construct a Gestalt based on the stored objects,
which will help reduce the memory load. In line with this prediction, in
5 experiments we consistently found that when a potential Gestalt could
be constructed among the memorized 3 or 4 objects, VWM performance
was significantly improved. These results suggest that VWM indeed is
actively, instead of passively, involved in holding visual information.

Acknowledgement: This research is supported by NSFC (No. 31271089,
31170974, and 31170975), RFDE (No. Y201224811), RFDP
(N0.20120101120085), and SRF for ROCS, SEM.

23.309 Bringing the ‘real-world’ into cognitive science: real
objects are more memorable than pictures Taylor Coleman!(tay-
lorlc70@gmail.com), Rafal Skiba!, Alexis Carroll!, Scott Turek!, Marian
Berryhill!, Jacqueline Snow?; 'Department of Psychology, University of Nevada,
Reno, Nevada USA

The overwhelming majority of research in the field of psychology has
involved the study of 2-dimensional (2D) pictures of objects, rather than
real-world exemplars. Recent evidence from neuropsychology, economic
decision-making, and neuroimaging suggests, however, that real objects
may be processed and represented differently than pictures. Here we
examined the extent to which memory is influenced by the format in which
objects are displayed. We tested the ability of undergraduate college stu-
dents (n=86) to recall, and later to recognize, a set of 44 different common
household objects. The objects in the study phase were displayed in one
of three viewing conditions: real-world exemplars, colored photographs,
or black and white line drawings. We used a between-subjects design
in which observers were randomly assigned to one of the three viewing
conditions. The order of stimulus presentation and timing was identical
in each of the three conditions, and the photographs and line drawings
were matched in size to the real objects. Both recall, and recognition per-
formance, was significantly better for real objects than colored photographs
or line drawings. There was no difference in memory for stimuli in either
of the picture conditions. These results highlight the importance of study-
ing real-world object cognition, and raise the potential for applied use in
developing effective compensatory strategies for memory-related cog-
nitive decline, and improving procedures for eye-witness identification.

23.310 Through the fence or behind the wall: Occlusion type
affects object memory Karla Antonelli!(karla.b.antonelli@gmail.com),
Eumji Kang?!, Carrick Williams!; 'Psychology, Mississippi State University

Real-world object memory representations are often visually incomplete
due to occlusion. The current study explored whether different forms of
occlusion influence visual memory representations and what differences
in memory performance based on occlusion type could mean for visual
memory representations that had been extracted. In two experiments,
participants memorized 128 pictures of objects (one second presenta-
tion) that were 50% occluded with a multi-colored mask covering either
a solid half of the object (solid condition), or stripes of the object that were
equal in width and spacing across the object (stripe condition). The crit-
ical difference between the experiments was the form of the following
memory test. In Experiment 1, a 2-AFC token discrimination memory test
was used with the presented object token and a color-category matched
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foil token shown free of any occlusion. In Experiment 2, participants also
performed a 2-AFC memory test, but chose between the exact presented
image (including the occluding element) and the same object image but
with a different portion of the object occluded/ visible. For Experiment 1,
memory accuracy for the solid (61%) and stripe (59%) conditions did not
differ significantly for determining which object token had been presented.
However, in Experiment 2, memory accuracy was significantly different
between solid (64%) and stripe (54%) conditions in determining which
portion of the object had been previously seen. The differences in memory
performance imply that for the stripe condition, participants encoded
more abstract representations of the occluded objects either “filling in” or
“glossing over” the missing details. In contrast, the encoded representa-
tions in the solid condition appear to be less abstract emphasizing the exact
portions of the object seen. Thus, even when equal portions of an object
are visible, the occlusion form will affect how the object is remembered.

23.311 Emotional faces in visual working memory are not easily
forgotten: Distractor effects on memory-guided visual search Risa

Sawaki'(r.sawaki@bham.ac.uk), Jane Raymond!; *University of Birmingham,
UK

Visual search is typically guided by goals that are represented in work-
ing memory. Here we ask whether recently encoded but to-be-forgotten
emotional information can also bias visual search. Although it has been
demonstrated that angry faces are better maintained in visual working
memory than happy faces, it remains unknown whether they are more
difficult to forget. The present study investigated this issue by monitor-
ing eye movements while participants performed a memory-guided
visual search task. In the task, participants first encoded and then main-
tained two faces (different identities with different emotional expressions:
happy, angry, or neutral) in working memory. Then, part way through a
3 second retention interval, a cue was presented to indicate which face to
continuously maintain as target and which to forget. Finally, participants
searched for the target face among an array of six faces comprised of each
of the previously presented identities expressing each possible emotion.
We found that fixations on the search array item matching the to-be for-
gotten (TBF) distractor (TBF identity plus TBF emotion) were infrequent,
short in duration, and did not depend on the TBF emotion (angry, happy).
However, fixations on the distractor face that combined target identity
with the TBF emotion were significantly longer when the TBF emotion
was angry versus happy. This finding suggests that representation of an
angry expression is difficult to suppress from visual working memory
and that such information can subsequently influence visual search.

23.312 Feature as the basic storage unit of visual working memory
Benchi Wang!?(wangbenchi.swift@gmail.com), Zhiguo Wang?; 'Center for
Cognition and Brain Disorders, Hangzhou Normal University, China, ?Department
of Education, Zhejiang Normal University, China

Visual-working-memory (VWM) is crucial for complex cognitive tasks,
such as learning and reasoning. Previous studies suggest that VWM stores
integrated object, rather than independent features (Luck & Vogel, 1997).
Memory accuracy is the same whether the participant needs to maintain
one or all features from the same object. Several recent studies, however,
have challenged this theory by demonstrating that features from the same
object can be stored independently in VWM (Fougnie & Alvarez, 2011).
Using change detection task (CDT), six experiments were conducted to
resolve this controversy. Experiments 1-3 allocated two colors to either
two or six to-be-remembered objects, whose identity was defined by color
and shape (and/or location). The object-based theory predicts worse
CDT performance when the number of to-be-remember objects was six.
Experiments 1-3, however, consistently showed that CDT performance
was unaffected by the number of to-be-remembered objects, even when
possible perceptual grouping was precluded (Exp. 3). Experiments 4 and
5 further showed that this observation could be generalized to other fea-
ture dimensions (spatial frequency and orientation). One might suggest
that this observation was obtained because only task-relevant features
(e.g., color) were stored in VWM. To rule out this possibility, Experiment
6 was modified as following: a) Changes could happen to all object-de-
fining features (color and orientation); and b) The to-be-remembered
objects had two values from one feature dimension, whereas the number
of feature values from the other dimension was the same as the number
of the to-be-remembered objects. Replicating previous findings, the over-
all CDT performance declined as the to-be-membered objects increased
from two to six. However, this decrease was mainly attributed to changes

in the feature dimension with six values. This behavioral dissociation
suggests that feature-binding did not happen and strongly support the
theory that the units of storage in VWM are features, rather than objects.

Acknowledgement: National Natural Science Foundation of China (Grant #:
31371133)

23.313 Feature and object representations in visual work-
ing memory are subject to top-down control Amanda E. van

Lamsweerde!(amanda.vanlamsweerde@ndsu.edu), Jeffrey S. Johnson'; 'North
Dakota State University

Visual working memory (VWM) has a capacity limit of about 3-4 items;
this limit is generally thought to operate on the level of an object (Luck &
Vogel, 1997). However, it is also possible to group across objects of simi-
lar color (Peterson & Berryhill, 2013). We examined whether use of object
and feature-grouping representations is constrained by top-down control.
Participants viewed colored shapes and detected changes to: color-only,
shape-only, or color-or-shape (either). Within a display, all of the features
were unique (e.g., never two blue objects) or some of the features would be
repeated. Detecting a single change type made the non-changing feature
task-irrelevant, encouraging feature-grouping representations. However,
detecting either change type should encourage participants to remember all
of the features of an object, facilitating object-based representations. When
detecting single change type (color-only or shape-only), performance was
better when features were repeated than when they were unique. This indi-
cates that identical colors and shapes can be grouped together in VWM. In
addition, for both unique and repeated displays, performance was better at
set size 3 than set size 4 (a typical set size effect); however, for color changes,
performance for set size 4 - repeated features was equal to performance for
set size 3 - unique features. Grouping by color may be so robust that adding
an additional object to the ‘grouped’ representation incurs no additional cost
to VWM capacity. However, when detecting either type of change within a
block, there was no repetition advantage. Therefore, remembering both fea-
tures of an object encouraged participants to remember features within an
object together, rather than grouping features across objects. Therefore, not
only can visual information be represented both as objects and feature group-
ings, but the use of each strategy can be modulated by top-down control.

23.314 The contribution of attentional lapses to estimates of indi-
vidual differences in working memory capacity. Irida Mance!(iridam@
uoregon.edu), Kirsten Adam!, Keisuke Fukuda?, Edward Vogel'; 'Depart-
ment of Psychology, University of Oregon, ?Department of Psychology, Vanderbilt
University

Individuals with low memory capacity perform poorly on fluid intelli-
gence and attentional control tasks. Here, we examined whether low work-
ing memory performance is due to a reduced capacity, or if it is instead
due to more frequent states of general inattention during the task. We
used a whole report visual memory procedure and defined attentional
lapses as trials in which individuals reported only one or fewer items
correctly. Lower capacity individuals, as measured with a change detec-
tion task, had an average of 12.1% lapse trials, while high capacity indi-
viduals had 7.4% lapses. Thus, while low capacity individuals had more
frequent states of inattentiveness, this factor did not account for all of the
differences between them and their high capacity counterparts. Further,
while all subjects lapsed more frequently for supra capacity arrays, low
capacity individuals showed a much greater increase in inattentiveness
during these trials. In a followup experiment, we examined whether this
increase in lapses for large arrays was due to the high memory load or if
it was due to an increased demand for attentional control. In one condi-
tion, subjects were shown arrays of 6 items and were precued to remember
only a subset of the items, which allowed us to separately manipulate the
memory load from the need to exert attentional control within the trial.
Lapse frequency was high when subjects needed to exert attentional con-
trol irrespective of the number of items to be remembered, suggesting that
the increase in lapses for large arrays was due attentional control demands
rather than the memory load. Together, these results reveal that some, but
not all, of the differences in performance between high and low capacity
individuals are determined by the frequency of lapse trials, and this con-
tribution is magnified under circumstances that require attentional control.
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23.315 Trial-by-trial fluctuations in working memory performance
predict individual differences in working memory capacity Kirsten
Adam!(kadam@uoregon.edu), Irida Mance!, Keisuke Fukuda?, Edward
Vogel’; tUniversity of Oregon, ?Vanderbilt University

Visual Working Memory (VWM) is commonly characterized using a
change detection task (Luck & Vogel, 1997), but change detection errors
reveal little about trial-by-trial performance. That is, errors produced on
high-success trials (many items remembered) and low-success trials (no
items remembered) are indistinguishable. Here, we employ a discrete
whole-report task to precisely track trial-by-trial VWM performance. In the
discrete whole-report paradigm, participants view a briefly presented array
of colored squares. After a brief retention interval, colored grids appear
at the locations of all items. Participants report the color of all items by
clicking the color in each grid that corresponds with the remembered color.
In Experiment 1, participants completed a change detection task (set sizes
2-6) and a whole-report task (30 trials each of set sizes 2-6). In Experiment
2, participants completed a change detection task (set sizes 4, 6, & 8) and
300 trials of whole-report (set size 6 only). The mean number of correct
items in the whole-report task strongly corresponded with change detec-
tion capacity (Exp 1: R2 = .52, p = <.001; Exp 2: R2 = 43, p = <.001 ). Addi-
tionally, proportions of low-performance (<3) and high-performance (>
3) whole-report trials predicted VWM capacity. However, the majority of
both high- and low-capacity subjects correctly identified a modal number
of 3 items, and the proportion of whole-report trials with 3 items correct
did not predict individual differences in VWM capacity. The present results
reveal that precise characterization of high- and low-success trials has
important and surprising implications for models of VWM. In particular,
these results provide evidence that stable individual differences in VWM
capacity should be be conceptualized as differences in successfully utilizing
memory resources rather than as differences in total resources available.

23.316 Spatial Working Memory in Children With High-Function-
ing Autism: Intact Configural Processing But Impaired Capacity
Yuhong V. Jiang!(jiangl166@umn.edu), Christian G. Capistrano?, Bryce E.
Palm!; 'Department of Psychology, University of Minnesota

Visual attention and visual working memory exert severe capacity limita-
tions on cognitive processing. Impairments in both functions may exac-
erbate the social and communication deficits seen in children with an
autism spectrum disorder (ASD). This study characterizes spatial working
memory and visual attention in school-age children with high-function-
ing autism. Children with ASD, and age, gender, and IQ-matched typi-
cally developing (TD) children performed two tasks: a spatial working
memory task and an attentive tracking task. Compared with TD children,
children with ASD showed a more pronounced deficit in the spatial work-
ing memory task than the attentive tracking task, even though the latter
placed significant demands on sustained attention, location updating,
and distractor inhibition. Because both groups of children were sensitive
to configuration mismatches between the sample and test arrays, the spa-
tial working memory deficit was not because of atypical organization of
spatial working memory. These findings show that attention and work-
ing memory are dissociable, and that children with ASD show a specific
deficit in buffering visual information across temporal discontinuity.

Acknowledgement: University of Minnesota

23.317 The relationship between vividness of visual imagery

and indirect size-measurements of the visual cortex Kang Yong
Eo'(gazz11@empal.com), Oakyoon Cha!, Yaelan Jung!, Sang Chul Chong
1.2; 1Graduate Program in Cognitive Science, Yonsei University, 2Department of
Psychology, Yonsei University

Visual perception and imagery are known to use the same resources in the
visual cortex (Kosslyn et al., 1995). The finding that the size of V1 predicts
the amount of illusion (Schwarzkopf et al., 2010), which is part of visual
perception, led us to postulate that the size of visual cortex is related to
the vividness of visual imagery. In this study, the size of visual cortex was
indirectly measured by vernier acuity and the size of the blind spot. Note
that vernier acuity indicates the degree of cortical magnification (Duncan &
Boynton, 2003) and the size of the blind spot reflects the size of optic nerve
(Jonas et al., 1991). Vividness of imagery was measured by the vividness of
visual imagery questionnaire (VVIQ; Marks, 1973). Results showed that the
two indirect measurements were significantly correlated (r=.273, p=.019),
and that VVIQ scores were also significantly correlated with vernier acuity
(r=.295, p=.011) and also with the size of the blind spot (r=.384, p=.001).
These correlations indicate that vivid imagers (having lower VVIQ scores)
are related to smaller size of visual cortex, suggested by the indirect mea-
sures. VVIQ-defined vivid imagers can be characterized by their faster gen-

erations of visual imagery as reported by D’ Angiulli and Reeves (2002). To
test this hypothesis, we measured the time taken to generate the image of
each question in VVIQ for 39 out of 83 participants. Results showed that as
generated images became more vivid, the time taken to generate them was
shorter (r=.445, p=.005). This positive relationship was further supported
by the significant result that the number of participants who showed pos-
itive correlations between the two variables was more than that of those
who did not (x?(1)=39, p<.001). In sum, vivid imagery was correlated with
faster imagery, which might have been enabled by smaller visual cortex.

Acknowledgement: This work was supported by the National Research Foundation
of Korea (NRF) grant funded by the Korea government (MEST) (2011-0025005)
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23.318 EEG frequency-tagging yields a neural signature of integra-
tion of parts into perceptually organized wholes Nihan Alp!(nihan.
alp@ppw.kuleuven.be), Naoki Kogo!, Goedele Vanbelle?, Johan Wagemans!,
Bruno Rossion?; 'Laboratory of Experimental Psychology, University of Leuven,
Leuven, Belgium, 2Institute of Research in Psychology and Institute of Neurosci-
ence, University of Louvain, Louvain la Neuve, Belgium

How does a holistic representation arise in the visual system? Although
this question has been under investigation for more than hundred years
since Wertheimer’s seminal work, it is still unclear how the visual system
integrates the parts of an object into a whole representation. The general
intuition from Gestalt psychology has been that the whole-based activa-
tion requires non-linear interactions between the parts but current meth-
ods have not been able to pinpoint exactly what they are. Here we applied
high-density electroencephalography (EEG) in combination with the tech-
nique of frequency tagging (Regan & Heron, 1969) to define an objective
trace of a Gestalt in the visual system. Specifically, by using the Kanizsa
square figure, we tracked the emergence of an illusory surface. In the
“experimental condition”, four pacmen were placed to form an illusory
square. In the “control condition”, the four pacmen were rotated away
so that the illusory surface disappeared. The two diagonal pacman pairs
were 100% contrast-modulated at different frequency rates (f1= 3.57 and
f2=2.94 Hz) for 13 seconds. Fourier transform of the EEG recordings (12
participants) showed robust low-level responses specifically at these fun-
damental frequency rates, which did not differ between conditions. Most
importantly, strong nonlinear intermodulation (IM) components (e.g.,
3.57-2.94=0.63 Hz) appeared in response to the illusory figure. These IMs
can only be produced by neuronal populations that integrate the two
stimulations nonlinearly (e.g., Boremanse et al., 2013), and they were
only present in the experimental condition where all the parts (pacmen)
are integrated coherently to form an illusory surface. Moreover, chang-
ing the support ratio influenced the amplitude and the distributions of
IMs, but not the fundamental frequencies. These results indicate that IM
components in EEG provide a neural signature of Gestalt configurations.

Acknowledgement: Fonds Wetenschappelijk Onderzoek(FWO)

23.319 Competition-based ground suppression in extrastriate
cortex and the role of attention Laura Cacciamani'(lcacciam@email.
arizona.edu), Paige E. Scalf', Mary A. Peterson'?; 'Psychology Department,
University of Arizona, 2Cognitive Science Program, University of Arizona

Theories of object perception posit that regions sharing a border com-
pete for object status. The winner is perceived as the object, the loser as a
shapeless ground. Previous research showed that neural representations
of the ground are suppressed. Experiment 1 used fMRI to search for evi-
dence that the amount of ground suppression varies with the amount
of competition. Participants performed an RSVP task at fixation while
task-irrelevant, novel silhouettes appeared in the upper left (LVF) or right
visual field (RVF). Unbeknownst to participants, the silhouettes differed
in whether well-known or novel objects were suggested on the ground-
sides of their borders (high- and low-competition silhouettes, respectively).
We expect more suppression on the groundsides of the former than the
latter. Results showed significantly less activation on the groundsides
of high- vs. low-competition silhouettes in V4 and V2 (p<.05), which we
interpret as greater ground suppression under conditions of greater com-
petition. This effect was only observed for RVF/left hemisphere (LH) pre-
sentation. One explanation of this laterality effect is that more attention is
captured by RVF than LVF stimuli. Experiment 2 tested this hypothesis by
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assessing whether conflict stimuli in the RVF draw more attention away
from the RSVP task. A high- or low-competition silhouette appeared (RVF
or LVF) on each trial while participants performed an RSVP task at fix-
ation. RSVP performance was reduced when high- vs. low-competition
silhouettes appeared in the RVF but not in the LVF (p<.05), suggesting
that attention is indeed captured more by stimuli in the RVF than LVF.
Experiment 1 provides neural evidence for competition-based ground
suppression. Given our large displays (4o high), the V2 suppression is
likely mediated by feedback from higher levels with larger receptive
fields. Experiment 2 suggests that attention may be needed to resolve
this competition. The precise role of attention remains to be elucidated.

Acknowledgement: NSF BCS 0960529

23.320 Decoding orientation of visual stimuli from human mag-
netoencephalography data Radoslaw Cichy*, Dimitrios Pantazis?;

!Computer Science and Artificial Intelligence Laboratory, MIT, Cambridge, MA,
2McGovern Institute for Brain Research, MIT, Cambridge, MA

Local orientation is a fundamental feature extracted by visual perception.
Recent advances in multivariate analysis methods in fMRI have allowed
the direct and non-invasive localization of orientation encoding in the
human brain, but have left its temporal aspects unclear. Here, using mag-
netoencephalography (MEG) we resolve with high temporal resolution the
time course of orientation encoding. In experiment 1, participants observed
sinusoidal gratings tilted 45° to the right or left from vertical. In experi-
ment 2, sinusoidal gratings were oriented from 0 to 150° in 30° steps; and in
experiment 3, they were radially balanced exponential spirals oriented 45°
to the right or left. All stimuli were shown in two different phases (phase
and anti-phase) to allow dissociation of orientation from local luminance
differences. We used time-resolved multivariate pattern classification (sup-
port-vector machines) to decode the observed orientation from MEG data. In
all three experiments and for all orientations, we find robust and significant
decoding starting at ~65-70ms after stimulus onset. In addition, experiment
2 shows that orientation decoding is not merely due to a radial bias in the
representation of orientation. Comparing decoding for oblique vs. cardinal
orientations (experiment 3), we find only weak evidence for a cardinal bias
as a factor in orientation decoding in MEG. Importantly, results were inde-
pendent of the local luminance of the stimuli, i.e. they generalized across
phase. Our results demonstrate that multivariate analysis of MEG signals
allows content-sensitive and direct read-out of local visual orientation
information, and inform about the factors enabling orientation decoding.

Acknowledgement: Thanks to Aude Oliva for providing additional support for this
work Humboldt Foundation scholarship to R.C. Volkswagen Foundation grant to
R.C. Data recorded at the Athinoula A. Martinos Imaging Center at McGovern
Institute for Brain Research, MIT.

23.321 A Meta-analysis of Multi-voxel Patterns in the Ventral
Stream Marc N Coutanche!(coumarc@psych.upenn.edu), Sarah H Solo-
mon!, Sharon L Thompson-Schill'; !Department of Psychology, University of
Pennsylvania

Over the past decade, hundreds of scientific papers have attempted to
decode the multi-voxel patterns underlying distinct perceptual and cog-
nitive states. For the multi-voxel pattern investigator, a large number of
methodological decisions are required, many of which can impact classifi-
cation results. We present a meta-analysis, with two goals: 1.) To discover
and quantify various influences on pattern detection from results across
many studies, and 2.) To determine the neural regions implicated in rep-
resenting different types and classes of visual entities. We collected all
peer-reviewed papers from Google Scholar, PubMed, Web of Science, and
Scopus that either included relevant sear-terms (e.g., “MVPA”, “classifica-
tion”), or cited a seminal study by Haxby et al. (2001). We employed inclu-
sion criteria to reduce this set to papers examining multi-voxel patterns
for visual items in the occipital and/or temporal cortices of healthy adults.
By coding these papers on a series of method-related variables (e.g., voxel
resolution, experimental design, classification technique), brain-related
variables (e.g., region), and classification results, we can predict and then
test which variables influence multi-voxel pattern discriminability, and
quantify their influence. For example, within the set of method variables,
classification accuracy is improved with a greater number of acquisition
runs. Within the brain-related variables, patterns become less discrim-
inable from posterior to anterior retinotopic regions. This meta-analy-
sis will provide a comprehensive summary of the relevant published
research, and also point to various methodological variables that can help
or hinder attempts to decode neural representations in the human brain.

23.322 Case study of unexplained visual field loss and perceptual
deficits in the presence of normal early visual function Christina
Moutsiana!(christina.moutsiana@gmail.com), Radwa Soliman!, Lee de-Wit?,
Martin I. Sereno?!, Gordon Plant*#, D. Samuel Schwarzkopf!; !Division of
Psychology and Language Sciences, University College London, 2Experimental Psy-
chology, KU Leuven , *Dept. Neurology, Institute of Neurology, University College
London, *National Hospital for Neurology and Neurosurgery, University College
London Hospitals

Previous work on patients with visual cortex lesions has shown that some
visual function can be preserved in the absence of conscious perception.
Here we present a patient (female, 50yrs) with monocular vision since
8 years old because of tumor in the other eye. She shows unexplained
visual field loss and deficits in visual perception in the absence of any
evidence of structural damage to the early visual pathway or lesions in
visual cortex. Perimetry demonstrated severe anopia of the lower visual
field and a clockwise progression of the loss through the upper left visual
field over several years. Behavioral and functional magnetic resonance
imaging data were collected during two visits, one year apart. The patient
and three healthy controls viewed moving wedge and ring stimuli for ret-
inotopic mapping while images were acquired in a Siemens Avanto 1.5T
MRI scanner. We performed population receptive field (pRF) analysis to
map the functional organization of visual cortex. Despite the visual field
loss, the patient’s retinotopic maps and pRF parameters in occipital cortex
were qualitatively normal. Control analyses confirmed that this was not
an artefact of pRF analysis methods. Additional behavioral data confirmed
the perimetry results using identical stimuli as used for retinotopic map-
ping: the patient could only detect stimuli presented in the upper right
visual quadrant. The patient did not show evidence of blindsight. Further-
more a severe deficit in perceptual grouping and integration was revealed
using the Leuven Perceptual Organisation Screening Test (L-POST) while
simple visual ability was relatively preserved. Taken together, our find-
ings suggest that apparently normal functional organization of visual
cortex does not guarantee conscious perception across the visual field.

Acknowledgement: ERC

23.323 Increased alpha band activity indexes inhibitory competi-
tion across a border during figure assignment Joseph L. Sanguinetti®
%(sanguine@email.arizona.edu), Logan T. Trujillo®, David M. Schnyer?, John
J. B. Allen’ 2, Mary A. Peterson! 2; !Psychology Department, University of Ari-

zona, 2Cognitive Science Program, University of Arizona, Psychology Department,
University of Texas, Austin

Priorresearch shows thatincreased activity in the alpha band of the EEG may
index inhibition of competing information when covert attention is directed
to one hemifield and the distracting stimulus is in the other. Here we tested
whether increased alpha activity indexes inhibitory competition for figural
status. Across 3 experiments, participants viewed real world or novel sil-
houettes and made “real-world/novel” judgments. Real world silhouettes
(n = 40) depicted namable objects. There were two types of novel silhou-
ettes; both depicted novel objects on the inside of their borders. Low com-
petition silhouettes (n = 40) suggested novel objects on the outside of their
borders as well. High competition silhouettes (n = 40) suggested portions of
real-world objects on their outside, groundside; critically, participants saw
the inside as figure and were unaware of the suggested real-world objects
on the groundside. Nevertheless there is more cross-border competition
for figural status in high- versus low-competition silhouettes. With more
competition there should be more inhibition of the object suggested on the
groundside. Therefore we predicted an increase in alpha power for high-
versus low-competition silhouettes. In Experiment 1, each silhouette was
presented once within a single block (4 blocks total). In Experiment 2 single
repetitions occurred within 18-21 intervening items within a single block. In
these experiments we found increased alpha power in the predicted direc-
tion (p <.05) collapsing across repetitions. Experiment 3 used shorter lags
(4-7 intervening items). Here alpha power was reduced for second versus
first presentation of high competition silhouettes only (p <.05), suggesting
that inhibition of the object suggested on the groundside persists for a short
time and reduces competition on the second presentation. These results
demonstrate for the first time that increases in alpha activity can be used to
measure inhibitory competition across a border during figure assignment.

Acknowledgement: NSF BCS0960529 to MAP
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23.324 Direct neurophysiological measurement of surround
suppression in humans Marta Isabel Vanegas-Arroyave'(martaisabelv@

gmail.com), Annabelle Blangero!, Simon Kelly!; !Department of Biomedical
Engineering, The City College of The City University of New York, New York NY

Surround suppression is a well-known example of contextual interaction in
visual cortical neurophysiology, whereby the neural response to a stimulus
presented within a visual neuron’s classical receptive field is suppressed
by the presence of surrounding contrast. Human psychophysical reports
present an apparent analog to these single-neuron effects: stimuli appear
lower-contrast when embedded in a surround. Surprisingly, surround
suppression effects have not been demonstrated in human electrophysi-
ology to bridge between perceptual reports and neuronal responses. We
recorded electroencephalography (EEG) in sixteen subjects while passively
viewing a series of full-screen stimuli, in which a “foreground” stimulus
of different contrasts flickered over various static “surround” patterns.
The flickering foreground elicits a steady-state visual evoked potential
(SSVEP) over posterior scalp, from where we derived corresponding con-
trast response functions. We tested both parallel and orthogonal surrounds,
both peripheral and foveal foregrounds, and both low and high flicker
frequencies (7.2Hz and 25Hz). Using the same flickering stimulus, partici-
pants also performed a psychophysical matching task in which an isolated
foreground (match, varying contrast) was compared to a surround-em-
bedded foreground (test, fixed at 50% contrast). We demonstrate marked
suppression of the foreground response which scales with the contrast
of the surround. In keeping with both human psychophysics and animal
neurophysiology, we found that suppression was stronger for surrounds
that matched the foreground in orientation, and for peripheral compared
to foveal foregrounds. This pattern was reproduced in psychophysical
reports of perceived contrast in the same individuals, and the degree of
electrophysiological and psychophysical suppression was correlated across
subjects. Analysis of amplitude changes over time revealed effects of short-
term contrast adaptation, which variously caused the foreground signal to
fall or grow over time depending on the relative contrast of the surround
contrast, consistent with steeper adaptation of the suppressive drive.

23.325 Ventral and dorsal streams in cortex: focal vs. ambient pro-
cessing/exploitation vs. exploration Bhavin Sheth!?(brsheth@uh.edu),
Ryan Young?; 'Department of Electrical & Computer Engg, University of Houston,
2Center for NeuroEngineering and Cognitive Science, University of Houston, 3Rice
University, Houston, TX

The idea of a dissociation of the visual pathway into two distinct streams —
ventral and dorsal —that each processes distinct kinds of information is a
powerful one. Two proposals along those lines state that the ventral stream
processes information about object identity (“what”), whereas the dorsal
stream processes information about either object location (“where”; Unger-
leider & Mishkin, 1982;) or to perform motor acts (“how”; Goodale & Milner,
1992). Both proposals are influential but contradicted by recent data (e.g.
ventral stream is involved in where/how computations; the dorsal stream
is involved in “what” computations). We suggest a more robust dichotomy
breaking down into 1. a ventral stream sampling high-resolution/focal
spaces, and therefore, macularly-biased, and 2. dorsal ambient sampling,
and therefore less spatially biased streams. This dichotomy may derive
from pressures exerted during evolution by dense receptive surfaces. The
idea further hews more closely to the theme of embodied cognition: Func-
tion arises as a consequence of an extant sensory underpinning. A continu-
ous, rather than sharp, segregation based on function emerges, and carries
with it an undercurrent of an exploitation-exploration dichotomy. Under
this interpretation, cells of the dorsal stream, which individually have large
receptive fields and poor spatial localization, do not provide information
about location but rather of the presence/absence of salient objects in the
visual field for exploration. Our model is not exclusive to the primate/hom-
inid visual system but is extendable to the bat auditory system and could
provide an evolutionary basis for the development of the fovea and mech-
anisms for eye tracking in animals. We leverage our dichotomy to explain
neuropsychological cases (visual agnosia, optic ataxia), account for the
prevalence of multisensory integration in the dorsal rather than the ventral
stream under a Bayesian framework, and provide a dynamic component to
the ventral-dorsal dichotomy thathelps create a unified, seamless perception.

23.326 Anatomically-driven Visual Neural Model Assessments Pre-
dict Temporal Thresholds Associated with the Dorsal and Ventral

Systems Steven R. Holloway!(sth@asu.edu), Michael K. McBeath!; 'Arizona
State University

An abundance of evidence supports functional anatomical specialization of
cortical visual pathways. This suggests that we should be able to measure
the functional processing characteristics of a specific neural pathway by
emphasizing the characteristics of a stimulus that corresponds to known
response characteristics of that system and by limiting those stimulus
characteristics not related to the system in question. Using neural path-
way models that specify distinct and measurable stimulus characteristics
as a guide, we created classes of stimuli that varied in shape, presentation
speed, relative brightness, edge distinctiveness, and color. This allowed us
to develop and test several within-subject objective measures that are asso-
ciated with recent neural anatomical models of dorsal and ventral visual
pathways that predict distinct levels of temporal information processing.
In the first study, baseline flicker thresholds were compared against a
shape-recognition task that targeted ventral stream processing and against
an apparent motion measure that targeted dorsal stream processing . For
both tests, we developed objective measures in which participants identi-
fied the correct directionality of stimulus change. We found that thresholds
for shape recognition were significantly slower than those for apparent
motion, supporting the contention that the shape-assessment measure was
consistent with ventral processing and distinct from dorsal processing. The
second study compared a shape-defined-by-motion recognition task across
ten speeds and three colors. We predicted three levels of temporal pro-
cessing corresponding to each color condition and compared performance
with a static control that presented the same information and conditions
but without motion. Thresholds for shape recognition differed significantly
by color and matched predicted levels of performance. Furthermore, cross-
over points between motion and static control conditions exhibited a con-
sistency despite differences in shape-recognition performance. Overall, our
findings support the contention that the two visual systems have distinct
temporal processing rates but share information at a higher cortical level.

23.327 A bidirectional link between neuronal oscillations and geo-
metrical patterns Federica Mauro! 2 3(federica.ma@gmail.com), Antonino
Raffone®, Rufin VanRullen!?; 'Université de Toulouse, Centre de Recherche
Cerveau et Cognition, Université Paul Sabatier, 31062 Toulouse, France, 2CNRS,
UMR 5549, Faculté de Medecine de Purpan, CHU Purpan, 31052 Toulouse
Cedex, France, 3Department of Psychology, University of Rome Sapienza, Via dei
Marsi 78, 00183 Rome, Italy

A specific geometric stimulus pattern (a wheel) can resonate with oscilla-
tions and induce an illusory perception of flicker (Sokoliuk & VanRullen,
Journal of Neuroscience, 2013). Conversely, a steadily flickering light is
known to produce visual hallucinations of geometric patterns; the exact
perceived pattern depends on the stimulation frequency. Presumably,
the flicker entrains neuronal oscillations that in turn give rise to the geo-
metric hallucination. In order to shed light on this interaction, we first
mapped the relationship between the temporal frequency of flicker stim-
ulation and the geometrical organization of illusory patterns reported
by subjects. Then we reversed this relation, and measured the effects of
actually viewing specific geometric shapes on ongoing EEG activity. 8
subjects observed a homogeneous visual field flickering at different fre-
quencies from 3 to 40 Hz. At the end of each 100-s trial, they were asked
to describe any hallucinatory pattern(s) experienced, and indicate its
perceived vividness. The most reported shapes were wheels and spirals.
Wheels were significantly more likely to occur (and more vivid) below
10Hz, whereas spiral hallucinations peaked between 10 and 20Hz. Then,
based on these subjects” descriptions, we created prototypical pictures of
a wheel and a spiral illusory percepts, and equalized their contrast and
2D Fourier power spectra. We presented the two static pictures (in ran-
domly interleaved 12-s trials) to a distinct group of 11 subjects undergo-
ing EEG recording. The EEG power spectra associated with the two pat-
terns showed significant differences over occipital and parietal electrodes.
Perception of the wheel evoked higher activity at EEG frequencies below
10Hz, while the spiral evoked significantly higher EEG activity between
10 and 20Hz. We conclude that the link between neuronal oscillations and
geometric patterns is bidirectional: flicker stimulation induces frequen-
cy-specific geometric hallucinations, and the same statically presented geo-
metric shapes selectively enhance the same brain oscillatory frequencies.
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23.328 Modulation of orientation discrimination in artificial sco-
toma zone with transcranial direct current stimulation Latifa Laz-

zouni'(llazzouni@gmail.com), Dave Saint-Amour!; 'Psychology department,
Laboratoire d’electrophysiologie neurovisuelle, University of Quebec in Montreal

When looking at a dynamic texture, a circumscribed lack of visual infor-
mation in the peripheral visual field tends to be filled with the surrounding
pattern, a phenomenon that is associated with visual completion or fill-
ing-in of the artificial scotoma. The underlying mechanisms are thought
to involve disinhibition, which yields to invading activity of hyper-excited
neighbouring neurons into the deafferented area (scotoma). The present
study took advantage of this phenomenon to investigate short-term plas-
ticity in the human visual system. We first aimed to investigate the strength
of the filling-in effect of a peripheral artificial scotoma by measuring orien-
tation discrimination thresholds. Second, transcranial direct current stim-
ulation (tDCS) was used to modulate filling-in effects by changing visual
cortex excitability. Thirteen healthy participants (with normal or corrected
vision) took part in the study. In the psychophysical experiment, 6 subjects
had to decide whether a Gabor patch presented in the scotoma zone was
tilted to the left or to the right from the vertical, under two conditions: the
filling-in (conditioning) and control (no-conditioning) conditions. Orienta-
tion thresholds were obtained using a 1-up/2-down staircase procedure,
and compared using t-tests. In the tDCS experiment (n=7) the task was
repeated, but under online tDCS over Oz, either with anodal or sham. Both
sessions were separated by at least 48 hours. A repeated-measure ANOVA
was performed with factors Task (conditioning vs. no-conditioning) and
Stimulation (anodal vs. sham). Results show a significant main effect of
Task, such that thresholds during conditioning were higher than the con-
trol task, and this effect was increased by the anodal stimulation with a sig-
nificant interaction between both factors. These preliminary results show
that the filling-in of an artificial scotoma increases subsequent orientation
thresholds in the inner scotoma zone. This filling-in effect, which is likely
due to disinhibition and invading activity, can be influenced with tDCS.

Acknowledgement: Fond de Recherche en Sante du Quebec FRSQ

23.329 Lateral interactions in schizophrenia: What is the role of
spatial frequency? Brian Keane!23(brian.keane@gmail.com), Sabine Kast-
ner*®, Danielle Paterno?, Genna Erlikhman®, Steven Silverstein!?; !Depart-
ment of Psychiatry, Rutgers—Robert Wood Johnson Medical School, 2University
Behavioral Health Care, Rutgers University, 3Center for Cognitive Science, Rutgers
University , “Princeton Neuroscience Institute, Princeton University, Department
of Psychology, Princeton University, ®Department of Psychology, University of
California, Los Angeles

Introduction. According to recent behavioral studies, people with schizo-
phrenia are poor at filling-in between collinear elements because of impaired
long-range horizontal connections in early visual cortex. However, patients
also poorly process low spatial frequencies (SFs), which is thought to arise
from dysfunction along the magnocellular pathway. In this study, we
aimed to replicate the finding of impaired lateral interactions in schizophre-
nia and also to determine whether such impairments can be improved by
employing high SF elements. Method. We had 24 persons with schizophre-
nia and 25 well-matched controls repeatedly detect a low-contrast element
flanked by collinear or orthogonal high-contrast elements. An up/down
staircase governed the contrast of the central target so that subjects detected
the target 79.4% of the time. The three element display (target + flankers)
was scaled in size to produce a lower and higher spatial frequency condi-
tion (4 and 10 cycles/deg, respectively). Results. Contrast thresholds were
lower in the collinear than the orthogonal condition (p<.000001), indicat-
ing a robust collinear facilitation effect. Somewhat surprisingly, the effect
did not depend at all on subject group (p=.62). There was a marginal three
way interaction (p=.07) such that collinear facilitation in the clinical group
tended to strengthen (relative to controls) at the lower SF, which was oppo-
site to what we predicted. Interestingly, increased levels of conceptual dis-
organization among patients correlated with weaker collinear facilitation
(p<.05), which fits with findings from other perceptual organization tasks.
Conclusion. These results indicate that—in schizophrenia —lateral interac-
tions are intact and do not weaken at lower SFs. At the same time, patients
with disorganized thinking are worse at perceptual organization, though
it remains unclear whether this effect originates in early visual areas.

Acknowledgement: F32MH094102

23.330 Testing the Stationary Variability Assumption in Signal
Detection Theory Carlos Cabrera!(cabrera.36@osu.edu), Zhong-Lin Lu!,
Barbara Dosher?; !Laboratory of Brain Processes (LOBES), Department of Psy-
chology, The Ohio State University, 2Memory, Attention and Perception Laboratory
(MAPL), Department of Cognitive Sciences and Institute of Mathematical Behav-
ioral Sciences, University of California, Irvine

Signal Detection Theory (SDT; Green and Swets, 1966) is possibly the most
successful theoretical framework in cognitive psychology and features
prominently in a variety of other research, clinical, and applied settings.
Investigators frequently invoke SDT to estimate sensitivity and response
bias by inferring observers’ internal representations of stimuli using the
z-transformed receiver operating characteristic (zZROC). The zZROC anal-
ysis assumes stationary distributions of internal representations at differ-
ent criteria along the decision axis. Here we develop a procedure to test
this assumption with a multi-pass paradigm (Burgess & Colborne, 1988;
Green, 1964) in which subjects respond to multiple presentations of iden-
tical stimuli in order to estimate total variance in noise and signal+noise
trials across different bias manipulations. We deployed this procedure in a
multi-pass Yes/No visual detection experiment. Subjects responded “Yes’
or ‘No’ to stimuli consisting of a Gabor temporally combined with external
noise (signal present) or external noise alone (signal absent). We estimated
the total internal noise at three different bias manipulations: P[signal] =
70%, P[signal] = 50%, and P[signal] = 30%. Bias manipulations did not sig-
nificantly alter mean signal strength, but did lead to significant differences
in criterion placement and total internal noise. Changes in internal noise
at different bias levels suggest that decision noise contributes to response
variability and that this noise component depends on criterion position.
We propose utilizing this multi-pass procedure at only a single, unbiased
(P[signal] = 50%) condition to avoid altering underlying distributions
with bias manipulations to provide a robust estimate of the ratio of the
variability of the internal representations in noise alone and signal+ noise
conditions. This procedure also avoids more costly and time consuming
bias procedures, and sidesteps the varying decision noise of confidence
ratings (Mueller & Weidemann, 2008; Wickelgren, 1968) or other criteri-
on-dependent features of the internal representations (Balakrishnan, 1999).

Acknowledgement: MHO81018

23.331 A Bayesian observer model constrained by efficient coding
accounts for both attractive and repulsive biases Xue-Xin Wei!3(-
weixxpku@gmail.com), Alan Stocker!?3; Department of Psychology, ?Depart-
ment of Electrical and Systems Engineering, 3University of Pennsylvania

Bayesian observer models have been quite successful in accounting for per-
ceptual behavior. However, it is a common challenge to specify the two
fundamental components of a Bayesian model, the prior distribution and
the likelihood function, because they are formally unconstrained. We argue
that a perceptual system that is adapted to the statistical structure of its
environment naturally imposes constraints on its corresponding Bayesian
model description. In particular, we assume the prior to reflect the stimulus
distribution and the likelihood to be constrained by a sensory representa-
tion that is efficient. We show that these assumptions lead to an observer
model that makes two counter-intuitive predictions: First, perceptual biases
can be repulsive (i.e. biased away from the peak of the prior), which is in
stark contrast to the traditional Bayesian view. Second, the model predicts
that neural and stimulus noise are differentially affecting perceptual bias,
with larger neural noise leading to an increase in repulsive bias while larger
stimulus noise leading to a decrease. We tested our model against reported
experimental data regarding two perceptual variables for which the natural
stimulus statistics are known (orientation and spatial frequency of visual
stimuli). We found that the model predicts the reported repulsive biases
from the cardinal orientations and low spatial frequencies, respectively.
Furthermore, it also accounts for the observed increase in bias with increas-
ing levels of neural noise, as well as the relative attractive bias when com-
paring stimuli with high versus low stimulus noise. The model is capable
of making quantitative predictions up to a scaling factor for any perceptual
variable for which the stimulus statistics are known. Our results suggest
that efficient coding provides a powerful constraint in specifying Bayesian
observer models, and leads to successful predictions of perceptual effects
that have been considered incompatible with the Bayesian framework.
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23.332 Computational Mechanisms Responsible for the Hermann
Grid lllusion Rosemary Le'(rosemary.le@stanford.edu), David Alex Mely?,

Thomas Serre?; 'Psychology Department, Stanford University, 2Department of
Cognitive, Linguistics, and Psychological Sciences, Brown University

The Hermann grid is a well-known illusion. In its classical form, one per-
ceives non-existent gray spots at the intersections of a white grid over a
black background. Textbooks attribute the phenomenon to the center-sur-
round organization of retinal ganglion cells. But in recent years, variations
of the illusion have been created demonstrating that the center-surround
organization cannot be the sole mechanism. While many qualitative theo-
ries have been proposed, no computational model has yet been shown to
account for all variations. Here we consider several computational models
of early vision including a baseline model of retinal ganglion cells, as well
as increasingly more sophisticated models of the primary visual cortex (V1)
that include divisive normalization, cardinal bias, and orientation-depen-
dent lateral connections. We conducted a psychophysics experiment where
participants (n=20) ranked multiple variations of the illusion according to
their relative strength. Many of the variations used were created by research-
ers who previously studied this illusion. Together, the illusions ranged
from non-existent to extremely strong. The average of the participants’
rankings produced a ground truth against which model output rankings
were compared. Spearman’s correlation measured the consistency of the
model’s ranking to the ground truth. Model parameters were constrained
by neurophysiologically data and optimized to best fit subjective illusion
strength data. We find that the most complete model of V1 (which includes
normalization, cardinal bias, and lateral connections) is the best predictor
of human illusion perception when compared against simpler models. Our
results thus confirm that the origin of the Hermann grid illusion is corti-
cal in nature and that the relative strength of its variations appear to stem
from the complex interaction of several well-established cortical processes.

Acknowledgement: This work is supported by NSF early career award (IIS-
1252951), ONR (NO00141110743) and the Robert J. and Nancy D. Carney
Fund for Scientific Innovation. Additional support is provided by the Brown
Institute for Brain Sciences (BIBS), the Center for Vision Research (CVR) and the
Center for Computation and Visualization (CCV).

23.333 Border-ownership computation reflecting consistency of
surface properties Naoki Kogo'(naoki.kogo@psy.kuleuven.be), Vicky
Froyen?; !Laboratory of Experimental Psychology, University of Leuven (KU

Leuven), Belgium, 2Dept. of Psychology, Center for Cognitive Science, Rutgers
University - New Brunswick, United States

Convexity preference is one of the factors that influence figure-ground
organization. However, in certain conditions, the convexity preference
can be suppressed and non-convex regions might be perceived as figural.
It has been suggested that consistency of surface properties plays a key
role for this reversal. For example, if a convex region is in the middle of
another surface and has the same color/texture as the background, it is
often perceived as a hole. The preference of convex regions in repetitive
columnar configurations is also reduced if the concave regions have incon-
sistent colors (Peterson & Salvagio, 2008, Journal of Vision, 8(16), 4.1-13).
Importantly, Zhou et al. (2000, Journal of Neuroscience, 20(17), 6594-6611)
showed that many border-ownership (BOWN) sensitive neurons in V2/
V4 were also sensitive to contrast polarity. Accordingly, Zhaoping (2005,
Neuron, 47(1), 143-153) developed a model in which BOWN signals are
enhanced when they are consistent in both the ownership and the contrast
polarity. Inspired by her model, we first developed a simplified algorithm
to compute BOWN that exhibit the convexity preference. It successfully
reproduced illusory contour perception (DISC model, Kogo et al, 2010,
Psychological Review., 117(2), 406-439). We, then, tested the performance
of the model which also reflects the consistency of the surface colors at
the location of the signals as in Zhaoping’s model. We report that this
approach gives extremely robust responses to various images with com-
plexities both in shapes and in depth orders such as the examples men-
tioned above, suggesting the importance of this approach for BOWN com-
putation. We further investigated, 1: the role of contrast insensitive BOWN
signals, 2: the role of concavity preference algorithm, and 3: the effect of
inhibitory connections. We will report how these factors affect the mod-
el’s responses to reproduce figure-ground perception of complex figures.

Acknowledgement: Fund for Scientific Research Flanders (FWO)

23.334 Normative Data for Forty, Morphing, Line Drawn Picture
Sets Elisabeth Stoettinger! (estoettinger@uwaterloo.ca), Nazanin Moham-
madi Sepahvand!, Nadine Quehl!, James Danckert!, Britt Anderson'?;
!University of Waterloo, Department of Psychology, 2Centre for Theoretical Neuro-
science, University of Waterloo

The updating of perceptual representations is important to a number of
areas of psychology including the areas of set shifting, perserveration,
theory of mind, perceptual learning, and our own interest in mental model
updating. Many tasks that are used to detect such updating use simple
stimuli such as motor sequences. When more complex stimuli are used it
is often difficult to determine the importance of shifts, because normative
data are not available. To better characterize how and when people update
perceptual representations of ambiguous stimuli, we measured how people
change their reports of percepts of line drawings that gradually morph
(over 15 iterations) from one object to another. Here we present norma-
tive data for forty picture series that morphed from an animate to an inani-
mate object (or vice versa if shown in reverse order) or morphed within the
animate and inanimate classes. When a participant goes from labeling an
image sequence by the first label to a new label, an update to their percep-
tual representation can be inferred. The number of first image labels was
used to measure of how long it takes participants to update. 178 partici-
pants labeled the pictures in our sets. Each set was rated by an average of
45 people (min =35, max = 65). On average participants updated from the
first representation after 7 (+ 0.91) pictures (min = 4.8, max = 9.7). Naming
consistency for individual images ranged from 9 percent to 95 percent with
a mean of 64 (£ 21) percent. These picture sets are easy to administer and
have been used within vastly different participant populations (3 and 5
year old children, healthy seniors, brain damaged persons). Given the per-
ceptual simplicity these stimuli are also useful for EEG and fMRI studies.

Perceptual organisation: Contours and

surfaces
Saturday, May 17, 8:30 am - 12:30 pm
Poster Session, Jacaranda Hall

23.335 Properties of Spatiotemporal Boundary Formation Gennady
Erlikhman!(gennaer@gmail.com), Gideon Caplovitz?, Philip Kellman;
!Department of Psychology, University of California, Los Angeles, ?Department of
Psychology, University of Nevada, Reno

Background: Spatiotemporal boundary formation (SBF) is the perception of
contours, global form, and global motion from discrete transformations of
sparse textural elements of which gradual accretion and deletion of texture
is a special case (Shipley & Kellman, 1994, 1997). While some aspects of
SBF are understood, little work has been done to uncover the underlying
computational and neural mechanisms. Research Questions: What are the
conditions (texture element and global shape transformations) that support
SBF? How can the process be modeled? What are the neural mechanisms
that support global shape perception in SBF? Design: We conducted several
experiments in which transformations of sparsely distributed, circular tex-
ture elements or Gabor patches resulted in percepts of clear illusory bound-
aries and surfaces. An invisible, virtual object moved along a circular path
in the display. Elements that fell within the boundary of the object changed
color, position, or orientation. Virtual objects transformed in size, orien-
tation, velocity, or shape. Texture element density was also manipulated.
Subjects performed a 10-AFC task in which they matched the perceived
object to one of 10 possible shapes. Results and Conclusions: Identification
accuracy improved with increasing element density. SBF supported shape
identification even for non-rigid, transforming virtual objects. All texture
element transformations except for isoluminant color changes resulted
in SBF, suggesting that the process depends on luminance changes at an
early input stage. A computational model that integrates local signals was
capable of extracting illusory edges from SBF displays and accurately pre-
dicted human performance across several experiments. Multi-voxel pattern
analysis of neuroimaging data and source localization from EEG record-
ings were consistent with other findings that global shape representations
emerge early in higher-level visual areas and feed back onto earlier ones.
A convergence of behavioral, computational, and biological evidence indi-
cates that SBF is a robust process that relies on several processing stages.
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23.336 Combination of contour convexity and accretion/deletion
in the perception of relative depth O. Daglar Tanrikulu'(odt7 @eden.
rutgers.edu), Vicky Froyen!, Lynn Ma', Jacob Feldman!, Manish Singh?;
!Psychology Department, School of Arts and Sciences, Rutgers, The State Univer-
sity of New Jersey

Accretion/deletion is widely considered a reliable cue to depth ordering,
with the accreting/ deleting surface perceived as behind the adjoining sur-
face. However, Froyen et al. (2013, JoV) showed that when accretion/dele-
tion occurs on both sides of a contour, the resulting ambiguity in depth
ordering can be resolved by geometric figure-ground cues such as con-
vexity. Specifically, convex accreting/deleting regions were perceived as
in front and as self-occluding due to rotation in 3D, despite the constant
speed profile. Tanrikulu et al. (2013, VSS) further showed that the per-
ception of 3D rotation can also occur when only one side of a border had
accreting/ deleting texture, which contradicts traditional interpretations of
accretion/deletion. Here we examine how convexity and accretion/dele-
tion combine. Our displays contain alternating light and dark regions with
random dots moving horizontally at constant speed, but in opposite direc-
tions in alternating regions. We manipulated relative strength of convex-
ity and relative texture density in the two sets of regions. Convexity was
manipulated quantitatively, ranging from unbiased to strongly biased (i.e.,
with sharper negative minima of curvature on one side). Relative texture
density was manipulated so that it either cooperated or conflicted with the
convexity cue. Subjects reported which set of regions was seen as a single
sheet translating in the background. Increasing the degree of convexity in
a region made it more likely to be perceived as figural, whereas increas-
ing the density of the accreting/deleting texture made it less so. However,
convexity exerted a stronger influence on figural status, while the effect of
texture density was only prominent when convexity was weak. Our results
show that, even moderate levels of convexity can override standard depth
from accretion-deletion. These findings cannot be explained by traditional
accounts of depth-from-motion, and point to a deeper interaction between
contour geometry and dynamic cues than has previously been appreciated.

23.337 Visual adaptation to symmetry Elena Gheorghiu'(elena.gheo-
rghiu@stir.ac.uk), Jason Bell?, Frederick A.A. Kingdom?; 'University of Stirling,
Department of Psychology, Stirling, FK9 4LA, Scotland, United Kingdom, 2School
of Psychology, University of Western Australia, Perth, WA, 6009, Australia, 3McGill
Vision Research, Department of Ophthalmology, McGill University, Montreal, H3A
1A1, Quebec, Canada

Aim: Mirror symmetry is a ubiquitous feature in visual scenes, especially
in biological objects, and is believed to be encoded by specialized visual
mechanisms. Here we examine whether perceived mirror-symmetry is sus-
ceptible to adaptation like other basic visual features. Method: Stimuli con-
sisted of random-dot patterns of low dot density that were mirror symmet-
ric about the vertical axis. We manipulated the amount of mirror symmetry
by adding variable amounts of random jitter to the dot elements from their
baseline positions. The amount of positional jitter determined the degree of
randomness. Observers adapted to a pair of patterns in which one was per-
fectly symmetric and the other random, and the positions of the dot elements
were randomly changed every half second during adaptation. Observers
varied the relative amount of positional jitter in two subsequently presented
test patterns with a mean intermediate amount of symmetry, using a con-
ventional staircase procedure, until a PSE (point-of-subjective-equality) in
perceived symmetry was reached. The size of the after-effect was measured
as the difference in positional jitter between the two test patterns at the
PSE. Results: We found that the perceived symmetry of the test patterns was
reduced following adaptation to a perfectly symmetric pattern. Adaptation
appeared to only cause the test pattern to look less symmetric, suggesting
that symmetry adaptation is unidirectional. Conclusion: Mirror-symmetry
is an adaptable feature in human vision that produces a ‘symmetry after-ef-
fect’, or SAE. The effect cannot be due to increased positional uncertainty
of the dots caused by adaptation, as both of the test patterns were sub-
ject to the same amount of any positional adaptation. The SAE is therefore
likely caused by adaptation of mechanisms sensitive to mirror-symmetry.

Acknowledgement: This research was supported by an Australian Research Coun-
cil (ARC) Discovery Project grant #DP110101511 given to JB

23.3381s 20/20 vision good enough? Visual acuity differences
within the normal range alter performance on contour grouping
tasks Danielle Paterno!(paternda@ubhc.rutgers.edu), Brian Keane!, Sabine
Kastner?, Steven Silverstein!; *University Behavioral Healthcare, Rutgers Uni-
versity, 2Princeton University

Contour integration (CI) is a visual process that combines appropriately
aligned and oriented elements into coherent boundaries and shapes. Collin-
ear facilitation (CF) occurs when a low-contrast oriented element (“Gabor”)
becomes more visible when flanked by collinear high-contrast elements.
Both processes rely at least partly on long-range horizontal connections in
early visual cortex, and thus both have been extensively studied to under-
stand visual cortical functioning in aging, development, and clinical disor-
ders. Here, we ask: Can acuity differences within the normal range alter CI
or CF? Method. To consider this question, we compared subjects with 20/20
vision to those with better-than-20/20 vision (Sharp-Perceivers) on two
tasks. In the CI task, subjects detected the location of an integrated shape
embedded in varying amounts of noise; in the CF task, subjects detected a
low-contrast element flanked by collinear or orthogonal high-contrast ele-
ments. In each case, displays were scaled in size to modulate the visibility
and spatial frequency of elements (4-12 cycles/ deg). Results. We found that
Sharp-Perceivers could integrate contours under noisier conditions than
the 20/20 group especially for the high spatial frequency displays (p<.001).
Collinear facilitation did not depend on acuity, but the 20/20 group exhib-
ited overall higher contrast thresholds for the high spatial frequency dis-
plays (p<.05). Conclusion. These results suggest that small visual acuity
differences within the normal range —equivalent to a one line difference
on a vision chart—alters element detection and integration. Furthermore,
simply ensuring that subjects have normal or corrected-to-normal vision
is not sufficient when comparing groups on contour grouping or related
tasks involving Gabors; visual acuity confounds also need to be considered.

Acknowledgement: F32MH094102 to BPK

23.339 Contour integration and its independence from attention,
awareness, and task-relevance Michael Pitts!(mpitts@reed.edu), Anti-
gona Martinez?, Steve Hillyard?; 'Department of Psychology, Reed College,
?Department of Neurosciences, School of Medicine, University of California San
Diego

Contour integration refers to the mid-level visual process in which spatial-
ly-separate edge information is grouped together to form object boundar-
ies. Whether contour integration occurs automatically at an early stage of
processing in the absence of attention or awareness is currently debated.
Previous event-related potential (ERP) experiments have investigated a
purported index of contour integration: a negative amplitude deflection
over the posterior scalp from ~150-300ms elicited by contour-present
versus contour-absent stimuli. Here, we report a series of recent experi-
ments in which this same contrast was made while spatial attention, task
relevance, and conscious perception were systematically manipulated. In
all experiments, contour-present and contour-absent stimuli were formed
by altering the orientation of a subset of lines within larger arrays of ran-
domly oriented line segments. ERPs elicited by the orientation changes
were first compared according to whether a contour was present or absent
and the resulting ERP differences were then assessed according to atten-
tion, awareness, and task-relevance. In one experiment, spatial atten-
tion and task relevance were manipulated in a 2x2 crossed design. In
another experiment, an inattentional blindness paradigm was employed
to render the contours perceptually invisible to roughly half of the par-
ticipants. Overall, results across a number of experiments converged to
indicate that only the early phase of the contour-specific ERP difference
reflects contour integration per se, while subsequent phases reflect per-
ceptual, attentional, and task-related processes. The latency of the contour
integration component is strongly modulated by the subjects” task, while
its amplitude varies according to physical characteristics of the stimuli.
Importantly, these experiments demonstrate that while contour integration
requires spatial attention it can be carried-out nonconsciously during inat-
tentional blindness and does not require task-based attentional selection.

Acknowledgement: Kavli Institute for Brain and Mind, NIH, NSF

23.340 Contour perception across time and eye movements William
Harrison!(willjharri@gmail.com), Peter Bex!; 'Schepens Eye Research Institute,
Department of Ophthalmology, Massachusetts Eye and Ear Infirmary, Harvard
Medical School

Our visual environment is replete with partially occluded objects. Despite
having discontiguous edges, partially occluded objects are nonetheless
often easily identified. We used Kanisza figures to investigate how such
perceptual completion of contour segments is affected by changes in con-
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tour information across time and shifts of gaze. Observers were required
to identify the apparent shape of illusory contours constructed from four
pacmen (58ms duration) positioned at the corners of an invisible square.
We varied the angle of the pacmen to produce apparently “fat” or “thin”
illusory shapes, and defined an observer’s identification threshold as the
standard deviation of a cumulative Gaussian fit to their responses. Criti-
cally, we presented masking discs of variable durations at positions corre-
sponding to each of the pacmen, and these discs could appear either before
or after the illusory contours. Observers’ thresholds increased when masks
were presented immediately after the illusory contours, as per backward
masking. However, when the discs preceded the illusory contours, we saw
a strong and robust reduction in thresholds for even the shortest mask
duration (25ms). We then tested whether this facilitation of perceptual com-
pletion depends on retinotopic brain areas. Observers executed a saccade
and identified an illusory shape presented immediately after the eye move-
ment. In one condition, we presented the disc masks prior to the saccade at
a screen location corresponding to where the pacmen would appear follow-
ing the saccade. Because of the intervening eye movement, these discs were
retinotopically mismatched from the pacmen. Nonetheless, thresholds
were lower when discs preceded the illusory contours (and saccade) com-
pared with a condition in which no discs were presented prior to the sac-
cade. Our data are consistent with the notion that feedback from non-ret-
inotopic brain areas plays an important role in perceptual completion, and
that this feedback can facilitate visual perception across eye movements.

Acknowledgement: This work was supported by NIH grants RO1 EY19281 and
RO1 EYO18664.

23.341 Conscious awareness is necessary for the integration of
orthogonal but not collinear contours Ya Li!(liya826@gmail.com),
Sheng Li'23; Department of Psychology, ?Key Laboratory of Machine Perception
(Ministry of Education), 3PKU-IDG/McGovern Institute for Brain Research, Peking
University, Beijing,China

The model of association field proposed that local elements are integrated
into global contours if they satisfy the joint constraints of local alignment
and spatial position along first-order curves (e.g., collinear contours). How-
ever, it is difficult to interpret the surprisingly good detection performance
when the elements of the contour align perpendicular to its underlying
path (i.e., orthogonal contours) with the model. This raised the debates
on whether orthogonal contours share the same integration mechanism
with collinear ones. We addressed this issue, in particular, by investi-
gating the role of conscious awareness in the processing of collinear and
orthogonal contours. In Experiment 1, we combined an attentional cuing
paradigm with a modified version of inattentional blindness paradigm to
examine the processing of collinear and orthogonal circular contours under
conscious and unconscious conditions. We found that collinear contours
induced a positive cueing effect at both unconscious (p<0.01) and conscious
(p<0.01) conditions, while orthogonal contours summoned attention only
under conscious condition (p<0.05). In Experiment 2, we tested whether
collinear and orthogonal contours presented under continuous flash sup-
pression have prioritized access to awareness relative to the Gabor field
without a contour (random field, baseline condition). We found that the
collinear contours broke from suppression more quickly than the random
field (p<0.001). However, no such effect was observed for orthogonal con-
tours (p=0.55). These results demonstrate that collinear contours can be
processed without conscious awareness, supporting the idea that its inte-
gration implements through lateral interactions within the primary visual
cortex. On the other hand, the integration of orthogonal contours requires
conscious awareness with at least higher visual cortex involved. Taken
together, different fates of collinear and orthogonal contours at uncon-
scious level provide strong evidence that the integration of orthogonal
contours is mediated by a different mechanism than collinear contours.
Acknowledgement: National Natural Science Foundation of China (No.
31271081, 31230029), the National High Technology Research and Develop-
ment Program of China (863 Program) (No. 2012AA011602)

23.342 Spatially-global interpolation of closed curves Taekyu
Kwon!(kwont@purdue.edu), Yunfeng Li!, Michael Scheessele?, Aaron
Michaux!, Zygmunt Pizlo?; !Department of Psychological Sciences, College of
Health and Human Sciences, Purdue University, 2Department of Computer and
Information Sciences, Indiana University South Bend

Most previous methods focused on spatially local interpolation using
rules such as proximity, co-linearity, co-circularity and relatability. We
propose a spatially global model based on finding the shortest path in the
log-polar representation of the image which is a good approximation to
the topographical map of the retina in the area V1. The shortest path in a

log-polar representation corresponds to a smooth, convex and closed curve
in the retinal image. As such, our method implements two fundamental
rules of Gestalt perceptual organization: closure and good continuation.
The subject was shown a fragmented convex polygon (target) embedded
in noise consisting of 300 line segments. A random polygon was generated
as a convex hull of 10 randomly generated points. To minimize spatially
local cues, the pairwise distances of the contour fragments in the target
were randomized. Furthermore, the orientation of each contour fragment
of the target was randomly perturbed by +/- 10 to 30 deg. Two subjects
were asked to reconstruct the target by clicking the mouse on the line
segments perceived as forming the target. The model was applied to the
same stimuli. Both the subject and the model started the reconstruction
at a line segment that was longer than other line segments. The subjects
reconstructed the targets very reliably and the model produced closed
contours that matched the ground truth quite well. We conclude that the
human visual system uses both spatially global and spatially local inter-
polation mechanisms. We view the task of contour interpolation as a com-
binatorial correspondence problem, which is analogous to other computa-
tionally hard correspondence problems in vision such as stereo, motion,
recognition and symmetry. The plausibility of the shortest path model is
supported by existing results showing that humans produce near-optimal
solutions to shortest path and traveling salesman problems in linear time.

23.343 Sparseness and Surface Representation in the Generation
of Curvature Selectivity Yasuhiro Hatori!2(hatori@cvs.cs.tsukuba.ac.jp),
Tatsuroh Mashita!, Ko Sakai!; ! Department of computer science, University of
Tsukuba, 2JSPS research fellow

Physiological studies have reported that V4 neurons represent curvature
and its direction (Carlson et al., 2011). We investigated what controls the
construction of the curvature selectivity, and what is necessary for the con-
struction. We consider that sparseness is the key for understanding this
issue. To investigate the sparseness in the construction, we applied sparse
coding to the activities of model V2 neurons in response to natural images
so as to obtain basis functions corresponding to the RFs of V4 neurons.
With the sparseness ranged between 0.7-0.8, the curvature selectivity of
each basis and their population activity emerged as similar to the phys-
iology. This result indicates that sparseness is sufficient to control the
construction of the curvature selectivity. In the model above, the RFs of
model V2 neurons consisted of two Gabor filters. Depending on the com-
bination of their phase, some models may represent a surface (e.g., verti-
cally aligned cells with the same phase), but others may not. To investi-
gate whether the surface representation is necessary for the construction
of the curvature selectivity, we classified the models into the two catego-
ries, and analyzed the dependence of selectivity on the categories. Model
neurons that included surface representation yielded curvature selectiv-
ity, and the others did not. This result indicates that surface representa-
tion is necessary for the construction of the curvature selectivity. Because
appropriate sparseness was required for the construction of the selectiv-
ity, it is expected that the model V4 neurons with the selectivity should
show the appropriate sparseness (0.7-0.8). To confirm this expectation, we
compared the lifetime sparseness of the model cells and that of the basis
functions. The distributions of lifetime sparseness were, in fact, very sim-
ilar. These results indicate the crucial role of sparseness and surface rep-
resentation in the representation of curvature and primitive shape in V4.
Acknowledgement: This work was supported by grant-in aids from Japan Society
for the Promotion of Science (KAKENHI 22300090, 243368), and the Ministry of
Education, Culture, Sports, and Technology of Japan (25135704 (Shitsukan)).

Color and light: Lightness and brightness
Saturday, May 17, 8:30 am - 12:30 pm
Poster Session, Banyan Breezeway

23.401 When comparing illumination conditions observers rely
more on cast shadows than on highlights and shading. Susan F.

te Pas(s.tepas@uu.nl), Sylvia C. Pont?, Edwin S. Dalmaijer?, Ignace T.C.
Hooge!; 'Experimental Psychology - Helmholtz Institute - Utrecht University, 2Per-
ceptual Intelligence Lab - Faculty of Industrial Design Engineering - Delft University
of Technology

When comparing illumination conditions, human observers mostly extract
the direction of the light source from low-level image cues. The question
we ask here is how well they are able to distinguish other low-level aspects
of illumination, like the diffuseness of the light and the number of light
sources. We also investigate what kind of stimulus information is most
important for this task. To address this question, we used pictures of a
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teapot, an orange and a tennis ball from the ALOI database (Geusebroek
et al,, IJCV 2005) to create 6 illumination conditions for each object. The
objects are illuminated from a single direction and varying in diffuseness or
from two directions that with varying separation. Observers are presented
with all three objects on every trial, and have to indicate which one is illu-
minated differently from the other two. We measured performance and
reaction times on every trial. We also recorded eye-movements to deter-
mine what part of the stimulus our participants were looking at to complete
this task. Results show that participants performed above chance for most
conditions, and there are systematic variations in performance for differ-
ent conditions. These differences in performance were predicted well by a
model that uses differences in image structure in same-object comparisons.
This model suggests that participants mostly rely on the information in
cast shadows to perform the task. Interestingly, participants primarily look
at the shadows (roughly 60% of the fixations), in favor of shading (30%)
and highlights (10%). When we look at the reaction times, we see that the
pattern of results is similar as that of performance, suggesting that higher
performance correlates with shorter reaction times. Moreover, when there
is a larger difference in highlight structure the reaction times are shorter.

23.402 The influence of scene layout and content on the percep-
tion of light direction in real scenes Ling Xia(l.xia-1@tudelft.nl), Sylvia
Pont!, Ingrid Heynderickx?; 'Department of Industrial Design, m-lab (Perceptual
Intelligence lab), Delft University of Technology, ?Department of Human Technol-
ogy Interaction, Eindhoven University of Technology

Light is a kind of medium that makes objects visible without being vis-
ible itself in empty space. The combination of spatial and spectral char-
acteristics of the light source, material reflectance and shape of an object
determine its appearance, and as such the appearance of an object is the
main cue for perception of its lighting. In the current study we tested
whether types of shapes and scene layout influence lighting perception. In
real scenes composed of several objects we tested observers’” perception of
lighting direction with a real light probe - using a novel experimental setup
to optically mix the probe object into a real scene by a semi-transparent
mirror. Participants (N=15) had to adjust the illumination direction on the
probe such that it fitted the scene. We tested nine lighting directions for
four different scenes, existing of five objects: a cylinder, star shape, and
cross shape plus combinations of bowling pin(s) and pentagon shape(s).
When using one bowling pin and one pentagon shape, the result showed
that the light direction estimation was systematically contracted near the
pentagon body, but not near the bowling pin. When horizontally mirror-
ing this scene, also the light direction estimation was mirrored. Replacing
the bowling pin with another pentagon body resulted in systematic con-
tractions of the light direction slants near both pentagon bodies. Replac-
ing the pentagon bodies with two bowling pins finally resulted in close
to veridical light direction settings. The globally convex smoothly curved
bowling pins, in comparison with the facetted pentagon shapes, improved
observers’ setting of light direction. Mirror arrangements of objects in the
scene improved the estimation of the tilt direction. These very systematic
effects suggest that human perception of the global “light flow” in a scene
might be systematically deformed depending on scene layout and content.

Acknowledgement: Ling Xia is supported by a Chinese Scholarship from the CSC
program

23.403 Predictive Coding of Shape Affects the Perceived Lumi-
nance of the Surrounding Region Biao Han!(biao.han@cerco.ups-tise.
fr), Rufin VanRullen!?; !Centre National de la Recherche Scientifique, Unité
Mixte de Recherche 5549, Faculté de Médecine de Purpan, 31052, Toulouse
Cedex, France, ?Université de Toulouse, Centre de Recherche Cerveau et Cognition,
Université Paul Sabatier, 31062, Toulouse, France

Predictive coding theory suggests that target-related responses in lower
brain areas are “explained away” (i.e., reduced) by feedback from higher
areas. In practice, predictive coding models rely on feedback signals that
must be precisely tuned to each potential target; a computationally sim-
pler and biologically more plausible strategy could be to use spatially
distributed feedback affecting both the target and its surrounding region.
We tested this hypothesis by measuring luminance perception around
potential targets. As in (Murray et al., 2002), we used two stimulus groups:
3D shapes and random lines created by breaking the 3D shapes at their
intersections and shuffling the resulting lines. These stimuli differentially
activate higher areas, resulting in different amounts of predictive feedback.
In each trial, one 3D shape and one random-lines stimulus were shown
simultaneously on the left and right of fixation (randomly assigned); each
stimulus was presented on a gray disk, and subjects were asked to compare
the luminance of these disks (report the side of the brightest disk). One disk
had a fixed luminance value while the other varied around that level. We

created psychometric functions for the choice probability of each disk as a
function of its luminance, and compared these functions for the disk behind
the 3D shape versus the one behind the random lines. Results (N=11) indi-
cate that predictive feedback affects background luminance perception.
The 3D-shapes disks were perceived brighter and the random-lines disks
darker by 4.37% on average. To control for any potential attention bias, we
repeated this experiment while observers were engaged in a demanding
rapid serial visual presentation task. The perceptual luminance gain was
still present, even though attention was engaged away from the 3D shapes
and random lines. Thus, predictive feedback signals are not restricted
to the predicted input, but also affect the spatial region surrounding it.

Acknowledgement: China Scholarship Council(CSC)

23.404 Influence of spatial structure with no explicit luminance
information on lightness perception Kei Kanari!(kei.kanari@ip.titech.
ac.jp), Hirohiko Kaneko!; Department of Information Processing, Tokyo Institute
of Technology

Some studies have shown that spatial structure of the scene affects lightness
perception. However, most of them focus on the context of the surround-
ing luminance presented explicitly in the scene. This study investigated
whether lightness perception is influenced by the spatial structure with no
explicit information of luminance. In addition, we measured the illumina-
tion and the volume of space in actual scenes to examine whether the size of
space in our environment was related to the illumination in the space. We
used the stimulus consisted of the random-dots with 3D structure defined
by binocular disparity. Since the density of dots was kept uniform over
the stimulus, the influence of luminance and texture should be eliminated.
Observers matched the lightness of a test patch presented in the stimulus
space to that of a comparison patch presented in isolation by adjusting the
comparison patch luminance. In experiment 1, we changed the angle of
the ceiling of the stimulus space above the test patch to intend manipu-
lating magnitude of illumination based on the light-from-above assump-
tion. In experiment 2, we changed the width of the stimulus spacellto
test whether observed positive correlation between the illumination and
the volume of space in actual scenes was used for lightness perception.
Results showed that matched luminance significantly increased when the
space was opened and the width of space was increased, in other words,
when the test patch was interpreted to receive weak illumination. These
results suggest that the visual system could refer implicit information of
the illumination of the scene from spatial structure for lightness perception.

23.405 Luminance gradient configuration determines perceived
lightness in a simple geometric illusion Maria Pereverzeva!(maria-

pe@u.washington.edu), Scott O. Murray?; 'Dept. of Psychology, University of
Washington, Seattle, WA

Accurate perception of surface reflectance poses a significant computational
problem for the visual system. The amount of light reflected by a surface is
affected by many factors including the surface’s reflectance properties and
illumination conditions. The latter are not limited by the strength of illumi-
nant but also include the relative placement of light illuminating the sur-
face, the orientation of the surface and its 3d shape, all of which result in a
pattern of luminance gradients across the surface. In this study we explore
how the presence of luminance gradients in parts of the image contributes
to lightness perception. We introduce a novel, simple lightness illusion. It
consists of six separate checks, organized in rows of two. Each check has
a positive luminance gradient across it. The top and the bottom rows are
the same: with the darker check on the left, and the lighter check on the
right. Two checks in the middle row are identical; however, the right check
appears darker than the left. 3-7 subjects participated in 10 conditions of the
experiment, with various stimulus configurations. The illusory “darker”
check was perceived on average 12% IL (IL=100%*(L-Lmin)/(Lmax-Lmin),
L=stimulus luminance, Lmin=monitor black level, Lmax=display maximal
luminance) darker than the veridical luminance match. Reversing the gra-
dient orientations of the middle row checks eliminated the illusion. Sur-
prisingly, the illusion was still present, (even though decreased, at about
5%IL,) when the top and the bottom row were substituted by identical,
spatially uniform gray checks. As there are no shared borders between the
checks, simultaneous contrast cannot explain the effect. However, there
are multiple possible explanations including spatial filtering (Blakeslee &
McCourt, 2004) or by some higher-order mechanism such as perceptual
grouping or amodal completion. We explore these possibilities by manipu-
lating the luminance configurations and the gradient slopes of the checks.
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23.406 Size and color do matter in the prediction of brightness
Martijn Withouck!(martijn.withouck@kuleuven.be), Kevin A. G. Smet!,
Wouter R. Ryckaert!, Jeroen Wattez!, Geert Deconinck?, Peter Hanse-
laer!; tLight & Lighting Laboratory, ESAT/ELECTA, KU Leuven, B-3001 Leuven,
BELGIUM

Introduction In addition to luminance, other (secondary) factors such as
stimulus size (larger is brighter) and saturation (higher is brighter: Helm-
holtz-Kohlrausch effect) have an impact on perceived brightness. In this
study, the former was systematically investigated for self-luminous stim-
uli. In particular, the accuracy of the CIE 2° and 10° luminance to predict
perceived brightness was examined. In addition, the magnitude of the
stimulus size effect was compared to that of the Helmholtz-Kohlrausch
effect. Methods A gender balanced group of ten observers (average age:
23 years) with normal color vision were asked to match the brightness of
a 2° or 10° stimulus to respectively a 10° or 2° achromatic reference stim-
ulus presented simultaneously. The initial luminance, the test and refer-
ence stimulus sizes, as well as their respective locations (either above or
below) were counter balanced to reduce bias. Data on thirty stimuli, cov-
ering a wide chromaticity gamut and with a luminance of approximately
60 cd/m? was collected. Stimuli were generated by size-adjustable cir-
cular openings in a box in which two RGB LED modules were mounted.
Results After matching, the luminance (either 2° or 10°, depending on stim-
ulus size) of each stimulus was measured and averaged over all observ-
ers, giving the following results for counter balanced stimulus sizes: - For
equal chromaticity stimuli, the 2° luminance is on match consistently
higher than the 10° luminance. - Saturated stimuli matched to an achro-
matic stimulus show a consistently lower luminance, illustrating the H-K
effect. Conclusion When perceiving brightness the saturation or Helm-
holtz-Kohlrausch effect was found to be stronger than the size effect, which
was insufficiently corrected by a switch from the CIE 2° to the 10° lumi-
nance. The magnitudes of the observed effects suggest they are non-neg-
ligible and should be accounted for in any Colour Appearance Model.

Acknowledgement: The authors would like to thank the Research Council of the
KU Leuven for supporting this research project (STIM-0T/11/056 and OT/13/069).

23.407 Temporal dynamics of brightness induction from motion in
context Sang Wook Hong!(shongé@fau.edu), Min-Suk Kang? 'Department

of Psychology, Florida Atlantic University, 2Department of Psychology, Sungkyunk-
wan University

Recently we show that motion signal from neighboring objects alters
brightness of both the moving and the stationary objects, and conse-
quently the stationary objects appear different from the moving ones
although both have identical physical luminance (Hong & Kang, 2013).
In the current study, we investigated the temporal dynamics of this novel
brightness induction. When two stationary dots were presented initially
then one of them was set in motion, brightness of both stationary and
moving dots changed almost instantaneously. Concerning that the abrupt
onset of the stimulus motion might be responsible for this instantaneous
change, we abruptly introduced the stationary dot also. When a station-
ary dot was introduced while a dot was moving, the appearance of the
newly appeared stationary dot changed slowly over two seconds. Further,
when an additional stationary dot was introduced in the display where one
stationary and one moving dots were already present, the additional dot
underwent slow change in brightness, similar to the previous condition.
Lastly, when the moving dot stopped its motion, its brightness as well as
the brightness of the stationary dot changed slowly and then they were
indistinguishable in about 2 second. We discussed underlying mechanisms
mediating this slow changes in brightness associated with stimulus motion.

23.408 Predicting lightness rankings from image statistics of
matte and glossy surfaces Matteo Toscani'(Matteo. Toscani@Psychol.

uni-giessen.de), Matteo Valsecchi!, Karl Gegenfurtner!; !Department of Psy-
chology, Justus Liebig University Giessen

Humans are able to estimate the reflective properties of the surface (albedo)
of an object despite the large variability in the reflected light due to shad-
ing. We investigated which statistics of the luminance distribution of matte
and glossy three-dimensional virtual objects are used to estimate albedo.
Eight naive observers were asked to sort twelve objects in an achromatic
virtual scene in terms of their albedo. The objects were positioned uni-
formly spaced on a horizontal plane, the scene was illuminated by a light
probe captured in a natural scene. We chose twelve different reflectances
which allowed observers to rank the objects better than chance but not
perfectly. The scenes were rendered using radiance, a physically based
rendering software. The twelve reflectance values were assigned ran-
domly to the objects in the scenes. The twelve object placed in each scene

were randomly chosen from a pool of twenty four tridimensional models,
ranging from simple geometrical shapes to complex real object models.
Observers were significantly better in ranking matte objects (82% correct)
than glossy ones (72% correct). The physical ranking of matte objects was
best predicted by the maximum of the luminance distribution whereas
the best predictor for the glossy objects was the mean of the distribution.
Similarly, the observers judgments for matte objects were best predicted
based on the mean, maximum and quartiles of the distribution whereas
for glossy objects the maximum was a poor predictor of the observers’
judgments. In summary our data suggest that histogram statistics of the
luminance distributions of complex objects can support the recovery of
their surfaces albedo, despite the fact that this distributions results from
the complex interplay of geometry and the structure of the illuminant.

23.409 Modeling asymmetric responses to increments and decre-
ments in brightness, disk-annulus, and staircase-Gelb paradigms

Michael Rudd!?(mrudd@u.washington.edu); ‘Howard Hughes Medical Institute,
2Department of Physiology and Biophysics, University of Washington

Both ON- and OFF- neuronal responses, and perceptual responses to incre-
ments and decrements, exhibit strong asymmetries, consistent with the
idea that darkness induction is inherently stronger than brightness induc-
tion. These asymmetries are also observed in lightness, e.g. staircase-Gelb
displays, when the Gelb papers are viewed against dark versus light back-
grounds (Cataliotti & Gilchrist, 1995). Here, I attempt to found a computa-
tional lightness theory that properly incorporates light-dark asymmetries,
and includes both low- and mid-level spatial context effects. I begin at the
lowest level: with Stevens’ power law, which models the brightness (or
darkness) of an isolated increment (decrement) viewed against a homoge-
neous background. The brightness exponent is 1/3; the darkness exponent
is 1. To model matching data, it is convenient to express the power law
in logarithmic form. The exponent then becomes a weight multiplying
the step in log luminance from background to target. We know from past
work that the lightness of a disk surrounded by one or more concentric
annuli can be modeled as a weighted sum of edge-based induction effects,
where edge weights decline with distance from the target. Combining this
result with the assumption that the weights associated with edges whose
light sides point towards the target are always 1/3 and the weights asso-
ciated with edges whose dark sides point towards the target are 1 (after
controlling for distance) yields an edge integration model that explains
quantitative data on either brightness or lightness, depending on context.
To quantitatively model the staircase-Gelb data, these low-level factors
must be supplemented with an additional, image segmentation, princi-
ple: only edges between the Gelb papers and their common background
participate in the edge integration process (Rudd, J. Vision, in press). The
theory differs from other lightness theories in that the light-dark asymme-
try results from low-level factors, rather than highest luminance anchoring.

23.410 Why do failures of lightness constancy take the form of
gamut compression? Alan Gilchrist!(alan@psychology.rutgers.edu), Ste-
phen Ivory!; 'Psychology Dept, Rutgers University

The pattern of failures of constancy provides a kind of signature of the
visual software serving constancy. In scenes containing two or more
regions of illumination (i.e., almost always) the range of lightness values
is compressed relative to the actual range. To exploit this important clue,
we measured gamut compression for a row of 5 target squares, of vari-
ous gray shades, standing in a spotlight (30 X ambient) suspended inside
a vision tunnel lined with checkerboard walls. By varying the luminance
range of both the 5 squares and the checkerboard walls we produced 6 con-
ditions (n=15, between subjects) used to test 5 stimulus metrics potentially
underlying the compression. The amount of compression was predicted by
the ratio of highest target luminance to highest checkerboard luminance
(equivalent to perceived illumination difference), but not by overall lumi-
nance range nor by the formula in anchoring theory nor by two other met-
rics. Two additional experiments were run to test the hypothesis that the
compression results from a lack of information about the spotlight/ambient
illumination difference. To exclude any assumption that the ambient illu-
mination applies to the 5 squares, they were moved into a second room and
seen through an aperture, with luminances and sizes held constant. Com-
pression was identical, suggesting that border ownership at the occlusion
boundary enclosing the squares is not critical. To reveal exactly the spot-
light/ambient illumination difference we placed the row within a rectan-
gular beam of light projected onto the far wall of the original room. Rather
than reducing the compression, this produced significantly more compres-
sion, suggesting that an occlusion boundary segregates frameworks of
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illumination better than a cast illumination boundary. Overall our results
appear to require a major overhaul of anchoring theory, perhaps with both
an anchor and a coefficient of scaling established within each framework.

Acknowledgement: NSF: BCS-1230793, NIH: R25 60825-06

23.411 Anchoring Theory, Staircase Gelb Effect, and Gamut
Compression. Stephen Ivory'(steveivory@psychology.rutgers.edu), Alan
Gilchrist!; *Rutgers University at Newark

When a row of 5 squares ranging from white to black are suspended in
midair and illuminated by a spotlight thirty times brighter than overall
room illumination the perceived range of gray shades is compressed rel-
ative to the actual range. That is, plotting lightness range against actual
range produces a slope less than 1. According to anchoring theory, the
lightness of a surface is a weighted average of its lightness within its local
framework (spotlight) and within the global framework (whole field). The
compression stems from the provision that, when the spotlight is 30X, all 5
squares are assigned the same value of white, because each has a luminance
equal to (or exceeding) that of a white in the global framework. However,
no further compression is predicted even if the spotlight becomes brighter,
because their global values are maxed out. Purpose: (1) test the prediction
that maximum compression occurs with a 30X spotlight; (2) test whether
compression depends on absolute or relative illumination levels. Fifteen
subjects matched 5 squares for lightness in each of 3 conditions. In Condi-
tion 1, the spotlight was 30X room illumination. The slope of the plot was
42 (white to middle gray). In Condition 2 spotlight intensity was increased
by 4X, producing a significantly lower slope of .30 (white to light gray).
In Condition 3, spotlight intensity was equal to that of Condition 1 but
overall room illumination was reduced by 4X, producing a slope of .29.
These results show that the compression depends on relative illumination,
not absolute. But they also contradict the theory’s prediction of maximum
compression and appear to require a major modification of the theory.

Acknowledgement: NSF: BCS-1230793, NIH: R25 60825-06

23.412 Goal-seeking approaches to characterize non-CRT as well
as CRT displays for vision experiments Hiroshi Ban!, Hiroki Yama-
moto?; !National Institute of Information and Communications Technology, Center
for Information and Neural Networks, Osaka, Japan, 2Graduate School of Human
and Environmental Studies, Kyoto University, Kyoto, Japan

Display characterization is an important part of the experimental proce-
dures in vision science since almost all current experiments are controlled
by computers and the visual stimuli are presented on computer displays.
A two-step procedure (gamma-correction and the following linear color
transformation) has been widely used to calibrate display luminance and
chromaticity profiles to ensure that visual stimuli are presented accurately.
However, the standard procedure is not always valid to characterize recent
new types of displays such as LCD (Liquid Crystal Display), DLP (Digi-
tal Light Processing), and OLED (Organic Electro-Luminescence Display)
because the method was developed based on the internal model of CRTs
(Cathode Ray Tube). Furthermore, these new types of displays have come
into the mainstream of display products and it becomes increasingly diffi-
cult to obtain CRTs. Therefore, vision researchers are required to develop
new display characterization approaches that are appropriate to any dis-
play type. Here we propose novel display characterization methods that
are applicable to non-CRT as well as CRT displays. Our aim is especially
focused on developing fairly quick and efficient methods for finding dis-
play inputs that produce specific pre-specified luminance and chromatic-
ity output values. Our new methods use a data-driven gamma-correction
procedure combined with recursive-linear and non-linear goal-seeking
algorithms. The methods are relatively model-free, only assuming a piece
wise linearity of the system in the initial estimation step. The whole pro-
cedures are integrated into GUI-based display characterization software,
Mcalibrator2, written in MATLAB (Ban and Yamamoto, J. Vis. (2013). The
software is now publicly available and can be downloaded from our web-
site). The present study further tested the efficiencies and accuracies of our
new methods to produce chromatic visual stimuli on non-CRT displays.
The results showed that our methods significantly outperformed the stan-
dard procedure and were applicable to a wide range of display devices.
Acknowledgement: The Japan Society for the Promotion of Science (H22.220 to
HB, 22530793 to HY). Grant-in-Aid for Scientific Research on Innovative Areas
from the Ministry of Education, Culture, Sports, Science and Technology of Japan
(23135517 to HY).

23.413 The Perceived Quality of Undistorted Natural Images David
Kane'(d.kane.berkeley@gmail.com), Marcelo Bertalmio!; ! Information and
Communication Technologies, Universitat Pompeu Fabra

We investigate the perceived quality of natural images. To do so, we lin-
early scale the luminance range of high dynamic range images to gener-
ate a set of tone-mapped images that cover the full range of mean-lumi-
nance and contrast values that a CRT monitor can display. Image patches
are displayed on a uniform black, grey or white background and sub-
jects are asked to evaluate the quality of each image on a 0-9 scale. We
find that image quality scores can be predicted using a three-stage model:
First, luminance is converted to lightness using an expansive power-law
that varies with the background luminance (yblack=0.3, ygray=0.35,
ywhite=0.45). Second, the standard deviation of the gamma-adjusted, light-
ness image is computed. Third, the standard deviation is passed through
an expansive power-law (y=0.3) to estimate the perceived contrast of an
image. This metric can accurately predict the average image quality scores
over the full range of onscreen luminance and contrast values investigated
(r=0.94, p<0.0001). A second investigation reveals that the proposed con-
trast metric is linearly related to image quality scores for all test images
with a mean Pearson’s correlation of 0.87 (N=128), however the slope of
the function varies substantially between images and we are unable to
model this effect. The proposed contrast metric is able to predict the per-
ceived quality of tone-mapped images in the database of Cadik et al. (2008)
despite the existence of a wide variety of image artefacts (ringing, colour
distortions, ect) in the image set (r=0.85, p<0.0001). Finally, we note that the
proposed super-threshold contrast metric performs histogram equalisa-
tion on the luminance distribution and removes skew from the contrast
distribution of natural scenes, suggesting an optimal coding strategy.

23.414 A perceptually uniform tone curve for OLED and other high
dynamic range displays Andy Vargas!(advargas@berkeley.edu), Paul
Johnson!, Joohwan Kim?, David Hoffman3; UC Berkeley — UCSF Graduate

Program in Bioengineering, 2UC Berkeley Vision Science Program, 3Samsung
Display Americas Lab

The next generation of displays uses organic light-emitting diodes (OLEDs).
Such displays make it possible to display darker blacks than liquid-crystal
displays (LCDs), providing a significantly larger dynamic range. We per-
formed photometric and psychophysical measurements with an OLED
display. We found that the widely used tone curve with a gamma value
of 2.2 does not produce equally discriminable luminance steps in these
displays. In a 2-alternative, forced-choice psychophysical task, subjects
discriminated the luminances of adjacent square patches. We used spatial
dithering to create small apparent changes in luminance. We measured
the minimum perceivable change in luminance for a range of luminances.
From these discrimination thresholds, we estimated the tone curve and
necessary number of discrete steps that would fully cover the dynamic
range in threshold-sized steps. Compared to the conventional tone curve,
our experimental tone curve has smaller luminance differences in the
low range and greater luminance differences in the high range, in accor-
dance with Weber’s law. This suggests that the conventional 2.2-gamma
tone curve suffers from quantization issues at low luminance values and
loss of detail at high luminance values. The conventional tone mapping is
reasonably effective when the display has a low dynamic range of 100:1,
but as dynamic range is increased, the conventional mapping increas-
ingly diverges from a perceptually uniform mapping, so 8-bit gray levels
are increasingly inadequate. Our research suggests that image quality can
be significantly improved by using higher dynamic range displays with
tone-mapping functions and bit depth that are appropriate for that range.

23.415 A model of color constancy and efficient coding can predict

lightness induction Marcelo Bertalmio!(marcelo.bertalmio@upf.edu);
'Universitat Pompeu Fabra

A recent variational implementation of Land’s Retinex theory of color
vision can improve the appearance of images without introducing artifacts
(Bertalmio et al. 2009). Through anti-symmetrization of the resulting partial
differential equation, this methodology emulates color constancy on both
under and over exposed images. Remarkably, this formulation of Retinex is
formally equivalent to local histogram equalization and has the same form as
the Wilson-Cowan equations that model the response of populations of cor-
tical neurons. The model cannot predict the phenomena of color assimilation
because it can only increase the contrast of an image. However an addition
to the model, designed to allow it to reach a steady state in a constant time
regardless of stimulus structure, can predict assimilation. This approach
weights the magnitude of each convergence step by computing the ratio of
image variance and histogram uniformity. This model can predict the per-
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ception of achromatic induction from the data of Rudd (2010) investigating
the perceived lightness of a disk-and-ring stimulus. In particular the model
predicts when contrast switches to assimilation, and it can also predict how
the slope and curvature of such functions vary with ring width and polarity.

Acknowledgement: European Research Council, Starting Grant ref. 306337, and
Spanish Government, grants ref. TIN2011-15954-E and ref. TIN2012-38112.

23.416 Chromatic and Luminance Asymmetries in the Watercolor
Effect Andrew Coial(andrewcoia3@gmail.com), Kamila Flake!, Scott Arn!,
Gwen Amsrala', Michael Crognale'; 'University of Nevada Reno

The watercolor illusion is a perceived spread of color when a thin colored
line is adjacent to an outer luminance line or edge. Our prior work found
an asymmetric color dependence for the watercolor illusion, with contrast
matched +S stimuli producing larger effects than -S stimuli. In experiment 1
we show that the outer luminance line also shows an asymmetry that is also
asymmetric with larger induction with increments than with decrements.
This asymmetry is also color dependent, larger along the +S direction. To
investigate the mechanism for this effect we measured the perceived contrast
of increments vs. decrements as a function of color direction. In general, the
luminance increment required to match a decrement was less than a dec-
rement required to match an increment, but only for stimuli with +S input.
These results are consistent with those of experiment 1 and suggest that the
asymmetry may be driven by the apparent contrast of the inducing patterns.
It is unclear why the apparent contrast of the luminance increments and
decrements when paired with colored lines should have color dependence.

23.417 Figure-ground inversion by neon-color spreading Yong-Guk
Kim!(ykim@sejong.ac.kr); Dept. of Computer Engineering, Sejong University

In the conventional neon-color pattern such as Ehrenstein one, color
spreading from the inner grey cross, locating between four black branches
and the white background, allows us to perceive a circular transparent veil
overlapped on a black cross. The color spreading phenomenon persists as
long as the luminance of the inner cross is intermediate between those of
the background and the branches, called it Metelli’s law (Nakayama et al,
1990). And it is known that the luminance relationship (LR) around each
T-junction within the neon pattern uniquely determines whether one
could see color spreading or not. To test its generality of such luminance
rule, a new pattern is designed: a white cross occludes a grey disk with
the black background. Notice that although the LR around each T-junc-
tion in the new case is identical to the above case, the neon-color phe-
nomenon is absent. However, the grey disk is seen in front of the white
cross as the luminance of the grey areas is increased and almost reached
to that of the white cross, accompanying with the neon-color effect spread-
ing into the white cross from four grey areas. Thus, the occluded disk
becomes a transparent disk hanging over the cross, i.e. the figure-ground
inversion. In addition it is found that this effect can be observed within
other T-junction figures that contain occluded grey areas, and its strength
depends on the width of the occluder, following Petter’s rule. Results
suggest that neon-color spreading is perceived within new patterns
having occluded greys as well as the conventional neon-color displays.

Acknowledgement: Korean Research Foundation(NRF-2013R1A1A2006969)

23.418 Indirect and direct manipulation of saturation modulates
the light levels at which brown stimuli can be perceived Tanner
DeLawyer!(delaw005@uw.edu), Steven Buck?; !University of Washington

Stimuli that appear yellow when brighter than their surroundings will
appear brown when they are darker than their surroundings. Past research
(Bartleson 1976) has suggested that desaturated stimuli produce more
effective browns than those that are fully saturated. The perceived satura-
tion of brown stimuli can be manipulated both indirectly (by changing the
size and location of the stimulus) and directly (by changing the amount of
blue present in a brown stimulus). We sought to test the effect of stimulus
saturation on the perception of brown stimuli quantitatively by varying,
both indirectly and directly, the saturation of a test stimulus. Observers
freely adjusted the luminance of a constant-chromaticity, 2°-7°-diameter
saturated (CIE 10° x=.44, y=.46) or desaturated (CIE 10° x=.36, y=.36) disk,
presented with a bright white surround (141 cd/m2, CIE 10° x,y .29,.29) on
a CRT monitor. The disk stimulus was presented either at the fovea or at 7°
eccentricity of a foveal fixation point. The observers adjusted the luminance
until they reached the highest light level at which the stimulus appeared
exclusively brown. Thus, the stimulus appeared brown at luminances
lower than the boundary and appeared yellow at luminances higher than
the boundary. For both foveal and 7° eccentricity conditions, smaller disks
allowed the subject to perceive brown at significantly higher light levels
than larger disks. Additionally, stimuli presented extra-foveally and desat-
urated stimuli facilitated perception of brown at significantly higher light

levels than foveal stimuli and saturated stimuli. Smaller and eccentric test
stimuli are more effective at producing brown than larger or foveal stimuli
as are desaturated stimuli. Past research has shown both small stimuli and
extra-foveal stimuli are perceived as less saturated than large or foveal stim-
uli (McKeefry et al. 2007) suggesting all these effects can all be attributed to
perceived saturation. Potential nerual mechanisms are under investigation.

Eye movements: Cognition
Saturday, May 17, 8:30 am - 12:30 pm
Poster Session, Banyan Breezeway

23.419 A Boundedly Optimal State Estimation & Control Model

of Detecting Targets Among Salient Distractors Christopher
Myers!(christopher.myers.29@us.af.mil), Nicole Jardine?, Joseph Houpt?,
Andrew Howes*, Richard Lewis®; 'Air Force Research Laboratory, 2Univer-

sity of lowa, 3Wright-State University, “University of Birmingham, 5University of
Michigan

“Salient” distractors can capture attention and affect saccades, accuracy,
and response speed in target-detection tasks. Salience may be based on
some combination of the physical conspicuity of information in a scene and
deliberate control. Recently, a model of boundedly optimal state estimation
and control demonstrated saccadic bias toward the minority distractor in
a distractor-ratio task without appealing to physical conspicuity/salience
(Myers, Lewis, & Howes, 2013), but salience could also explain the result
(Theeuwes, 1993). The present experiment was designed to determine
whether saccade and manual response behavior in a singleton-distractor
task could be accounted for with the same boundedly optimal model with-
out a salience calculation. Perceptual errors in the model are caused by
spatial uncertainty of features at greater eccentricities, leading to a greater
likelihood of feature migration. The model optimally estimates the likeli-
hood of each of the displays given the noisy perceptual samples (which
may be corrupted by feature migration) to produce manual and oculomo-
tor responses for each trial. Participants detected the presence of a target
(red X) in a speeded search task. All displays contained two pairs at 8°,
12°,16°, or 20° visual angle on each side of the center. Displays contained
target-colored items (red O) and a conspicuous color singleton that may
share the target shape (green X or O). Participants’ manual responses were
slower and more accurate for target-absent trials, and saccades were initi-
ated toward the color singleton on 25% —40% of trials, depending on target
presence and whether the color singleton was the target shape. The optimal
model completed the same task by estimating the content of the display.
The model produced RT distributions and accuracy performance similar to
humans, suggesting that an explicit conspicuity calculation may not be nec-
essary to explain behavior in simple search tasks with a “salient” singleton.

Acknowledgement: This research was supported by a grant awarded from the

Air Force Office of Scientific Research to the first, third, fourth, and fifth authors
(AFOSR #12RHO5COR), through work from the second author via the Repperger
Internship Program at the Air Force Research Laboratory, and grants awarded by
NASA and the FAA to the final two authors (NNX12ABO8A and E2020272).

23.420 Chess players’ eye movements reveal rapid recognition of
complex visual patterns Heather Sheridan!(H.Sheridan@soton.ac.uk),
Eyal Reingold?; *University of Southampton, UK, 2University of Toronto, Canada

A key component of chess expertise is the ability to efficiently encode
domain-related perceptual configurations. To explore this perceptual
component of chess expertise, we monitored the eye movements of expert
and novice chess players while they engaged in a chess-related “visual
search” task that was designed to test anecdotal reports that a key dif-
ferentiator of chess skill is the ability to visualize the complex moves of
the knight piece. Specifically, the chess players viewed an array of four
minimized chessboards, and they were asked to rapidly locate the target
board that allowed a knight piece to reach a target square in three moves.
On each trial, there was only one target board, and the remaining “lure”
boards blocked the knight’s path on either the first move or on the second
move. The chess experts displayed longer first-fixation durations on the
target board than on the lure boards, which suggests that chess experts
can rapidly differentiate complex chess-related visual patterns. Interest-
ingly, this first-fixation effect was driven by a subset of trials in which
the experts displayed a single dwell on the target, and it was absent on
trials in which the experts showed multiple dwells on the target board.
Unlike the experts, the novices’ first-fixation durations did not differentiate
between targets and lures, and the novices displayed higher numbers of
dwells and fixations than the experts. As hypothesized, the task differenti-
ated chess skill, such that reaction times were more than four times faster
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for the experts relative to novices, and the reaction times of the experts
were strongly correlated with their official chess ratings. These results
indicate that visual expertise in chess involves the ability to rapidly rec-
ognize complex perceptual patterns, and to process chess stimuli in terms
of larger patterns (i.e., holistic processing) rather than individual features.

Acknowledgement: Natural Sciences and Engineering Research Council of Canada

23.421 Dissociating Semantic and Pragmatic Information in Eye
Movement Data for Image Processing Tasks Takeshi Suzuki(dut-
suki@strc.ricoh.co.jp), Yannik T. H. Schelske?, Tandra Ghose?3; 'Ricoh

Research & Development Center, Japan, 2University of Kaiserslautern, Germany,
3German Institute of Artificial Intelligence (DFKI-Kaiserslautern), Germany

Eye-movements recorded during image processing tasks are influenced by
the image content (semantic-information) and the image processing task
(pragmatic-information). To analyze the image processing task it is neces-
sary to separate these two. We empirically test a method to transform an
image into variants that contain less semantic-information while preserv-
ing task relevant features, such as color impression, spatial color correlation
and luminance. Analysis of eye-movements for a global contrast adjust-
ment task demonstrates the applicability of this method. Images were
taken from two semantic categories, namely landscape and macro images.
These were further divided into two subcategories each, namely land-
scape images with or without water and macro images containing human
or nonhuman focal objects. This allowed us to assess at which semantic
level (main categories represent a coarse semantic level, subcategories a
fine semantic level) this semantic-information reduction method can still
be applied. The images from these categories were transformed, using this
method, into three variants containing different amounts of semantic-in-
formation. Subjects performed global contrast adjustment task on these
images, blocked such that each subject saw all images but only in one of
the three semantic-information variants. Subjects chose a similar global
contrast for images independent of the variant they saw, but fixation dis-
tribution and frequency were significantly different between the variants.
Eye-movement patterns show that despite high similarity between subcat-
egory images, our semantic-information reduction technique preserved
the features that elicit subcategory specific and task relevant eye-move-
ments. Our interpretation is that this method does not remove task rele-
vant pragmatic-information even at fine semantic level, shown by similar
performances in the global contrast adjustment task for all image variants.
The benefit of our method is that eye-movements are not confounded
by influences of semantic-information present in the original images.

Acknowledgement: This work was funded by a Marie Curie grant (CIG#293901)
from the European Union awarded to TG, and joint project for DKFI-RICOH (Proj-
ect RSIP-2 (A12.384, Kst 15540)).

23.422 Do task demands influence the perception of symmetry?
Sandra Utz!(Sandra.Utz@uni-bamberg.de), Claus-Christian Carbon!?;
!Department of General Psychology & Methodology, University of Bamberg, 2Bam-
berg Graduate School of Affective & Cognitive Sciences

Extensive research was and is still conducted regarding symmetry (e.g.
Eisenmann, 1967: preference for symmetry). Locher and Nodine (1973)
investigated the influences of symmetry or asymmetry on eye movements.
In a complexity rating task, they showed that fixation distributions to sym-
metrical figures were clustered in one-half, whereas there was no bias for
asymmetrical figures. Fixation time and numbers did not differ. We hypoth-
esized that eye movement differences to symmetrical or asymmetrical fig-
ures depend on the task participants have to fulfil. Twenty participants had
to visually inspect same 24 stimuli as in Locher and Nodine (1973) and rate
them according to their complexity (Experiment 1) and liking (Experiment
2).InExperiment3, participants had to memorize and draw each figure. Time
until participants rated/started drawing the figures (RTs) and eye move-
ments were recorded. In Experiment 1 participants rated asymmetrical as
more complex than symmetrical figures; RTs and fixation numbers did not
differ. Ratings in Experiment 2 did not differ, but RTs and fixation numbers
for asymmetrical were significantly higher than for symmetrical figures. In
Experiment 3 RTs and fixation numbers for asymmetrical were significantly
higher (almost doubled) than for symmetrical figures. There was no general
preference for symmetrical figures. We could replicate findings by Locher
and Nodine (1973), namely that time and number of fixations did not differ
in a complexity task, however, time and number of fixations did differ
enormously in the liking and drawing task (similar to results by Milisavlje-
vic etal.,, 2011). Preliminary scan path analysis revealed in none of the tasks
a general bias to one-half in symmetrical figures, but there were signifi-

cantly more trials with biases towards one-half in Experiment 2 compared
to the other tasks. Our results showed that different task demands influ-
ence eye movement patterns during the perception of symmetrical figures.

23.423 The influence of spatio-temporal structure on sequential
eye and arm movements to remembered visual targets Tasneem
Barakat'?3(tbarakat@yorku.ca), David C. Cappadocia!??, Khashayar Ghar-
avi!?3, Mazyar Fallah'?3#, J. Douglas Crawford!?*4; !School of Kinesiology
& Health Science, York University, 2Centre for Vision Research, York University,

3Canadian Action & Perception Network (CAPnet), “Neuroscience Graduate
Diploma Program and Departments of Biology & Psychology, York University

Introduction: People are better at performing sequential movements to
remembered targets that possess spatial structure (Fagot and De Lillo,
2011). This structure can be acquired at once (E.g., if shown 4 dots that form
a square simultaneously) or over time (if the 4 dots are shown one at a time).
This study investigates how the temporal presentation of spatial structure
affects the ability to perform sequential saccades, reaches, and coordinated
saccades & reaches. Methods: 8 head-fixed subjects in a dark room were
positioned in front of a 5X5 LED display that encompassed 20° of visual
space horizontally and vertically. While maintaining fixation on the cen-
tral LED, 3-6 peripheral LEDs were illuminated sequentially in one of three
ways: 1) The LEDs formed a connected structure and were presented tem-
porally in a “connect the dots” temporal order (spatio-temporal structure
congruent), 2) The LEDs had the same spatial structure, but were presented
temporally randomly (spatio-temporal structure incongruent), or 3) LED
locations were random (unstructured). LEDs then extinguished and sub-
jects performed sequential movements to the remembered locations of the
targets in the order they were presented. Results: To date, the saccade data
has been collected with the following preliminary analysis. For the spa-
tio-temporal structure incongruent and unstructured conditions, there were
more saccades to incorrect target locations and trials with at least one sac-
cade error when only 3 saccades had to be performed versus 6. This was not
seen in the spatio-temporal structure congruent condition. In the 6 saccade
condition, subjects were less likely to make a saccade error on the 4th or 5th
saccades in the spatio-temporal structure congruent condition as compared
to the other 2 conditions. Conclusion: Presenting targets that are spatio-tem-
porally congruent reduces saccade errors. We are currently collecting reach-
ing data on this paradigm to investigate if these results are effector specific.

Acknowledgement: CIHR, NSERC, CRC program

23.424 The influence of prediction violations on eye movement
patterns in a LTM-driven multi-step sensorimotor task Rebecca

M. Foerster!?(rebecca.foerster@uni-bielefeld.de), Werner X. Schneider!?;
!Neuro-cognitive Psychology, Bielefeld University, 2Cluster of Excellence ‘Cognitive
Interaction Technology’, Bielefeld University

Prior studies revealed that prediction-violating stimuli are more often and
longer fixated than prediction-confirming stimuli. This effect has been found
in visual-search, change-detection, and memory-recall tasks. It is inter-
preted as prioritized processing of prediction-violating (surprising) stimuli.
For preparing an action, action-relevant features have to be predicted and
tested. Irrelevant features are usually completely ignored. Until now, it has
not been tested how prediction-violating features that are either action-rele-
vant or action-irrelevant influence gaze patterns in a sensorimotor task. We
manipulated predictability and action-relevance in a computerized version
of the number-connection task. Participants clicked on numbered shapes in
ascending order. 60 trials were performed with the same spatial arrange-
ment of 8 numbered shapes. In the consecutive 20 trials, the locations of
two action-irrelevant features (shapes surrounding number 3 and 6) were
exchanged in one group while the locations of two action-relevant features
(numbers 3 and 6) were exchanged in another group. In a third group both
changes appeared and no changes were executed in a control group. In 20
final trials, participants had to work again on the original configuration.
Results revealed worse clicking performance, more fixations, and shorter
fixation durations after an action-relevant change (switched numbers) only.
The effects lasted for several trials. Micro-analyses revealed that the effects
were completely due to an enhanced number of searching fixations but not
guiding fixations, especially while searching for number three. We con-
clude that predictions for multi-step actions are formed only for action-rel-
evant features and tested in each run. In addition, elongated processing
of prediction-violating stimuli is not obligatory, but task-dependent.

Acknowledgement: This research was supported by a grant of the Cluster of Excel-
lence Cognitive Interaction Technology (CITEC) at Bielefeld University.
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23.425 The antisaccade task: Sensory- and motor-related costs
to oculomotor planning Jesse DeSimone!(jdesimo2@uwo.ca), Gabriella
Aber!, Matthew Heath!?; School of Kinesiology, The University of Western
Ontario, °Graduate Program in Neuroscience, The University of Western Ontario

The concurrent presentation of a target and remote distractor (> 20°)
increases the planning times of stimulus-driven prosaccades (i.e., the
remote distractor effect, RDE). In the present investigation, we sought to
determine whether antisaccade planning times are similarly influenced
by the presentation of a remote distractor. Indeed, the basis for this ques-
tion stems from the fact that the non-standard mapping between stimu-
lus and response in the antisaccade task provides a basis for determining
whether the sensory- or motor-related features of a distractor influence
oculomotor planning times. In Experiment 1, participants completed pro-
and antisaccades in a condition that entailed a single and exogenously
presented target (i.e., control condition) and conditions wherein the target
was presented simultaneously with distractors at remote (i.e., contralat-
eral, foveal) or ipsilateral locations relative to the target. Results for pro-
saccade latencies showed the aforementioned RDE, whereas antisaccade
latencies for all distractor locations were increased compared to their con-
trol condition counterparts. Experiment 2 involved same basic methods
as Experiment 1 with the exception that we precued distractor location to
reduce the attentional demands associated with disentangling target and
distractor locations at response planning. Results confirmed the findings
of Experiment 1 in that antisaccade latencies were increased across each
distractor location. Moreover, the antisaccade latency cost was increased
when the spatial properties of the distractor were congruent with motor-re-
lated task goals. Based on these findings, we propose that the non-stan-
dard nature of antisaccades renders a general increase in oculomotor
planning times regardless of the distractor’s spatial properties. Further,
we propose the spatial relations between distractor and movement-re-
lated goals elicit an increased inhibition of oculomotor networks than
the spatial relations between distractor and veridical stimulus location.

Acknowledgement: Natural Sciences and Engineering Research Council

23.426 The asymmetrical weighting of target eccentricities within
a trial block influences antisaccade endpoint bias Caitlin Gillen'(c-

gillen@uwo.ca), Jennifer Diamond!, Matthew Heath!; *NeuroBehavioural Lab,
The University of Western Ontario

Antisaccades are rapid goal-directed eye movements requiring that a partic-
ipant saccade mirror-symmetrical to the location of a target stimulus. Nota-
bly, antisaccades require top-down control and engage visual metrics that
are distinct from their prosaccade counterparts. In keeping with this view,
our group has shown that antisaccade endpoints are governed by a percep-
tual averaging strategy. In particular, endpoint bias for any target within a
stimulus-set is influenced by the magnitude of the undershooting bias asso-
ciated with the stimulus-set’s central target. In other words, results suggest
that antisaccade endpoints are influenced by relational target properties. To
further address this issue, the present study examined whether the asym-
metrical weighting of different target eccentricities within a stimulus-set
systematically influences the direction (i.e., undershooting vs. overshooting)
of antisaccade endpoint bias. To that end, participants (N=14) completed
antisaccades (and matched prosaccades) to briefly presented target stim-
uli in three separate sessions. Target eccentricities in all sessions were 10.5,
15.5, and 20.5°. In the first session (i.e. the control session) participants com-
pleted an equal number of trials to each target eccentricity, whereas in the
other sessions participants respectively completed five times as many trials
to the 10.5° (i.e, proximal weighting condition) and 20.5° (i.e., distal weight-
ing condition) targets. Results for the control session showed that antisac-
cades across each target eccentricity elicited a reliable undershooting bias.
Notably, however, for the proximal weighting condition it was found that
antisaccade amplitudes produced an increased undershooting bias to all
target eccentricities relative to their control condition counterparts. In turn,
the distal weighting condition showed a reduced undershooting bias com-
pared to their control condition counterparts. As such, we propose that the
top-down nature of antisaccades elicits a perceptual averaging strategy that
bias” a response in the direction of a frequently presented target stimulus.

Acknowledgement: Natural Sciences and Engineering Research Council (NSERC)
and Ontario Graduate Scholarship (OGS)

23.427 Unidirectional switch-costs in oculomotor control are a
result of a stimulus-response updating: Evidence from electroen-
cephalography Jeff Weiler!(jweiler2@uwo.ca), Cameron Hassall?, Olave
Krigolson?, Matthew Heath' 3, !School of Kinesiology, The University of West-

ern Ontario, ?Department of Psychology and Neuroscience, Dalhousie University,
3Graduate Program in Neuroscience, The University of Western Ontario

Antisaccades require the top-down suppression of a stimulus-driven
prosaccade (i.e., response suppression) and updating of normally direct
stimulus-response (S-R) mappings to a context-dependent mirror-symmet-
rical location. Notably, the top-down control of antisaccades results in a
response with longer reaction times (RT) than their prosaccade counter-
parts. Moreover, recent work by our group has shown the completion of
an antisaccade lengthens the RT of a subsequent prosaccade; however, the
converse ‘switch” does not influence RT (i.e., the unidirectional prosaccade
switch-cost). Thus, results demonstrate that response suppression and/
or S-R context-updating engenders a residual inhibition of the oculomo-
tor networks which support prosaccade planning. In order to determine
whether response suppression and/or S-R context-updating contributes
to the unidirectional prosaccade switch-cost we examined the event-re-
lated brain potentials (ERPs) associated with oculomotor task-switching.
Specifically, we examined whether ERPs attributed to response suppres-
sion (i.e.,, N2) and/or S-R context-updating (i.e., P3) are related to the uni-
directional prosaccade switch-cost. To that end, participants alternated
between pro- and antisaccade in a randomized task-switching order
while concurrently recording electroencephalography data. As expected,
prosaccades preceded by antisaccades (i.e., task-switch prosaccades) had
longer RTs than prosaccades preceded by prosaccades (i.e., task-repeti-
tion prosaccades), whereas the RTs of antisaccades were not modulated
by the nature of the preceding task-type. In addition, the amplitude of
the P3 - but not the N2 - elicited a reliable difference between task-switch
and task-repetition prosaccades, whereas task-switch and task-repetition
antisaccades did not yield reliable differences for either ERP component.
Thus, RT differences associated with task-switch and task-repetition pro-
saccades are related to amplitude differences in the P3 waveform. As such,
we propose that the unidirectional prosaccade switch-cost is not related
to response suppression; rather, results suggest updating an internal
mental model related to S-R compatibility engenders a residual inhibi-
tion of the oculomotor networks supporting the planning of prosaccades.

Acknowledgement: NSERC, OGS

23.428 The latencies of prosaccades are prolonged by both exe-
cuted and planned (but not executed) prior antisaccades Shanna
Yeung'(shannayeung@gmail.com), Cristina Rubino!, Jayalakshmi Viswa-
nathan!, Jason Barton !; !Department of Medicine (Neurology), Department of
Ophthalmology and Visual Sciences, University of British Columbia

Background: Studies that mix trials with prosaccades and antisaccades
have shown that there are carry-over effects between one trial and the next.
In particular, a preceding antisaccade leads to increased latencies of the
following response, particularly if it is a prosaccade. Whether this anti-
saccade effect results from effects generated in the execution of the anti-
saccade or possibly in the planning and preparation process is unknown.
Objective: We studied whether prolongation of the latencies of subsequent
prosaccades after antisaccade trials depended upon execution of the anti-
saccade or occurred regardless of whether the antisaccade was actually
performed. Methods: 9 subjects were tested using blocks of randomly
ordered prosaccades and antisaccades. An instructional cue at fixation
indicated whether a prosaccade or antisaccade was required when the
target appeared 2 seconds later. On 20% of the antisaccade trials, the target
did not actually appear (antisaccade cue/no-target trials). We analysed
the latencies of all correct prosaccades or antisaccades that were preceded
by correctly executed trials. Results: As expected the latencies of prosac-
cade trials preceded by prosaccades were 20ms shorter (mean 189ms) than
the latencies of prosaccade trials preceded by antisaccades (mean 209ms).
Prosaccades preceded by trials where antisaccades were cued but not exe-
cuted because the target did not appear also showed prolonged latencies
(mean 214ms). These differed from the latencies of trials with preceding
prosaccades but not from those of trials with preceding antisaccades.
Conclusion: The effects of a prior antisaccade in prolonging the latencies
of subsequent saccades is generated by the planning of the antisaccade.
This may reflect persistence of the known pre-target preparatory activity
seen in neural recordings of the superior colliculus and frontal eye field.

Acknowledgement: CIHR grant MOP-81270, Canada Research Chair and Mari-
anne Koerner Chair in Brain Diseases (JB)
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23.429 Influence of task switching on inhibition of return and scan
paths Mark Mills!(mark.mills2@huskers.unl.edu), Edwin Dalmaijer?, Stefan

Van der Stigchel?, Michael D. Dodd!; 'University of Nebraska-Lincoln, 2Helm-
holtz Institute, Utrecht University

Fixation location during scene viewing can be predicted by salience or
task relevance, with the most salient or relevant regions fixated first. To
ensure that fixation does not perseverate on the most conspicuous region,
the prevailing solution is a mechanism that decreases the likelihood of
returning to previously fixated regions, i.e., inhibition-of-return (IOR).
Previous work examining the generality of IOR indicates a dependency
on viewing task, finding IOR for search tasks but facilitation-of-return
(FOR) for memory, evaluation, and free-view tasks. If a mechanism acting
as a short-term memory for recently fixated locations inhibits return for
some tasks and facilitates return for others, then it might be a compo-
nent of task-set (i.e., representation of task-relevant stimuli and responses
and the corresponding stimulus-response rules) and, therefore, suscepti-
ble to influence from a previous task. To investigate this possibility, we
examined whether task repetitions and switches influence IOR and scan
paths. Participants performed search, memorization, and evaluation tasks
in either blocked or mixed order. Analysis of saccadic reaction times in
blocked trials to probes appearing either at previously fixated locations
or at novel locations replicated evidence of IOR during scene search and
FOR during scene memorization and evaluation. This pattern generalized
to mixed trials when the task on the previous trial repeated. When the task
on the previous trial differed, FOR was still observed during memoriza-
tion and evaluation but was now also observed during search. Analysis
of scan paths largely agreed with recent work in showing above chance
return probabilities to previous fixation locations. An important excep-
tion, however, was for repeated scene search in mixed task trials. Here,
return probabilities were at chance and there was a large spatial bias away
from previous fixation locations. We conclude that the visual-saccadic
system is flexible and depends on both the current and previous task.

Acknowledgement: This research has been supported by the NIH grant
RO1EY022974

23.430 Modulation of alpha power by eye state during kines-
thetic motor imagery (KMI) of a newly learned dance sequence in
experts Paula M Di Noto!?*(pauladn@yorku.ca), Julie M Chartrand?, Gaby
Levkov!#, Joseph DeSouzal?*#; 1Centre for Vision Research, ?Department of

Psychology, 3Neuroscience Graduate Diploma Program, “Department of Biology,
5York University, Toronto, ON, M3J 1P3, CANADA

Changes in alpha band power (8-13Hz) with eye state has been well doc-
umented (i.e., closing or opening the eyes; Berger, 1939), with closing
increasing alpha power (synchronization) and opening decreasing alpha
(desynchronization). With increased cognitive load, similar changes have
been demonstrated for motor imagery, with alpha desynchronization in
recruited areas and synchronization in task-irrelevant areas (Pfurtscheller
et al,, 1999). However, the interaction of eye state and cognitive load on
alpha power has never been examined in a single study. In a sample of
n=30 subjects trained to move to music (dance, figure skating, and gym-
nastics), continuous electroencephalography (EEG) activity was recorded
during three tasks: (i) baseline accompanied by music, (ii) observational
learning of a brief dance sequence, and (iii) kinesthetic motor imagery
(KMI) of the newly learned dance. KMI involves imagining oneself per-
forming movement from a first-person internal perspective, and was
examined in two conditions dependent on eye state. Our results con-
firm a main effect of higher alpha power with eyes closed (F(1,29)=36.2,
P<0.001, n2=0.56) and an interaction with eye state and cognitive load
(F(5,145)=9.4, P<0.001, n2=0.24): alpha power was lower during KMI
relative to baseline when eyes are closed in occipital and right parietal
recording sites (P<0.05), but was significantly greater during KMI in the
eyes open condition in all but left temporal recording sites (P<0.01). Most
importantly, subjective ratings of clarity and vividness of KMI were signifi-
cantly reduced during the eyes open condition (P<0.01). Together, these
results suggest that both alpha power and the ability to effectively engage
in KMI are modulated by eye state. We provide evidence for alpha syn-
chronization and diminished KMI ability relative to baseline when eyes
are open, and that this trend is reversed when eyes are closed. This may
explain why people will usually close their eyes during mental rehearsal.

Acknowledgement: NSERC Discover program Parkinson’s Society Canada

23.431 Actions in the Eye Stefan Mathe!*(mstefan@cs.toronto.edu), Cris-
tian Sminchisescu?!; Institute of Mathematics, Romanian Academy of Science,
2Department of Mathematics, Faculty of Engineering, Lund University, 3Depart-
ment of Computer Science, University of Toronto

Early qualitative eyetracking studies pioneered by Yarbus revealed strong
inter-viewer consistency and task influence. Recent advances in eyetracking
technology open up prospects to investigate these effects on large scale data-
sets acquired under specific task constraints and to apply machine learning
techniques to human visual saliency and eye movement prediction, with
various practical applications. We present experimental and computational
modeling work at the incidence of human visual attention and computer
vision, with four components. First, we introduce three novel large scale
datasets (exceeding 1.7 million fixations) containing eye movement anno-
tations for real world images and video, for action and context recognition
tasks. Second, we analyze quantitatively inter-subject consistency and task
influence on visual patterns. We use clustering and Hidden Markov Models
to automatically locate areas of interest using eyetracking data. Scanpaths
are then viewed as chains of characters and compared using string match-
ing algorithms (Needleman-Wunsch). Our analysis reveals strong spatial
and sequential inter-subject consistency. Third, we apply human eye move-
ment data for computer-based action recognition. We compare computer
vision spatio-temporal interest point image sampling strategies to human
fixations and show their potential for automatic visual recognition. Spa-
tio-temporal Harris Corners are poorly correlated with human fixations,
while interest point operators derived from empirical saliency maps out-
perform existing computer vision operators for action recognition. We use
SVMs to train effective top-down models of human visual saliency in con-
junction with Histogram of Gradient features and use them within end-
to-end bag-of-words computer-based visual action recognition systems
to achieve state-of-the-art results in computer vision benchmarks. Fourth,
for sequential eye movement prediction, we learn task-sensitive reward
functions from eye movement data within inverse optimal control models.
We find our models to be superior to existing bottom-up scanpath predic-
tors. We hope that our work will foster further communication, bench-
marks and methodology sharing between human and computer vision.

Acknowledgement: CNCS-UEFISCDI under CT-ERC-2012-1

23.432 Executive functioning can mediate age-related changes in
oculomotor attentional disengagement Benjamin Lester!(benjamin-les-
ter@uiowa.edu), Shaun Vecera?, Matthew Rizzo?; !Department of Neurology,
University of lowa Hospitals & Clinics, 2Department of Psychology, University of
lowa

Successful goal-directed behavior depends on efficient disengagement of
attention. Certain brain lesions (Posner et al., 1984) and aging can cause a
“disengagement deficit” (Cosman et al., 2011). The patterns of decline can
provide insights on how attention demanding real-world behaviors (e.g.
automobile driving) change over the lifespan. We used a cross-sectional
experimental design to characterize how efficiency of attentional disen-
gagement influences oculomotor behavior. We compared 15 college-aged
and 15 older adults (mean age: 78 [4.13]) on a variant of the “gap” paradigm.
Participants were asked to saccade to a target onset in the periphery. In gap
trials, a central fixation spot was extinguished before target onset (elimi-
nating the need to disengage attention). In no gap trials, fixation remained,
but its color changed before target onset, controlling for general alerting
effects that might accompany fixation offset. Saccadic reaction times (SRTs)
are typically lower in gap trials (Saslow, 1967), as visuospatial attention
is reflexively disengaged when the fixation target is removed, facilitat-
ing the ensuing saccade (Fischer & Weber, 1993). Disengagement deficits
should be more evident in no gap trials (when the fixation target remains),
as higher-level control processes required for disengagement of attention
become less efficient with advancing age (Cashdollar et al., 2013). In this
vein, we observed a significant interaction between gap condition and age
group. Older adults showed a significantly (p <.0001) greater gap effect
(95.6 [42.8] ms) compared to young adults (41.3 [24.5] ms), with the great-
est slowing occurring in the no gap condition. Two follow-up experiments,
investigated how cognitive load manipulations (VSTM or executive work-
ing memory) affect oculomotor disengagement. Results showed executive
working memory loading selectively slowed disengagement. The pattern
of findings suggest that variations in disengagement efficiency associated
with aging can influence oculomotor behavior, and that individual differ-
ences in executive control processes mediate disengagement functions.
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23.433 Infant Saccadic Behavior Influenced by Novelty and Famil-
iarity of Stimuli in the Periphery Lisa Cantrell!(cantrell@indiana.edu),
Richard Veale!, Linda Smith!; 'Indiana University

Both endogenous and exogenous factors influence whether and in what
direction humans shift visual attention. Early in the infant system, how-
ever, environmental factors of saliency as well as motor reflexes appear to
play a key role in visual behavior as infants make saccades in the direc-
tion of movement or regions of high contrast (Aslin & Salapateck, 1975;
Banks & Gingsburg, 1985) and saccade even in total darkness (Haith, 1980).
By 4 months, infants show evidence of using learned cues to guide sac-
cades (e.g., Johnson, Posner, & Rothbart, 1991), suggesting that top-down
processes also play a role. Here we ask if the recognition of novelty and
familiarity in the peripheral areas of the visual field also guide infants” eye
movements. Eighteen infants, age 6-8 months, were presented familiar and
novel objects in their periphery at 10 degrees from center. Initial saccades to
these objects as well as total time spent looking at the objects was measured.
Results showed that, although infants preferred to fixate a longer total time
on familiar items, initial saccades were primarily guided by a left spatial
field bias that interacted with the tendency to make first saccades to novel
objects. These preliminary results suggest that saccadic behavior in infants
at this age are still highly determined by automatic motor responses, as a
left-side bias has been suggested to be the result of hemispheric lateraliza-
tion that may result in a default for initial visual scanning of items or scenes--
at least in young infants (e.g., Guo, Meints, Hall, Hall, & Mills, 2009); how-
ever, the observation that this bias can be shifted by manipulating novelty
in the visual scene demonstrates that infant saccadic behavior is also driven
by a gravitation towards novel information in the environment— and this
influence occurs at the very short time-scales over which saccades occur.

23.434 Attachment Style Influences Saccades Jessica A. Max-
well!(jessica.maxwell@mail.utoronto.ca), J. Eric T. Taylor!, Jay Pratt!,
Penelope Lockwood!; *University of Toronto

The present research examined how attachment style (whether one seeks
or avoids closeness in relationships) affects saccadic latency away from
faces displaying emotion. Research on attachment shows that high anxi-
ety individuals are particularly attuned to negative emotional stimuli,
whereas those high in avoidance often disengage from emotional stimuli
(e.g. Mikulincer et al., 2000). However, there has been mixed evidence as
to whether individuals high in avoidance automatically attend less to emo-
tional stimuli, and whether they are particularly less sensitive to positive
emotions (e.g. Fraley et al., 2006; Dewitte et al., 2007; Vrtic'ka et al., 2008),
as positive emotions may convey intimacy cues that individuals high in
avoidance seek to avoid. Further, it remains unclear whether such differ-
ences affect other systems that are sensitive to emotion stimuli, such as
the oculomotor system. Subjects were presented with a face displaying
either fear, happiness or a neutral expression, or a non-face (oval object)
control, and made speeded saccades toward a peripheral target. Results
indicate that, as predicted, individuals high in attachment anxiety made
quicker saccades following all emotion faces, relative to those lower in
attachment anxiety, and relative to control trials. Conversely, individuals
with low and high avoidance differed only saccadic latency from happy
faces, such that those high in avoidance were slower to respond. Within
the non-face control condition, we did not observe differences based on
attachment style, suggesting that the attachment differences in saccadic
reaction times did not generalize to non-face stimuli. Taken together,
these results suggest that attachment style produces differential saccadic
latencies to various emotions, consistent with attachment theory predic-
tions. This suggests that even at such an automatic level of responding,
those high in attachment anxiety are hypersensitive to emotional stimuli,
whereas those high in avoidance are hyposensitive to positive emotions.

23.435 The sensory identification of word centers during reading:

A Bayesian model André Kriigel!(kruegel@uni-potsdam.de), Ralf Engbert!;
!Department of Psychology, University of Potsdam

Human interactions with the environment require movements towards
spatially extended objects. For many situations there would be good rea-
sons to aim at object centers in order to maximize the probability to hit
the target. For example, saccadic eye movements during reading aim at
word centers. However, it is unclear how word centers are localized by the
visual system. Furthermore, it has been demonstrated that the computa-
tion of the word center during reading is modulated by the distance of the
target word from the launch site (McConkie et al., 1988, Vision Res) and by
skipped words (Kriigel & Engbert, 2010, Vision Res). We present a Bayes-
ian model of saccade planning, which makes explicit assumptions about
the visual processes that translate the spatially distributed information

provided by a peripheral target word into an estimate of the word center.
We assume that the word center is computed from sensory measurements
of inter-word spaces and that the sensory information is integrated with
a-priori knowledge according to Bayes’ rule. Based on a large corpus of
eye-movement recording from a normal reading task we demonstrate that
our model simultaneously accounts for the effects of saccades’ launch-site
distance and saccade type during reading. Our oculomotor modelling
framework is important for current models of saccade generation in read-
ing and other visual-cognitive paradigms like search and scene perception.

Acknowledgement: This work was supported by the European Science Foundation
(ESF, Grant 05_ECRP_FP_006) and by the Deutsche Forschungsgemeinschaft
(DFG, EN 471/4-2).

23.436 Effects of perceptual expertise in detecting letter transpo-
sitions on QWERTY keyboards Carl M. Mann!(carl. mann@soton.ac.uk),
Valerie Benson?, Nick Donnelly?; 'University of Southampton

The role of expertise in visual search has largely been explored using medi-
cal images. Typically radiographers search for anomalies in human anatom-
ical structures. In medical imaging, targets are often ambiguous, generating
high levels of misses/false alarms. Expertise is also restricted to a specific
sub group making experimentation challenging. Together, these conditions
make the study of perceptual expertise difficult. Here, we explore whether
visual expertise effects occur in the identification of letter transpositions
on QWERTY computer keyboards in an eye-movement study. Standard
QWERTY keyboards follow a structure defined by convention that allows
for simple manipulations in layout. By transposing letters we created a set
of keyboards, where deviations from the normal arrangement could be
graded as low, medium or high. Expertise was determined by performance
on a typing speed test. Experts were defined as typing at or more than 60
words per minute and novices were defined as typing at 50 words per
minute or less. Participants performed a go/no-go normal/manipulated
keyboard decision task responding only when manipulated keyboards
were presented. We recorded behavioural response time and accuracy
measures in addition to eye movements. The results showed experts and
novices to be different in accuracy but not response time. Crucially, experts
were faster to detect manipulated regions than novices, a difference that
increased with extent of manipulation. Additionally, experts spent less veri-
fication time fixating the transpositions themselves. We suggest that experts
can use gist to detect deviations from the standard QWERTY keyboard
arrangement. While a novel finding in its own right, this finding mimics
other effects of perceptual expertise reported in the literature. Demon-
strating effects of perceptual expertise in this stimulus domain allows
future studies to more readily parameterize effects of perceptual expertise.

23.437 Eye Movements of Dry Eye (DE) Patients During Reading.
William Ridder, IIT*(wridder@ketchum.edu), Eric Borsting?!, Pat Yoshinaga®,
Hoang Vy Ha!, Stephen Ridder?; 'Southern California College of Optometry at
Marshall B. Ketchum University

Introduction: A recent epidemiological study indicated that DE patients
report that reading is a difficult task (odds ratio 3.64, p <0.0001). In addi-
tion, studies have demonstrated that DE patients read slower than normal
controls. However, there are no reported studies that have monitored eye
movements of DE patients while they read. The purpose of this study was
to investigate if specific eye movement parameters are altered during read-
ing in DE patients. Methods: Seventeen subjects took part in this study (10
DE (age 63.2 + 6.16) and 7 normal controls (age 61.3 £ 7.01)). All subjects
had a complete eye exam with DE work up. DE patients had both subjective
and objective signs of a DE in compliance with the recommendations of the
2007 International Dry Eye Workshop. The Tobii TX300 Eye Tracker mon-
itored eye movements (saccades, fixations, regressions, and blinks) during
reading. The Wilkins Rate of Reading Test was used to determine reading
rate. Results: There were no significant differences between DE patients
and normal controls for saccade amplitude, saccade velocity, fixation time,
number of saccades or fixations, or number of regressions (all p values >
0.05). The reading rates were also not different between the groups (DE =
152.6 +13.4 wpm, Control =159 + 13.2 wpm, p = 0.34). The DE patients had
more total blinks (DE = 21.0 + 8.18, Control = 5.29 + 2.69, p <0.001) and a
shorter inter-blink interval (DE = 3.3 + 2.04 sec, Control = 14.9 + 8.54 sec,
p = 0.013) than the normal controls. Conclusions: The increased number
of blinks and the shorter inter-blink interval while reading may result
in a slower reading rate and a greater difficulty reading for DE subjects.
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23.438 Using RSVP and Eye Movement Recording to Determine
Usefulness of Information Content Definitions as Predictor for
Reading Speed Yannik T. H. Schelske!(y_schels@cs.uni-kl.de), Tandra
Ghose?, Thomas M. Breuel?; !Department of Computer Science, University of
Kaiserslautern, Germany, ?Department of Psychology, University of Kaiserslautern,
Germany

It is well established that reading speed is affected by the information-con-
tent of words (Rayner et. al). There exist many different definitions of infor-
mation-content. We used the normal and the maximal reading speed for a
given sentence as measures to determine the usefulness of different infor-
mation-content definitions. The normal reading speed of a participant was
determined by recording the eye movements during a self-paced reading
task (reading speed was actively controlled by the participant), the maxi-
mal reading speed of a participant was determined by adjusting the dis-
play duration of words in a staircase-based rapid serial visual presentation
(RSVP) task (reading speed was passively controlled by the experimenter).
The information-content of the words in the sentences were determined
in multiple ways, namely based on transitional probability (McDonald &
Shillcock, 2003) calculated from the British National Corpus (BNC), based
on contextual predictability calculated from a cloze task (Frisson, Rayner
& Pickering, 2005) and based on different n-gram probabilities calculated
from the Google Books Corpus (GBC). We found that the eye movements in
the self-paced reading task, indicative for the normal reading speed of the
subject, were best predicted by information-content definitions which were
based on contextual probability (i.e. broad semantic relationship between
target word and the whole of the sentence), and that in contrast, display
durations in the RSVP task, were best predicted by information-content
definitions based on n-gram probabilities (i.e. narrow syntactical relation-
ship between target word and a small word neighborhood). Our interpre-
tation of these findings is that for early stages in the visual recognition
process of words more simple characteristics (namely n-gram probabili-
ties) are exploited whereas more complex characteristics namely contex-
tual probability are later accessed to facilitate the recognition. We therefore
suggest choosing the appropriate information-content definition to help
understand the limitations of the reading process at different stages better.

Acknowledgement: This work was funded by a Marie Curie grant (CIG#293901)
from the European Union awarded to TG.

23.439 Predicting Visual Awareness by Looking into Eye Fixations
Chengyao Shen'*(scyscyao@gmail.com), Danyang Kong?, Shuo Wang?, Qi
Zhao*; 'NUS Graduate School for Integrative Science and Engineering (NGS),
2Cognitive Neuroscience Laboratory, Duke-NUS Graduate Medical School, 3Com-
putation and Neural Systems, California Institute of Technology, “Department of
Electrical Computer Engineering, National University of Singapore

Despite the great popularity and convenience of eye tracking experiments,
a well-known problem is its limited power in reading the internal mental
status. For example, the raw fixation data do not tell whether the user is
aware of the contents where fixations landed. Most studies simply assumed
that what is “fixated” is what is “seen”, which is not always true. To pre-
dict visual awareness, here we zoomed in each fixation in a visual search
task and built a model to predict user awareness in a fixation-by-fixation
basis. We first conducted a visual search task where 20 visual search arrays
containing separate objects were designed and eye movement data from 11
subjects were collected. The visual search paradigm provided the ground
truth of visual awareness (based on whether subjects pressed the key to
indicate target detection) for learning a prediction model. We then extracted
a number of eye fixation features including previous and current fixation
duration, normalized pupil size, fixation spatial density, microsaccade
number, and previous saccade magnitude. These features were fed into a
linear Support Vector Machine (SVM) to predict user awareness of target
detection. After cross validation, we obtained accuracy levels of 92.2% for
non-recognized fixations on target and 86.5% for recognized fixations on
target. SVM also identifies the most important features in the prediction
as fixation spatial density, current fixation duration, and previous saccade
magnitude. The results show that the proposed eye fixation features and
the machine learning technique can predict visual awareness in a high con-
fidence level. The effective prediction of visual awareness suggests that eye
fixations contain rich information and is useful in revealing cognitive status.

Eye movements: Fixational
Saturday, May 17, 8:30 am - 12:30 pm
Poster Session, Banyan Breezeway

23.440 Microsaccades scan highly informative image areas
Michael McCamy??(mike.mccamy@gmail.com), Jorge Otero-Millan'?,
Leandro Luigi Di Stasi'*, Stephen Macknik!®, Susana Martinez-Conde?;
!Department of Neurobiology, Barrow Neurological Institute, Phoenix, AZ, USA,
2School of Mathematical and Statistical Sciences, Arizona State University, Tempe,
AZ, USA, 3Department of Signal Theory and Communications, University of Vigo,
Vigo, Spain, “Mind, Brain, and Behavior Research Center (CIMCYC), University

of Granada, Granada, Spain, °Department of Neurosurgery, Barrow Neurological
Institute, Phoenix, AZ, USA

The visual systemis constrained by limitations thatchallenge the efficientand
unambiguous encoding of commonly encountered signals. To understand
how human vision overcomes these hurdles, we must consider its sampling
method (top-down and bottom-up guided saccades and fixations) as well
as the statistics of the visual environment. Previous studies have shown that
image statistics can influence fixation locations, but their effects on the pro-
duction of microsaccades during fixation are unknown. Indeed, no research
has shown a role of microsaccades in information acquisition during visual
scanning. Microsaccade production and information acquisition could be
linked in a variety of ways: 1) Microsaccades may sample image regions
where information content is high. If so, more informative regions should
trigger higher microsaccade rates than less informative regions; 2) Micro-
saccades may instead extract information from image regions where infor-
mation content is low. If so, less informative regions should trigger higher
microsaccade rates; 3) Microsaccades may not be related to information
acquisition, in which case microsaccade rates should be equivalent in more
and less informative regions. To determine which possibility is correct, we
must first specify more versus less informative image regions. We defined
more versus less informative regions in terms of fixation consistency across
observers, so as to account for both bottom-up and top-down influences
on image exploration. We then compared the characteristics of fixations in
more versus less informative regions. We also analyzed the classical sta-
tistics of image patches around fixations as a function of informativeness
and microsaccade production. Viewers generated more microsaccades and
fixated for longer periods on more informative image regions. Such regions
were less redundant in terms of their contrast, entropy, and correlation.
Further, microsaccade production was not fully explained by fixation dura-
tion, suggesting that the visual system specifically employs microsaccades
to heighten information acquisition from highly informative image regions.

Acknowledgement: National Science Foundation (Awards 0852636 and 1153786
to SM-C)

23.441 Influence of Microsaccades on Contrast Sensitivity:
Theoretical Analysis and Experimental Results Naghmeh Mostofi'(n-
mostofi@bu.edu), Marco Boi!, Michele Rucci'?; 'Department of Psychology,

Boston University, Boston, MA 02215, 2Graduate Program in Neuroscience,
Boston University, Boston, MA 02215

The visual functions of microsaccades have been the subject of intense
debates. We have recently shown that microsaccades precisely relocate
the preferred retinal locus according to the task demands (Ko et al., 2010),
bringing the stimulus on the most suited retinal region within the foveola
(Poletti et al., 2013). However, it has long been questioned whether tem-
poral transients caused by microsaccades are also beneficial. To address
this question, we first conducted time-frequency analyses of the retinal
input relative to the occurrence of microsaccades. We show that micro-
saccades contribute slightly more temporal power than ocular drift (the
incessant intersaccadic eye movement) for stimuli below 10 cycles/deg
suggesting a potential benefit in the low-frequency range. We then mea-
sured the influences of microsaccades on contrast sensitivity in a 2AFC
experiment in which subjects reported the orientation (+45°) of a Gabor
stimulus at either 0.8 or 10 cycles/deg. We show that, in agreement with
theoretical predictions, contrast sensitivity slightly improved in the trials
with one or more microsaccades compared to drift-only trials. As pre-
dicted, this effect was limited to the low spatial frequency stimulus. No
benefit of microsaccades on contrast sensitivity was observed with a 10
cycles/deg grating. In both cases, however, all subjects exhibited a sub-
stantial suppression of microsaccades (approximately 70%) during the
period of stimulus presentation. This suppression was also present with
the low spatial frequency grating, in spite of the small perceptual benefit
of microsaccades. In sum, our theoretical and experimental results show
that, even though microsaccadic transients slightly improve sensitivity
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to low spatial frequencies, observers do not normally take advantage of
them. This behavior makes sense with the localized stimuli of natural envi-
ronment, where the detrimental consequences of bringing the preferred
fixation locus away from the region of interest would outweigh the small
perceptual benefit resulting from microsaccade temporal modulations.

Acknowledgement: National Institutes of Health Grant EY18363, National Science
Foundation Grant BCS 1127216 and National Institutes of Health grant NIH
1R90DA033460-01.

23.442 The characteristics of microsaccadic eye movements varied
with the change of strategy in a match-to-sample task. Claudio
Simoncini'(claudio.simoncini@univ-amu.fr), Anna Montagnini!, Laurent U.
Perrinet!, Guillaume S. Masson!; !Institute de Neuroscience de la Timone,
CNRS & Universite Aix-Marseille

Under natural viewing conditions, large eye movements are interspace by
small eye movements (microsaccade). Recent works have shown that these
two kinds of eye movements are generate by the same oculomotor mecha-
nisms (Goffart et al., 2012) and are driven from the same visual information
(Simoncini et al., VSS 2012 abstract). These results seem to demonstrate that
microsaccade and saccade represent a continuum of the same ocular move-
ment. However, if the role played in vision perception by large saccades
is clearly identified, the role of the microsaccade is not clearly defined. In
order to investigate the role of microsaccade, we measured pattern dis-
crimination performance using an ABX match-to-sample task during the
presentation of 1/f natural statistics texture where we varied the spatial
frequency contents. We compared perceptual performance with eye move-
ments recorded during the task. We found that the rate of microsaccadic
movements changed as a function of the subjects task strategy. In partic-
ular, in the trials where the perception of the difference between the stim-
uli was simple (low spatial frequency) the subjects used the information
provided by all the stimuli to do the task and the microsaccadic rate for
all the stimuli (ABX) was the same. However, when the perception of the
difference between the stimuli was harder (for instance for high spatial
frequency), the subjects rather used the information provided by the last
two stimuli only and the microsaccadic rate for the image BX increased
respect at the image A. These results demonstrate that microsaccadic eye
movements also play a role during the analysis of the visual scene and that
such experiments can help decipher their participation to perception of the
scene. Goffart L., Hafed Z.M., Krauzlis R.J. 2012. Visual fixation as equi-
librium: evidence from superior colliculus inactivation. (31) 10627-10636.

23.443 Spatial Distribution of Slow Involuntary Fixational Eye
Movements is Related to the Occurrence of Microsaccades and
Their Shapes Debashis Sen'(dsen.soc.nus@gmail.com), Chengyao Shen??,
Mohan Kankanhalli!, Zhi Yang? Qi Zhao?; 'School of Computing, National
University of Singapore, ?Department of Electrical and Computer Engineering,
National University of Singapore, SNUS Graduate School for Integrative Science
and Engineering

During fixations, involuntary miniature fixational eye movements (FEMs)
are generated which include microsaccades (fast FEMs), drifts and trem-
ors (slow FEMs), with the slow FEMs occurring between microsaccades.
Here we examined the relationship between microsaccades and their tem-
porally-neighboring slow FEMs. We first examined how the spatial distri-
butions of the slow FEMs relate to the occurrence of microsaccades. Fur-
ther, we investigated how they are related to the shapes of microsaccades.
We define a microsaccade’s shape as the ratio (R) of its path length to the
spatial distance it covers, with a larger R indicating less linearity. In the
experiment, subjects were instructed to fixate at a randomly positioned dot
(0.26°) and press any key on its disappearance, during which an irrelevant
cue (1°) appeared around the dot for two seconds. The cue contained lumi-
nance, equiluminant color, or luminance+color contrasts. From the FEMs
during the cue onset, we measured variance of three types of sampled slow
FEM cluster: (1) cluster of those preceding a microsaccade, (2) cluster of
those when no microsaccade occurs, and (3) cluster of those preceding and
succeeding a microsaccade combined together. We find that the variance
of the cluster when no microsaccade occurs is statistically larger (p<.001)
than that preceding a microsaccade, suggesting that the extent of spatial
area covered by slow FEMs preceding a microsaccade is employed by the
mechanism that generates microsaccades. Furthermore, for a microsaccade
with a larger R (mostly nonlinear overshoot burst followed by returning
movement), the variance of the cluster combining slow FEMs just before
and after it, is statistically smaller (p<.001). Therefore, microsaccades with
larger R are more likely to occur for fixation correction, as such an intention
should lead to a smaller variance of the combined cluster. Microsaccades
with smaller R occur most likely for other purposes, such as sampling.

23.444 Characteristics of square-wave jerks in the macaque
monkey Francisco Costela!?(francisco.costela@gmail.com), Jorge Otero-Mil-
lan'®, Michael McCamy!, Stephen Macknik!#, Xoana Troncoso®, Ali
Najafian’, Susana Martinez!; !Department of Neurobiology, Barrow Neurological
Institute, Phoenix, AZ, USA, ?Interdisciplinary PhD Program in Neuroscience,
Arizona State University, Tempe, AZ, USA, 3Department of Signal Theory and Com-
munications, University of Vigo, Vigo, Spain, “Department of Neurosurgery, Barrow
Neurological Institute, Phoenix, AZ, USA, °Division of Biology, California Institute
of Technology, Pasadena, CA, USA

Saccadic intrusions, predominantly horizontal saccades that interrupt
accurate fixation, include square-wave jerks (SWJs; the most common type
of saccadic intrusion), which consist of an initial saccade away from the
fixation target followed, after a short delay, by a “return saccade” that
brings the eye back onto target. SWJs are present in most human sub-
jects, but are prominent by their increased frequency and size in certain
parkinsonian disorders and in recessive, hereditary spinocerebellar atax-
ias. Here we set out to determine the characteristics of SWJs in normal
rhesus macaques during attempted fixation. We found that primate and
human SW]s shared comparable features overall, but the likelihood of a
given saccade being part of a SW] was lower for primates than for humans

23.445 Hypobaric hypoxia increases intersaccadic drift veloc-

ity Leandro L. Di Stasi'23(distasi@ugr.es), Ratl Cabestrero?, Michael B.
McCamy?, Francisco Rios®, Andrés Catena®, Pilar Quir6s®, Jose A. Lopez®,
Carolina Saez®, Stephen L. Macknik”!, Susana Martinez-Conde!; !Depart-
ment of Neurobiology, Barrow Neurological Institute, Phoenix, AZ, USA., 2Cognitive
Ergonomics Group, Mind, Brain, and Behavior Research Center (CIMCYC). Uni-
versity of Granada, Granada, Spain., 3Joint Center University of Granada - Spanish
Army Training and Doctrine Command, Spain., “National University of Distance
Education, Madrid, Spain., Spanish Defence Aero-medical Center (C.I.M.A.),
Madrid, Spain., ®Learning, Emotion, and Decision Group. Mind, Brain, and Behav-
ior Research Center (CIMCYC). University of Granada, Granada, Spain., ’Depart-
ment of Neurosurgery, Barrow Neurological Institute, Phoenix, AZ, USA.

Hypoxia, defined as decreased availability of oxygen in the body’s tis-
sues, can lead to dyspnea, rapid pulse, syncope, visual dysfunction,
mental disturbances such as delirium or euphoria, and even death. It
is considered to be one of the most serious hazards during flight. Thus,
early and objective detection of the physiological effects of hypoxia is
critical to prevent catastrophes in civil and military aviation. The few
studies that have addressed the effects of hypoxia on objective oculomo-
tor metrics have had inconsistent results, however. Thus, the question of
whether hypoxia modulates eye movement behavior remains open. Here
we examined the effects of short-term hypobaric hypoxia on the velocity
of saccadic eye movements and intersaccadic drift of Spanish Air Force
pilots and flight engineers, compared to a control group that did not expe-
rience hypoxia. Saccadic velocity decreased with time-on-duty in both
groups, in correlation with subjective fatigue. Intersaccadic drift veloc-
ity increased in the hypoxia group only, suggesting that acute hypoxia
diminishes eye stability, independently of fatigue. Our results suggest that
intersaccadic-drift velocity could serve as a biomarker of acute hypoxia.
These findings may also contribute to our understanding of the relation-
ship between hypoxia episodes and central nervous system impairments.

Acknowledgement: This study was supported by the Barrow Neurological
Foundation (Awards to S.M.-C. and S.L.M.), the National Science Foundation
(Awards 0852636 and 1153786 to S.M.-C), the Spanish Ministry of Economy
and Finance (Project PSI2012-39292 to A.C.), the National Distance Education
University (Award to PQ and R.C.) and the MEC-Fulbright Postdoctoral Fellowship
program (Grant PS-2010-0667 to L.L.D.S.).

23.446 Fixation strategies revealed by the retinal imaging Girish
Kumar!(girish.kumar@berkeley.edu), Susana Chung'?; 'School of Optometry,
University of California, Berkeley, ?Vision Science Graduate Program, University of
California Berkeley

It is well known that the resolving power of the retina is not uniform.
Visual acuity is highest at the fovea and decreases at greater eccentrici-
ties. It is possible that normal subjects would use different locations on the
retina to fixate at targets that have different resolution requirements, rather
than always fixating using the retinal locus with the highest resolution. To
test this hypothesis, we recorded the fixation behavior of 4 subjects using
a Scanning Laser Ophthalmoscope (SLO) while simultaneously presenting
fixation targets. This experimental setup allows us to determine the pre-
cise retinal location of the stimulus. We used two different types of stimuli:
square dots that were 4, 8 and 16 arc minutes in size as well as letters that
were 10, 20 and 40 arc minutes in height. Letters were presented singly or in
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groups of three (trigrams) or five (pentagrams) and were rendered using the
Sloan font set. Subjects were instructed to fixate at the center of the target
(square, single letter, trigram, pentagram) which was presented randomly
within the 100 SLO imaging raster for 10 seconds. All sizes for each stimu-
lus type were repeated 3 times. Videos of the subject’s retina during each
trial were recorded and eye movements were extracted from these videos
using a cross-correlation technique. The fixation variability (measured
using Bivariate Contour Ellipse Area (BCEA)) and retinal locus of fixation
were calculated from the extracted fixation eye movements and compared
across subjects. Fixation variability ranged from 0.04 to 0.76 deg2 across
the different fixation conditions. Analysis of Variance did not reveal any
significant statistical differences between conditions. Our results lead us to
infer that for the range of stimulus sizes used in our study, normal subjects
do not adopt different fixation strategies based on resolution requirements.

Acknowledgement: NIH Grant RO1-EY012810

23.447 Non-Foveating Saccades and Fixations Helga Mazyar'(ma-
zyar@usc.edu), Bosco Tjan'?; 'Neuroscience Graduate Program, University of
Southern California, Los Angeles, 2Department of Psychology, University of South-
ern California, Los Angeles

The human oculomotor system makes saccades to bring objects of inter-
est to the fovea. Losing foveal vision often leads to the adoption of a pre-
ferred retinal locus (PRL) for fixations, with saccades re-referenced to it.
Factors underlying the development of a PRL are not well understood.
We test the hypothesis that gaze control for saccades and fixation with-
out a fovea is achieved through a minimum modification to the exist-
ing oculomotor plan. Using a gaze-contingent display, we asked nor-
mally sighted subjects to move a green ring, 6° in radius and centered at
the fovea, to make contact with a small disc that appeared at a random
location on the display in each trial. The subject had to maintain contact
between the ring and the disc for 500 ms before the disc was dismissed
and a new trial began. The inside of the ring was opaque to simulate a
central scotoma. Four of the five subjects consistently used only a small
region of the ring to make contact, even when the target disc was closer to
another point on the ring. This development of a PRL was spontaneous and
fast (<3 hrs, over a course of few days). Furthermore, the same PRL was
retained several days after the experiment when the subjects were asked
to “look at” a jumping target with a simulated central scotoma. In contrast,
when the same subjects performed the task using a mouse to control the
ring, they generally used the point on the ring closest to the target disc
to make contact. Hence, while hand movements followed the shortest-dis-
tance strategy, eye movements opted for a fixed point and developed a
PRL. It appears that the oculomotor system is highly constrained and
can only adopt a constant offset to its existing motor plans for foveation.

Acknowledgement: NIH EYO17707

23.448 Investigating task-dependent and stimulus-driven mecha-
nisms of fixational saccades when detecting or discriminating a

stimulus Sara Spotorno!(sara.spotorno@univ-amu.fr), Anna Montagnini';
!Institut de Neuroscience de la Timone, CNRS and Aix-Marseille University, France

Previous studies have indicated that fixational saccades are influenced
by the spatial frequency content of the stimulus (Simoncini et al., 2012),
enhance processing of stimuli of high spatial frequency (Rucci et al., 2007)
and may be modulated in order to improve performance in high-acuity
tasks (Ko et al., 2010). We further investigated the adaptive nature of fix-
ational saccades in human observers in two classical psychophysical tasks
with a two-interval forced choice paradigm. The first task required detec-
tion of a vertical or tilted grating characterised by one of three spatial fre-
quencies, one of four contrasts and embedded in pink or white noise (with
high or low contrast). The second task required frequency discrimination
between two high-contrast tilted gratings in high-contrast or low-con-
trast pink noise. Findings revealed that the pattern of fixational saccades
was participant-specific. Saccadic amplitude varied slightly between fre-
quencies, but was similar between tasks and display types (gratings with
noise vs. noise-only in the detection task, reference vs. test in the discrim-
ination task). However, in both tasks, smaller amplitude and fewer sac-
cades were found in low-noise than in high-noise displays. This effect was
enhanced when detecting low-contrast gratings. In the detection task sac-
cadic amplitude was also reduced with high-contrast gratings compared
to low-contrast gratings, but only with high-noise. These findings indi-
cate that saccadic amplitude was inversely correlated with the degree of
stimulus visibility. Grating orientation did not affect saccade direction in
either task. Moreover, no consistent differences in saccade amplitude and
saccade number were observed depending on performance accuracy. Over-
all, our results challenge the idea that fixational saccades can generally be

modulated adaptively by either task-dependent mechanisms or by stimu-
lus-driven mechanisms related to the frequency spectrum of the stimulus.
They suggest instead that idiosyncratic factors, task context and stimulus
visibility can have an importance that has been previously underestimated.

Acknowledgement: French ANR grant ANR-2010-blanc-1432-01 (Visafix) EU
grant BrainScales (IST-FET-2011-269921)
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23.501 Increasing extent of category selectivity with increasing
power. Joseph Arizpe!?(arizpej@mail.nih.gov), Dwight Kravitz!?, Emily
Bilger!'#, Chris Baker!; !Laboratory of Brain and Cognition, NIMH, NIH, 2Institute
of Cognitive Neuroscience, University College London, 3Psychology Department,
Columbian College of Arts and Sciences, The George Washington University,
4Cooper Medical School, Rowan University

Functional localization of visual category-selective brain regions (e.g.
face-selective FFA, scene-selective PPA, object-selective LOC) with fMRI
has suggested the existence of discrete, functionally distinct regions of
cortex, easily identifiable with single five-minute scans. These regions are
implicitly assumed to have sharp boundaries and increasing resolution
could potentially increase the precision of these boundaries. We inves-
tigated the distribution and number of scene-, object-, and face-selective
voxels throughout cortex within individual subjects across a range of
resolutions (1.2, 1.6, 2 and 3 mm isotropic voxels) at both 3T and 7T. To
maximize power we used multiple five-minute localizer runs (up to 16
per subject per resolution). If such regions are discrete, then the number
of selective voxels identified should asymptote with increasing power.
However, we found that the number of selective voxels increased almost
linearly as a function of number of localizer runs, regardless of the cate-
gories used, for both 3T and 7T and for both smoothed and unsmoothed
data. With high power, the face- and scene-selective voxels appear to form
two parallel streams emerging from central and peripheral early visual
cortex, respectively. At high resolution at 7T, where medial-temporal lobe
susceptibility artifacts are minimized, these streams extend into the ante-
rior temporal lobe where scene selectivity terminates in the rhinal cortices
and face selectivity in more lateral aspects of the anterior temporal lobe.
Within these streams there are peaks of selectivity that may co-localize
with large draining vessels. Thus, the relative strength and topography
of category selectivity across the streams may be driven in part by vascu-
lar anatomy and not just cortical specialization. These findings highlight
limitations of using contrasts to investigate the topography of selectivity,
emphasize the difficulty of interpreting null results in fMRI, and argue
for richer descriptions of the type of processing across cortical regions.

Acknowledgement: NIMH Intramural Research Training Award

23.502 Representations of individual faces in the right anterior
temporal lobe are invariant across different partial views of faces.
Stefano Anzellotti'?(anzellot@fas.harvard.edu), Alfonso Caramazza'?;
!Department of Psychology, Harvard University, 2Center for Mind/Bran Sciences,
University of Trento

Recognizing the identity of a face is computationally challenging - it
requires performing subtle distinctions between different individual
faces while achieving invariance across identity-irrelevant differences
between images. Previous human fMRI studies have found information
about individual faces with invariance across changes in viewpoint in the
right anterior temporal lobe and in occipitotemporal cortex. It remains
unclear, however, whether face representations in these regions differ in
terms of their invariance across identity-irrelevant differences between
images. To address this question, we investigated the invariance of rep-
resentations of individual faces generalizing across different face parts. In
a behavioral training session, participants were trained to recognize three
individual faces. On the following day, they took part in an fMRI exper-
iment in which they were asked to recognize the identity of those faces
when seeing images of the whole face or images of half of the face (left,
right, upper, lower). Information about face identity with invariance across
changes in the face half was individuated only in the right anterior tem-
poral lobe. This finding points to the right anterior temporal lobe as the
most plausible candidate region for the representation of face identity.
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23.503 Exploring the functional organization of the superior tem-
poral sulcus with a broad set of naturalistic stimuli Ben Deen!(b-

deen@mit.edu), Nancy Kanwisher!, Rebecca Saxe!; !Department of Brain and
Cognitive Sciences and McGovern Institute for Brain Research, MIT

The superior temporal sulcus (STS) has been identified as a critical region
for social perception. Prior experiments have used targeted contrasts (e.g.,
faces versus objects or human motion versus object motion) to investi-
gate the functional organization of the STS. However, the space of visual
social stimuli is very broad, and experiments intended to isolate a single
feature may miss other dimensions of relevance to the STS. Additionally,
while most prior work on the STS has focused on responses of individual
voxels or regions of interest, recent fMRI studies in other domains have
demonstrated that multivoxel patterns of activity often carry more infor-
mation than mean responses alone. In the present study, we measured STS
responses to 282 dynamic social stimuli (3s-long film clips depicting humans
acting and interacting), and related responses and patterns to a number of
continuous social dimensions. These dimensions included various types
of biological motion (head, hand, eye, and leg motion), the presence of
talking, presence of a social interaction, strength of emotions depicted, and
emotional valence, with several low-level visual properties (luminance,
contrast, and motion) included as controls. Patterns in a common poste-
rior STS region explained unique variance in a number of social perceptual
dimensions, including presence of biological motion, the presence of inter-
actions and talking, and strength of emotions. Additionally, the presence of
talking was predicted by patterns in multiple regions along the full length
of the STS. Across the board, using patterns instead of mean responses
improved sensitivity in predicting stimulus features. These results indicate
that the pSTS plays a varied role in social perception, with response pat-
terns in this region relating to a number of distinct stimulus dimensions.

Acknowledgement: NSF (CCF-1231216), Ellison Medical Foundation, David and
Lucile Packard Foundation

23.505 A single mechanism of temporal integration unites neural
adaptation and norm-based coding Marcelo Gomes Mattar!(mattar@
sas.upenn.edu), David Alexander Kahn?, Geoffrey Karl Aguirre?; 'Depart-

ment of Psychology, University of Pennsylvania, Philadelphia, PA, USA, 2Depart-
ment of Neurology, University of Pennsylvania, Philadelphia, PA, USA

What information is encoded in a cortical visual representation? That
visual representations are distributed across the ventral temporal cortex
is well established. fMRI adaptation studies demonstrate these neural
codes are modulated by the perceptual similarity of sequential stimuli.
Studies investigating prototype-based coding effects propose that neural
responses are proportional to distinctiveness from a central reference, or
prototype. In existing fMRI work, these two effects are considered inde-
pendently. Here, we propose that these two effects arise as a consequence
of a single mechanism of coding based upon temporal integration over
recent stimulus history. Using a carry-over fMRI design, we show signif-
icant neural adaptation and prototype-based coding effects in a face-re-
sponsive region of interest in the right fusiform gyrus when effects are
modeled discretely. By considering these effects as extremes of a single
drifting norm model, we find that visual representations tend to encode
identity in terms of intermediate stimulus history. Looking beyond the
region of interest, we demonstrate that the effect of temporal context
varies smoothly across the cortex, with the modulatory effect of recent
visual history extending further back in time in a posterior to anterior
fashion along the right ventral temporal cortex. These findings reframe
two branches of the visual representation literature in terms of a unified
encoding model. Importantly, this finding offers a perspective on the corti-
cal topology of visual identity representations. We discuss these advances
in terms of prior work related to the temporal qualities of visual stimuli.

Acknowledgement: This work was supported by a Burroughs Wellcome Career
Development Award to GKA and NIH RO1 EY021717-01.

23.506 Using Functional Magnetic Resonance Imaging to Explore
the Flashed Face Distortion Effect Tanya Wen'(golden_snitchOl@

yahoo.com), Chun-Chia Kung!; 'Department of Psychology, National Cheng
Kung University

The Flashed Face Distortion (FFD) is a recently discovered illusion, that
after a while of viewing, the faces become distorted and alien-like. The FFD
is displayed by presenting a sequence of eye-aligned faces at a steady pace
in the peripheral vision of the observer. This study uses fMRI to explore
the changes in the human brain when perceiving different strengths of
this illusion. Behaviorally, FFD strength was found to be influenced by
the number of faces per sequence when the number was small. In this
experiment, four levels of manipulations were conducted: 1) one fixed face

changing only illumination, 2) two alternating faces, 3) a sequence of three
faces cycling repeatedly, and 4) a sequence of non-repeated faces. The four
conditions were presented in pseudo-randomized blocks, followed by a
rating phase where participants subjectively rated the magnitude of the
perceived distortion on a four-point scale. In addition to the main exper-
iment, localizers were performed to identify face-selective areas including
the FFA, OFA, and STS in the right hemisphere, and retinotopic mapping
allowed demarcation of visual areas V1~V4, which were later overlapped
with FFD task-driven activation. Within these ROIs, the BOLD signals were
compared across the four FFD conditions and correlated with subjects’ FFD
ratings. Multiple regression analysis, including the rating of FFD strength
and a dummy variable for subject, revealed significant regression of per-
ceived FFD strength on the PSC in these ROls. This regression also entered
whole-brain voxelwise analysis, which additionally revealed non-visual
areas, including the precuneus, posterior cingulate, bilateral insular corti-
ces, and inferior parietal lobules (IPL) negatively correlate with perceptual
FFD strength. Taken together, these results suggest that the brain network
consisting of the early visual cortex, higher level face-selective areas, as
well as fronto-parietal areas are involved in modulating the FFD illusion.

Acknowledgement: National Science Council undergraduate research grant
102-2815-C-006-016-H

23.507 Probing the representation of face and object orientation
in human ventral visual cortex Fernando Ramirez!2(fernando.ramirez@
bcen-berlin.de), Carsten Allefeld!?, John-Dylan Haynes!?3; 'Bernstein Center
for Computational Neuroscience, Charite - Universitaetsmedizin Berlin, Germany,
2Berlin School of Mind and Brain, Humboldt Universitaet zu Berlin, Berlin, Ger-
many, 3Berlin Center for Advanced Neuroimaging, Charite - Universitaetsmedizin
Berlin, Germany

Freiwald and Tsao (2010) observed a qualitative difference along the
macaque ventral stream regarding neural tuning functions to face orien-
tation (rotation in-depth). Posterior patches (middle-face patches) exhib-
ited responses maximally tuned to single preferred views, antero-lateral
patches exhibited bimodal tuning functions to mirror-symmetric views,
and a maximally anterior face-patch encoded face identity regardless of
orientation. These findings provide important clues concerning how pri-
mates achieve invariant face and object recognition. Recently, experiments
combining fMRI and multivariate pattern analysis (MVPA) found face
orientation information in the human ventral stream, and some claimed
evidence of mirror-symmetric encoding in ventral areas including LO and
FFA (Axelrod and Yovel, 2012; Kietzmann et al., 2012). However, a critical
issue requiring special attention is the interpretation of MVPA results. In
particular, if diagnostic information regarding a dimension of interest is
detected, in this case, regarding face orientation, the question arises con-
cerning how that information is encoded in the measured signals, and the
relationship between such signals and underlying neural populations.
Here, we present a model-driven data-analytic approach that, under neural
clustering assumptions shown to occur in non-human primates (Wang
et al., 1996, Sato et al., 2013), provide a tool to measure mirror-symmet-
ric tuning of the neural populations presumably sampled by fMRI voxels.
Given a small number of biologically plausible parameters, we simulate
the expectancy of a family of model similarity matrices associated with a
set of experimental conditions, each defined by a concrete model param-
eter combination. Model parameters include the tuning width of assumed
neural populations, their degree of mirror-symmetry, and the strength of
the representation of various views covering a full rotation of the head.
Our data (Ramirez et al, 2010), when scrutinized with this method, do
not support mirror-symmetric tuning to face orientation in FFA. Instead
they are compatible with a monotonic code reflecting angular disparity.

Acknowledgement: Berlin School of Mind and Brain

23.508 Face configuration processing in monkey cortex Qi
Zhu'(qzhu.xy@gmail.com), Wim Vanduffel'>3; Laboratory for Neuro- and
Psychophysiology, KU Leuven, Belgium, 2Department of Radiology, Harvard Med-
ical School, Boston, Massachusetts, USA, 3A.A. Martinos Center for Biomedical
Imaging, Massachusetts General Hospital, Charlestown, Massachusetts, USA

We performed two monkey fMRI experiments to identify cortical regions
involved in face configuration processing. In experiment 1, real and sche-
matic faces (replaced face features with gray ovals) with veridical and scram-
bled configurations were created by manipulating face configurations and
features orthogonally. Mosaic-scrambled versions of all faces were used to
control for low-level differences across conditions. In experiment 2, veridi-
cal and scrambled faces were created by disassembling a composite image
(four veridical faces positioned around a fixation point) in two ways. We
either presented each full set of face features from one of the four veridical
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faces separately, or spread them over the four faces (hence showing four
different features from the four different faces). This resulted in scrambled
faces that fully controls for local low-level stimulus differences compared
to the veridical faces while destroying the veridical configurations. To fur-
ther control for different degrees of stimulus spreading and asymmetry,
we created two other conditions with face features arranged in a scrambled
configuration at each of the four positions in the initial composite images.
Finally, two additional control conditions were created with objects. Three
monkeys were scanned (3T, contrast-enhanced, 1.25 mm isotropic) while
performing a fixation task. Results of both experiments revealed a signifi-
cant face configuration effect in four face patches: bilateral ML and MF, left
AD and a prefrontal patch rPLf. Although a significant 3-way interaction
(configuration x face type x mosaic-scrambling) was found in MF, IAD and
rPLf, only IAD and rPLf showed a face configuration effect with the real, but
not schematic faces (Exp. 1). Furthermore, only ML and MF, but not IAD and
rPLf showed a significant face feature effect (Exp. 2). These suggest a unique
role of 1AD and rPLf in processing intact veridical face configurations,
but not schematic face-like configurations and face features in monkeys.

Acknowledgement: This work was supported by the Research Foundation
Flanders (G062208.10, G 083111.10, GOA56.13, G0439.12, K7148.11 and
G0719.12.), EF/05/014, GOA/10/019, and IUAP 7/11. QZ is a postdoctoral
fellow of the FWO-Flanders.

23.509 Expectations of faces and words differentially activate the
primary visual cortex Jiangang Liu'(liujg@bijtu.edu.cn), Xin Jiang', Pu
Zheng?, Kang Lee?; 'School of Computer and Information Technology, Beijing

Jiaotong University, Beijing, 100044, China., 2Dr. Eric Jackman Institute of Child
Study, University of Toronto, Toronto, Ontario, Canada

It has been well established that top-down influence plays an important
role in processing of objects with which we have high level of expertise.
One example is that expectation of visual input of faces or words facilitates
the detection of the exemplars from these categories. Recent fMRI stud-
ies revealed that responses of some category-specific regions in the ventral
occipitotemporal cortex (VOT) can be enhanced by top-down expectations
without the presence of real stimuli. However, it is unclear whether such
top-down expectations also activate the primary visual cortex differentially.
Here we manipulated the participants’ expectation of object categories (i.e.,
faces versus words) to address this question. We had two within-subject
tasks: the face task and the word task. Each task included a training period
and a testing period. For the face task, the training period included increas-
ingly noisy faces and the test period included pure-noise images. For the
word task, the training period included increasingly noisy words and the test
period included the same pure-noise images as in the face task. Participants
were misled that in the testing period 50% of the pure-noise images con-
tained faces or words respectively, and they must detect them. We trained
support vector machines (SVM) on the fMRI data scanned during the train-
ing periods of the face and word tasks and then tested the learned models
with the fMRI data from the testing periods. We found that the discriminant
accuracy was 76.57% for V1, 89.64% for V2, and 89.92% for V3~V5. In addi-
tion, in the face- and words-preferential areas of VOT (i.e., FFA and VWFA),
the accuracy was 61.36%. Our findings suggest that top-down expecta-
tions of faces or words can activate the primary visual cortex with even
greater differentiation than the face- or word-preferential areas in the VOT.

23.510 Consecutive TMS-fMRI: Remote effects of OFA disruption
on the face perception network Lily M. Solomon-Harris!(lilysh@yorku.
ca), Jennifer K.E. Steeves!; Department of Psychology and Centre for Vision
Research, York University, Toronto, Canada

The face perception system is comprised of a network of connected regions
including the middle fusiform gyrus (“fusiform face area” or FFA), the infe-
rior occipital gyrus (“occipital face area” or OFA), and the posterior part of
the superior temporal sulcus. These regions are typically active bilaterally
but may show right hemisphere dominance. The functional magnetic reso-
nance imaging (fMRI) response of the right FFA is normally attenuated for
face stimuli of the same compared to different identities, called fMR adap-
tation. Patients with prosopagnosia who are unable to visually recognize
faces and who show right OFA damage, nonetheless show face-selective
activation at the right FFA (Rossion et al., 2003; Steeves et al., 2006). How-
ever, the sensitivity to face identity is abnormal in the right FFA and does
not show the typical release from adaptation for different face identities
(Steeves et al., 2009). This indicates that in these patients, the FFA is not
differentiating face identity and suggests that an intact right OFA is integral
for face identity coding. We used offline repetitive transcranial magnetic
stimulation (TMS) to temporarily disrupt processing in the right OFA in
healthy controls. We then immediately performed fMRI to observe changes
in BOLD signal across the face network using a face adaptation paradigm.

We found that release from adaptation persisted despite right OFA dis-
ruption. Furthermore, we observed increased activity in remote face-selec-
tive regions. These results demonstrate remote effects of TMS in the face
perception network where TMS disruption at the target site may permit
connected regions in the network to utilize more of the available pro-
cessing power. Unlike patients with OFA damage, TMS disruption of the
OFA in one hemisphere appears to leave FFA response properties intact.

Acknowledgement: Natural Sciences and Engineering Research Council of Canada
(NSERC) and Canada Foundation for Innovation (CFI)

23.511 The Occipital Face Area is Causally Involved in Viewpoint
Symmetry Judgments of Faces Tim C Kietzmann!?(tkietzma@uos.de),
Sam Ling?®, Sonia Poltoratski?, Peter Konig'“, Randolph Blake?®°, Frank
Tong?; HInstitute of Cognitive Science, University of Osnabriick, 2Vanderbilt Vision
Research Center, Psychology Department, Vanderbilt University, 3Boston Univer-
sity, “Department of Neurophysiology and Pathophysiology, University Medical
Center Hamburg Eppendorf, °Department of Brain and Cognitive Sciences, Seoul
National University

Humans are highly proficient at recognizing individual faces from a wide
variety of viewpoints, but the neural substrates underlying this ability
remain unclear. Recent work suggests that viewpoint-symmetric responses
to rotated faces, found across a large network of visual areas, may consti-
tute a key computational step in achieving full viewpoint invariance. Here,
we used transcranial magnetic stimulation (TMS) to examine whether the
occipital face area (OFA) causally contributes to the perception of viewpoint
symmetry. The experiment followed a 2x2 design with TMS (repetitive vs.
sham) and task (symmetry vs. angle judgments) as experimental factors.
Subjects underwent 5 minutes of either sham stimulation or true 1Hz rTMS
to the right OFA prior to each 4-minute block of behavioral test trials. Visual
stimuli were presented ipsilateral to the site of TMS stimulation to avoid
retinotopically specific impairments. Subjects reported either which of two
consecutively presented pairs of face viewpoints was mirror-symmetric
(symmetry task) or which pair of faces had a larger angular difference (angle
task). Prior to the experiment, both tasks were titrated by an adaptive stair-
case procedure (QUEST) to achieve an average of 80% correct performance.
Compared to sham, rTMS led to a significant decrease in performance spe-
cifically for viewpoint symmetry judgments, whereas no significant differ-
ences were found for the angle task. A repeated-measures ANOVA revealed
a significant interaction effect, indicating that the effect of r-TMS over OFA
was larger for symmetry than for angle judgments. Our data provide novel
evidence for the causal involvement of OFA in the processing of viewpoint
symmetry and provide important restrictions on models of viewpoint
symmetry and face perception in general. In particular, the specific effect
on viewpoint symmetry judgments after rTMS applied to the ipsilateral
OFA provides support for proposals emphasizing the role of inter-hemi-
spheric sharing of information in the perception of viewpoint symmetry.

Acknowledgement: NIH P30-EY008126, FP7-ICT-270212 eSMCs, ERC-2010-
AdG #269716 MULTISENSE, NSF BCS-0642633, NSF BCS-1228526

23.512 What is a face? Talia Brandman'2(talli.brandman@gmail.com),
Galit Yovel'?; 'Sagol School of Neuroscience, ?School of Psychological Sciences

What is a face? According to the dictionary a face is the front part of the
head that includes the eyes, nose and mouth. To what extent this definition
is consistent with the way our mind defines a face? The highly-selective
cognitive and neural responses generated for faces, allow us to re-evaluate
this definition by applying an inductive reasoning approach. In particu-
lar, if a stimulus is visually perceived as a face and exclusively activates
face-selective neural and cognitive mechanisms, then our mind considers it
a face. Recent evidence suggests that based on this approach, faceless heads
in body context, which do not include internal facial features should be
considered faces as they generate the most established face-specific mark-
ers. This includes face detection, inversion effect, configural processing,
and face-selective neural responses. In particular, faceless heads in body
context were perceived as faces during a brief masked face detection task.
Second, they generate a face-sized inversion effect, which is specifically
associated with face-selective brain areas. Third, face-selective areas show
face-like configural processing of faceless heads in body context. These
effects are not found for headless body stimuli or bodies presented from
the back ruling out the possibility that face-selective markers are tuned
to person-related stimuli rather than faces. These findings suggest that
our definition of what the brain categorizes as a face should be modified
to include also stimuli without internal facial features, thereby impact-

See page 3 for Abstract Numbering System

Vision Sciences Society 41

[7d
[e]
-
(=
=
o
Q
<
>
<




Saturday AM

Saturday Morning Posters

VSS 2014 Program

ing both experimental and computational approaches to face perception.
Generally, we show how empirical findings may go beyond our deduc-
tively defined concepts to expand our understanding of human cognition.

Acknowledgement: Israeli Science Foundation 65/08

23.513 Face animacy does not impact the N170 inversion effect
Alyson Saville!(alyson.saville@ndsu.edu), Carol Huynh!, Benjamin Balas;
!North Dakota State University

Face orientation is known to affect visual processing such that inversion
typically impairs recognition ability (Yin, 1969). While the electrophysio-
logical component known as the N170 is generally greater for faces versus
non-face stimuli (Bentin, Allison, Puce, Perez, & McCarthy, 1996), inverted
faces typically exhibit higher amplitudes compared to upright faces (Anaki,
Zion-Golumbic, & Bentin, 2007). Presently, we investigated the generality
of this neural inversion effect by comparing the inversion effect for real
and artificial faces. Artificial faces are a theoretically important exam-
ple of an “other” face category and recent results indicate that face ani-
macy impacts early visual ERPs (Balas & Koldewyn, 2013). Participants
(N=15) viewed 8 real and 8 artificial faces that were presented upright
and inverted in a pseudo-random order for a total of 160 experimental
trials. Event-related potentials (ERPs) were recorded with a 64-channel
net while participants completed an oddball detection task. We analyzed
the mean amplitude and the latency of the P100 and the N170 components
using a 2 x 2 x 2 repeated-measures ANOVA with animacy (real or doll),
orientation (upright or inverted), and hemisphere (right or left) as with-
in-subject factors. This revealed a main effect of orientation on the mean
amplitude of the P100 (p = .004), and the N170, (p <.001), with inverted
faces eliciting larger amplitudes. In addition, we observed a main effect
of orientation on the latency of the P100 (p = .009). Our findings indi-
cate that inverted faces, whether real or artificial, bilaterally enhance the
P100 and N170 and delay the P100. Face animacy thus does not appear
to impact the inversion effect on early visual ERPs, suggesting that real
and artificial faces are potentially coded for by either a shared neural
population, or at least by populations with similar tuning characteristics.

Acknowledgement: NIGMS 103505

23.514 Influence of autistic-like and empathetic traits on early
ERPs to emotional faces Roxane J. Itier!(ritier@uwaterloo.ca), Karly N.
Neath!; !Psychology Department, University of Waterloo

Personality traits such as social skills have been shown to modulate early
neural responses to emotional faces during expression-irrelevant tasks.
We explored whether autistic-like traits and empathy modulated the time
course of emotional face processing, and whether this depended on the
facial feature fixated and on the task. ERPs were recorded in response to
presentations of fearful, joyful or neutral faces while fixation was restricted
to the left eye, right eye, nose or mouth using an eye-tracker. In the gender
discrimination task, higher Autism Quotient (AQ) scores were associated
with a decrease in the face-sensitive N170 component regardless of emo-
tions and fixation locations, possibly reflecting different levels of structural
encoding when the task is emotion-irrelevant. In the explicit emotion dis-
crimination task, higher AQ scores were associated with an increased P1
component for specific locations and emotions, reflecting complex modu-
lations of attention to emotional stimuli. High scores on the Empathy Quo-
tient (EQ) were associated with a decrease in the N170 only in the explicit
task, possibly reflecting different levels of structural encoding when the
task is emotion-relevant. Results suggest that individual differences in
autistic-like traits and empathy influence attention to and structural
encoding of emotional faces differently as a function of task instructions.

Acknowledgement: NSERC, MRI (ERA), CFl, ORF, CRC program

23.515 Frequency coding of facial parts Nicolas Dupuis-Roy!(nico-
las@dupuis.ca), Daniel Fiset?, Kim Dufresne!, Frédéric Gosselin!; 'Université
de Montréal, Canada, 2Université du Québec en Outaouais, Canada

How the brain samples spatiotemporal signals in order to form an accurate
representation of its environment has been a long-standing issue in cogni-
tive neuroscience. One hypothesis that has gained interest over the years is
that the brain samples visual information through periodic and transient
processes (see Tallon-Baudry & Bertrand, 1999; VanRullen & Koch, 2003;
VanRullen & Dubois, 2011). Although traces of oscillatory processes have
been repeatedly found in psychophysical experiments since the middle
of the last century, efforts to map their frequency to specific aspects of
visual processing remain elusive. Here, we attempted at filling this gap.
One hundred and twelve participants did 900 trials of a face gender cate-
gorization task in which the achromatic and isoluminant chromatic content
of faces were sampled in space and time with 3D gaussian apertures, i.e.

Bubbles (see Gosselin & Schyns, 2001). This reverse correlation technique
first allowed us to find that the achromatic information in the eyes, and
the isoluminant chromatic information in the mouth and right eye regions
were the most useful for this task. Next, time-frequency wavelet transforms
were performed on the time series recorded in these anatomical facial
regions to assess the frequency and latency at which they were sampled.
The results showed that achromatic and isoluminant chromatic informa-
tion within the same facial part were sampled at the same frequency (but at
different latencies), whereas different facial parts were sampled at distinct
frequencies (ranging from 6 to 10 Hz). This encoding pattern is consistent
with recent electrophysiological evidence suggesting that facial features
are ‘multiplexed’ by the frequency of transient synchronized oscillations
in the brain (see Schyns, Thut & Gross, 2011; Smith, Gosselin & Schyns,
2005, 2006, 2007; Thut et al., 2011; Romei, Driver, Schyns & Thut, 2011).

23.516 The N170 is driven by the presence of horizontal facial
structure Ali Hashemi!(hashea@mcmaster.ca), Matthew V. Pachai?, Pat-

rick J. Bennett!, Allison B. Sekuler?; !Department of Psychology, Neuroscience
& Behaviour, McMaster University

Horizontal contours convey vital information for identifying faces (Dakin &
Watt, JoV 2009), and orientation selectivity —i.e., relative sensitivity to infor-
mation conveyed by horizontal and vertical contours —correlates with face
identification accuracy (Pachai et al., Front Psych 2013). The face inversion
effect (FIE), a decrease in identification accuracy after stimulus inversion, is
observed when horizontal, but not vertical, contours are retained (Hashemi
etal., VSS 2012). Indirect evidence suggests that the N170 component of the
ERP may have similar orientation selectivity: the N170 is affected by face
inversion (Jacques & Rossion, Neurolmage 2007; Rousselet et al. JoV 2008),
and the N170 FIE also is sensitive to horizontal contours (Jacques et al.,
VSS 2011). Here, we directly tested the effect of orientation filtering on the
N170 for upright face processing. We measured identification accuracy in a
6-AFC task with filtered test faces. Test stimuli were generated using a +45
deg orientation filter centered on either the horizontal (HORZ) or vertical
(VERT) orientation. Increasing the bandwidth of the filter by £9 deg steps
formed eight additional filtered conditions, and an unfiltered face was used
in another condition. In both the HORZ and VERT conditions, response
accuracy increased linearly with filter bandwidth. However, the effect of
bandwidth was eight times larger in the VERT condition. This result is con-
sistent with previous reports: adding horizontal contours to a vertical base
improved identification, but adding vertical contours to a horizontal base
had a much smaller effect. Critically, we observed similar linear effects of
filter bandwidth on N170 amplitude and latency: increasing filter bandwidth
reduced latency and increased amplitude, and the effect was significantly
greater in the VERT condition. Finally, behavioural and N170 amplitude
orientation tuning were correlated (r=0.72 left, 0.58 right). We conclude that
horizontal contours may largely drive the neural response to intact faces.

Acknowledgement: Natural Sciences and Engineering Research Council of Canada

23.517 Effects of inversion and contrast-reversal on objective face
detection thresholds revealed by sweep steady-state visual evoked
potentials Joan Liu-Shuang!(joan.liu@uclouvain.be), Justin Ales?, Anthony
Norcia®, Bruno Rossion!; Department of Psychology, University of Louvain,
2School of Psychology & Neuroscience, University of St Andrews, *Department of
Psychology, Stanford University

Human observers are able to rapidly notice the presence of a face in a natu-
ral scene. In order to better quantify the threshold of face detection, we have
conducted a study using the sweep steady-state visual evoked potentials
(SSVEP) method in EEG (Ales et al., 2012, JOV, 12, 1-18). More precisely,
we parametrically varied the visibility of a face stimulus with phase-scram-
bling while alternating it at a fixed rate with noise stimuli (3 Hz alternation
or 6 images/second). While the face gradually emerged from noise over
the course of a trial sequence, EEG responses at 3 Hz increased abruptly at
30%-35% phase coherence over the right occipito-temporal region, provid-
ing an objective face detection threshold in the human brain. The purpose
of the current study is to test the degree to which this response is specific to
face structure rather than reflecting general shape perception. We recorded
128-channel EEG in 13 observers presented with sweep sequences contain-
ing faces that varied in orientation (upright vs. inverted) and contrast polar-
ity (positive vs. negative). Picture-plane and contrast inversion are well-
known manipulations to which faces are particularly sensitive, in contrast
to other object categories. Robust responses emerged specifically at 3 Hz
on occipito-temporal electrodes at 30%-35% phase coherence for upright
faces, replicating our previous experiment. However, these responses were
delayed (=40-45% coherence) and reduced (60%-75% of the reponse) both for
inverted and negative polarity faces. These findings indicate that periodic
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alternations between intact and scrambled faces generate frequency-locked
responses that are partly selective to face structure, so that it can be used as
an objective index of face detection. The sweep SSVEP method is a prom-
ising tool for measuring high-level visual perception thresholds rapidly
and objectively in a variety of populations, including infants and patients.

Acknowledgement: This work was supported by a grant from the European
Research Council (facessvep 284025) to B.R.

23.518 Dissociation of Part-Based and Whole-Based Neurophysi-
ological Responses to Faces by Means of EEG Frequency-Tagging
Bruno Rossion'(bruno.rossion@psp.ucl.ac.be), Anthony Norcia?, Adriano
Boremanse!; Institute of Research in Psychology and Neuroscience, University of
Louvain, ?Department of Psychology, Stanford University

The goal of this study was to isolate repetition suppression effects for each
part of a whole face stimulus. To do so, the left and right halves of face stim-
uli were flickered at different frequency rates (5.88 Hz or 7.14 Hz) while
changing face identity or not at every stimulation cycle (Figure 1). Record-
ing high-density electroencephalogram (EEG) in 11 human participants
fixating in the centre of the face, robust responses were observed to each
face half at these specific frequency rates. These part-based EEG responses
were larger in amplitude when different as compared to repeated face half
identities were presented at every stimulation cycle. Contrary to whole-
face repetition suppression effects, which are usually found over the right
occipito-temporal cortex (Rossion & Bormemanse, J Vis. 2011 Feb 23;11(2)),
these part-based repetition suppression effects effects were found over all
posterior electrode sites. Most importantly, they did not decrease when
the two face halves were manipulated by separation, lateral misalignment,
or inversion (Figure 2). Critically, there were also robust intermodula-
tion (IM) components in the EEG spectrum (e.g., 7.14 - 5.88 = 1.26 Hz),
which are unequivocally produced by neuronal populations that interact
or integrate the two face parts nonlinearly. These IM components were
found mainly over the right occipito-temporal cortex and were signifi-
cantly reduced following the aforementioned manipulations. Additionally,
the IM components decreased substantially for face halves belonging to
different identities (Figure 3), which form a less coherent face than when
they belong to the same face identity. These observations provide objective
evidence for dissociation between part-based and whole-based responses
to faces in the human brain, suggesting that only whole-based responses
may reflect high-level, possibly face-specific, visual representations.

Acknowledgement: ERC facessvep 284025

23.519 Integrative processing of age, gender and ethnicity of
faces: an ERP study Esther Alonso-Prieto! %(eapvan@gmail.com), Jason J
S Barton! ?; !Department of Medicine (Neurology), Department of Ophthalmology
and Visual Sciences, 2Department of Ophthalmology and Visual Sciences

Background: Age, gender and ethnicity are all properties that can be
deduced from a face, and all are also relevant to the processing of the
identity of the face. Whether these use shared neural resources is not cer-
tain. Objective: We aimed to determine if the processing of one of these
three dimensions influenced the processing of the others, on electrophys-
iological recordings. Methods: 13 observers with >3 years of experience
with Asian and Caucasian faces made binary discriminative decisions of
facial gender (male/female), age (young/old) or ethnicity (Asian/Cau-
casian) in separate blocks. Each block contained baseline trials in which
only the relevant dimension varied and “interference’ trials in which both
the relevant and one irrelevant dimension varied. Baselines vs. interfer-
ence conditions were compared for each block separately in an analysis
of N170 peak amplitude for right and left hemisphere electrodes. Results:
Behavioral performance was equivalent for the three dimensions. The
N170 was the most robust component being highest at P8 and POS elec-
trodes. In Age discrimination blocks, trials with interference from eth-
nicity showed larger N170 amplitudes in the right hemisphere. There
was no difference between the baseline and trials with interference from
gender. In Ethnicity discrimination block, there was an opposite effect
from interference from age, with smaller N170 amplitudes instead, and
now only in the left hemisphere. Again, there was no difference in trials
with interference from gender. In Gender discrimination blocks, trials with
interference from age or ethnicity did not differ from the baseline trials.
Conclusions: Age and ethnicity are processed in an interactive fashion,
but gender perception appears to be independent, neither influencing pro-
cesses while the other dimensions are being discriminated, nor being influ-
enced by these other dimensions when subjects are discriminating gender.

Acknowledgement: CIHR grant MOP-106511, Canada Research Chair and Mari-
anne Koerner Chair in Brain Diseases (JB)

23.520 The time-course of face-selective ERP activation during
ultra-rapid saccades Jacob Martin!?2(jacobgmartin@gmail.com), Max
Riesenhuber?, Simon Thorpe!; !Centre de Recherche Cerveau & Cognition,
CNRS-Université Toulouse 3, Toulouse, France, ?Lab for Computational Cognitive
Neuroscience, Georgetown Univ Med Ctr, Washington DC, USA

Humans can initiate ultrafast saccades towards faces as early as 100ms
post-stimulus onset (Crouzet & Thorpe, 2010, J Vis), and even the mean
saccadic reaction time can be as short as 120-130 ms, imposing very seri-
ous temporal constraints on the underlying mechanisms. To try and
understand which brain structures are involved in triggering these very
short latency responses, we explored the neural sources of these sac-
cades by simultaneously recording ocular movements and electroen-
cephalography under a variety of conditions. For example, subjects were
required to make fast and accurate saccades to gray-scale face images
that were pasted into complex and varied background scenes with
random positions and sizes. We sought to determine the earliest activity
which could predict the location of a visual face target. Single trial EEG
classification results indicate that EEG potentials recorded over occip-
ital locations reliably predicted the location of the face as early as 50ms
post-stimulus onset. These results suggest the intriguing hypothesis that
there may be face-selective neural representations in early visual areas.

Acknowledgement: NSF-ANR Program in Computational Neuroscience ANR-12-
NEUC-0004-01
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23.521 Outer-edge Disparity Determines The Depth of Panum’s
Limiting Case and Classical Stereopsis Huayun Li' %(1031208135@
gq.com), Laipeng Jing! 2, Ruoyun Xu?, Dongchuan Yu'?; 'Key Laboratory of
Child Development and Learning Science, Southeast University, ?Research Center
for Learning Science, Southeast University

Panum’s limiting case often refers to the perceived configuration difference
that occurs between two features presented to one eye combined with only
one feature presented on the other eye. Classical stereopsis often describes
the configuration that the number of features presented to both eyes is the
same. In previous reports, the outer-edge disparity is only considered in
gap stereopsis but not in other configurations, and Panum’s limiting case is
not classified under classical stereopsis. Therefore, we attempted to inves-
tigate the depth of Panum’s limiting case and classical stereopsis using
configurations transitioning from the former case to the latter. Some of the
configurations have the same outer-edge disparity while others have dif-
ferent disparities. Participants were asked to report whether the depth of
any two configurations are identical. The results show that although there
are various transforming stimuli, the depth of Panum’s limiting case and
classical stereopsis is the same when the outer-edge disparity is equal.
Otherwise, the depth is different. The results also indicate that when the
disparity exceeds the disparity fusion range (more than 16), most par-
ticipants fail to perceive the depth of stereopsis. This indicates that the
depth of Panum’s limiting case and classical stereopsis is determined by
the outer-edge disparity and constrained by the disparity theory. Key-
words: Panum’s limiting case; Classical stereopsis; outer-edge disparity.

23.522 Background Texture Nonlinearly Modulates Distance Effect

on Perceived Size Chia-Ching Wu'(ccwu86@ntu.edu.tw), Chien-Chung
Chen?; 'Department of Psychology, Fo Guang University, 2Department of Psychol-
ogy, National Taiwan University

The perceived size of an object depends not only on the size of the pro-
jected image on the retina but also the perceived distance of the object
(size-distance invariance hypothesis). Here we investigated how back-
ground texture modulates this perceived size-distances relationship. The
target was a disk with 136.8 arcmin diameter on a frontoparallel plane. The
background was either blank or with texture filled with small, medium
or large disk elements whose diameter was 68.4, 136.8 and 273.6 arcmin
respectively. The perceived distance of the display was determined by
binocular disparity of -13.4, -7.9, 0, 7.9, and 13.4 arcmin. We used a two
interval forced choice paradigm to measure perceived target size at vari-
ous combinations of disparity and background texture size. In each trial,
the target with a background and a particular disparity was presented in
one interval while a reference disk on a blank background and zero dis-
parity was presented in another interval. The task of the observer was to
determine which interval contained a larger disk. We measured the point
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of subjective equality (PSE) for the perceived target size with a staircase
procedure. With blank background, the perceived target size increased
with disparity with a slope 0.35. The presence of a background texture
reduced the slope to 0.16-0.24 across background size. The large back-
ground texture shifted the perceived size-distance function downward
while the small background texture shifted it upward. Hence, while there
was a linear relationship between perceived target size and distance and
between target size and background texture size, the presence of texture
altered the relationship between perceived target size and distance. Such
result cannot be explained by the maximum likelihood theory of cue com-
bination but a nonlinear interaction between background size and distance.

Acknowledgement: NSC102-2420-H-431-002-MY2

23.523 Miscalibration of depth cues in the developing visual
system Marko Nardini'(m.nardini@ucl.ac.uk), Katarina Begus?, Denis

Mareschal?; Dept of Psychology, Durham University, 2Centre for Brain and Cogni-
tive Development, Birkbeck, University of London

Perception of depth from both monocular and binocular cues develops
in the first year of life. However, reduction of discrimination thresholds
via weighted averaging of depth cues does not develop until much later
in childhood (Nardini, Bedford & Mareschal, PNAS 2010). Cue combina-
tion models often assume that cues are well calibrated (unbiased). In that
case the optimal strategy is to take a reliability-weighted average. If, how-
ever, depth cues are not well calibrated in young observers, then averaging
them may not be the optimal strategy. To investigate this possibility we
measured the integration, weighting, and calibration of two depth cues
in adults (N=3) and 5- to 8-year-olds (N=20). Observers judged which
plane, a 45° standard or a variable comparison, was more slanted. Slant
was defined by a texture gradient, a binocular disparity gradient, or both
together. We measured (1) slant discrimination thresholds when given
single vs combined cues, (2) the relative weighting for texture vs dispar-
ity, measured by comparing consistent with +5° conflicting planes, and
(3) the relative bias in slant perceived via texture vs disparity, measured
by comparing texture-only with disparity-only planes. Adults reduced
their discrimination thresholds when given combined cues vs the best
single cue, and gave more weight to the more reliable cue; children did
not reduce their discrimination thresholds or give more weight to the more
reliable cue. While adults showed small (median 3°) biases between cues,
children showed much larger biases: median 14°, including biases greater
than 22.5° in 1/3 of observers. These results indicate that in mid-child-
hood, the visual system is still learning to calibrate depth cues against each
other. This raises the possibility that the developing visual system does
not combine depth cues because of calibration issues, in line with ideal
observer strategies for dealing with biased cues (Ernst & di Luca, 2012).

Acknowledgement: UK Economic and Social Research Council grant RES-061-25-
0523

23.524 Shape aftereffects reflect shape constancy operations:
Appearance matters Katherine Storrs'2(k.storrs@ucl.ac.uk), Derek
Arnold?; 'Cognitive, Perceptual, and Brain Sciences, UCL, 2School of Psychology,
University of Queensland

One of the earliest reported visual aftereffects is the shape aftereffect, in
which looking at a particular shape can make subsequent shapes seem
distorted in the “opposite” direction. After viewing a narrow ellipse,
for example, a perfect circle can look like a broad ellipse. It is generally
thought that shape aftereffects are determined by the retinal dimensions
of successive shapes. However, perceived shape is invariant for the large
changes in retinal image resulting from different viewing angles, rais-
ing the previously untested question of whether shape aftereffects are
determined by the dimensions of retinal shapes or perceived shapes. By
viewing adaptors from an angle, with subsequent fronto-parallel tests,
we establish that shape aftereffects are not solely determined by the
dimensions of successive retinal images. Moreover, by comparing adap-
tation to the same retinal shape with and without stereo surface-slant
cues, we show that shape aftereffects reflect a weighted function of reti-
nal image shape and surface slant information, a hallmark of shape con-
stancy operations. Our data establish that shape aftereffects are influenced
perceived shape, as determined by constancy operations, and therefore
likely involve higher-level neural substrates than previously thought.

23.525 Correct blur and accommodation information is a reliable
cue to depth ordering. Marina Zannoli'(marinazannoli@gmail.com),
Rachel A. Albert!, Abdullah Bulbul!, Rahul Narain?, James F. O’'Brien?,
Martin Banks!; 'School of Optometry, University of California, Berkeley, 2Depart-
ment of Computer Science, UC Berkeley, Berkeley, USA

Marshall et al. (1996) showed that blur could in principle also be used to
determine depth ordering of two surfaces across an occlusion boundary
from the correlation between the boundary’s blur and the blur of the two
surfaces. They tested this experimentally by presenting stimuli on a con-
ventional display and manipulating rendered blur. This approximates
the retinal image formed by surfaces at different depths and an occlusion
boundary, but only when the viewer accommodates to the display screen.
Accommodation to other distances creates incorrect blur. Viewers’ judg-
ments of depth ordering were inconsistent: they generally judged the
sharper surface as nearer than the blurrier one regardless of boundary blur.
We asked if more consistent performance occurs when accommodation
has the appropriate effect on the retinal image. We used a volumetric dis-
play to present nearly correct focus cues. Images were displayed on four
image planes at focal distances from 1.4-3.2 diopters. Viewers indicated the
nearer of two textured surfaces separated by a sinusoidal boundary. The
stimuli were presented either on one plane as in previous experiments or
on two planes (separated either by 0.6 or by 1.2 diopters) such that focus
cues are nearly correct. Viewers first fixated and accommodated to a cross
on one of the planes. The stimulus was then presented either for 200ms,
too short for accommodative change, or for 4s, allowing accommodative
change. Responses were much more accurate in the two-plane condition
than in the single-plane condition, which shows that appropriate blur
can be used to determine depth ordering across an occlusion boundary.
Responses were also more accurate with the longer presentations, which
shows that accommodation aids depth-order determination. Thus, correct
blur and accommodation information across an occlusion boundary yields
more accurate depth-ordering judgments than indicated by previous work.

23.526 Are blur and disparity complementary cues to depth?
Michael Langer!(langer@cim.mcgill.ca), Ryan Siciliano?; *School of Computer
Science, McGill University

It has been claimed that disparity and blur are complementary cues to depth
[Mather and Smith, 2000]. In particular, one study [Held et al 2012] has
shown that depth discrimination from disparity is better near the fixation
plane but depth discrimination from blur is better far beyond beyond the
fixation plane. We carried out an experiment similar to Held et al, but we
used shutter glasses for the stereo display rather than a volumetric display.
Our stimuli consisted of pairs of dead leaves texture patterns which were
visible through windows in the fixation plane. Viewing distance was 28 cm,
rendered disparities were up to a few degrees, and presentation time was
250 ms. For each trial, subjects had to judge which of two texture patterns
was farther in depth. Conditions included disparity+blur and disparity
only (binocular) and blur only (monocular). The underlying assumption of
the Held et al experiment is that increasing the disparity and/or blur causes
a surface to be seen as farther away. We found, however, that this assump-
tion failed for the majority of our subjects. The failure for disparity is not
surprising since it has been shown that increasing disparity into the diplopic
range can lead to a reduction in perceived depth [Richards and Kaye, 1974].
The failure for blur seems to be due to a tendency for subjects to perceive the
more blurred stimulus as closer rather than further - despite the presence of
the sharp window frame which is a cue that the blurred surface is beyond the
window [Mather and Smith, 2002]. We conclude that if blur and disparity
cues are combined to improve quantitative depth perception, then the rules
of combination are more complicated than has been proposed up to now.

Acknowledgement: Natural Sciences and Engineering Research Council of Canada

23.527 Modulation of distance estimation of visual object by stim-
ulation of vergence and accommodation Masahiro Ishii'(m.ishii@scu.
ac.jp); *Sapporo City University

The apparent distance can be modulated by vergence alone. The same is
true of accommodation. There is conflicting evidence about the effect under
the condition in which both of them are varied independently. Here we
investigated the role of vergence and accommodation on the absolute
distance perception. A stereoscope, 60 cm viewing distance, was used to
present dichoptic stimuli. A white square with a black cross-shaped fixa-
tion was presented in dark surroundings. The offset between the right eye
image and the left eye image was manipulated to vary vergence. A pair
of concave or convex lenses was set in front of the eyes to vary accom-
modation. The size of the image on each monitor was controlled to elim-
inate the change of image size on the retina caused by the lens. Prior to
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the experiment, three subjects were trained to give verbal estimates of the
distance of a single visual object at different distance. They had normal
or corrected to normal vision and normal stereovision. They were in
their 20s. In the experiment, the stimulus had an offset to yield vergence
of 8.2,7.2,6.2,52, or 42 degree, and the subject observed through a pair
of lenses with -1.75, -1.25, 0, 1.25, or 1.75 diopter. Every offset-lens com-
bination was tested in a random order. Subjects were asked to fixate the
center of the target and give the apparent distance verbally. They could
spend as much time observing as they wanted. Our results indicated that
the offset between the images modulated the perceived distance in agree-
ment with the theoretical value. For lenses, the modulation was about
one-tenth of the theoretical value. A similar experiment was conducted
with blurred images. The results were similar to that with sharp images.

Acknowledgement: CREST, JST

23.528 Judgments of egocentric distance within indoor and
outdoor environments: Context matters with restricted and unre-
stricted fields of view. Daniel A. Gajewski'(gajewskl @gwu.edu), Sandra

Miheli¢?, Courtney P. Wallin!, John W. Philbeck!; !Department of Psychology,
The George Washington University

Egocentric distance judgments are impaired when the field of view is limited.
A prominent account suggests that the impairment derives from an inade-
quate representation of the geographical slant of the ground surface, which
depends on the sequential integration of ground cues. In support of this
view, near-to-far scanning with a restricted view has been shown beneficial
in an outdoor experimental setting. In contrast, performance in an indoor
setting has shown that occluding the nearby ground plane results in smaller
deficits than occluding the greater room space. The present study aimed to
reconcile these outcomes by matching the designs and manipulations used
in indoor and outdoor settings. We report three experiments that compare
blind walking performance with a restricted view (=15° square aperture) to
that with an unrestricted view of the target and scene context. Restricted
viewing conditions were near-to-far scanning, far-to-near scanning, and/ or
with head held steady. In Experiment 1 (indoors), errors were greater with
the restricted view (-25%) than with an unrestricted view (-15%) regard-
less of viewing condition (steady or near-to-far scanning) and regardless
of block order. In Experiment 2 (outdoors), which employed a completely
randomized design, target distances were actually overestimated with
the restricted view (+8%) and nearly unbiased with an unobstructed view
(-2%) regardless of viewing condition (near-to-far or far-to-near scanning).
In Experiment 3 (outdoors), there were no reliable differences between
viewing conditions (restricted steady vs. unrestricted view) regardless of
block order. The pattern of results indicates strikingly different biases in
two different but similarly reduced-cue contexts. Further, the observed
bias even with an unrestricted view differed between indoor and outdoor
contexts. Aspects of these data are not predicted by previous work and
suggest the need for a contextual-scaling framework. A breakdown of con-
text effects and an analysis of potential sources for these will be discussed.

Acknowledgement: This research was supported by NIH Grant RO1EY021771 to
John W. Philbeck.

23.529 Both own and other object shadows compress perceived
distance Christopher Kuylen'#Christopher.Kuylen@gmail.com), Benjamin
Balas'?, Laura Thomas'?; 'Department of Psychology, North Dakota State
University, 2Center for Visual and Cognitive Neuroscience, North Dakota State
University

People represent their shadows as an extension of the physical body,
perceiving a target object as significantly closer to them when they cast a
shadow toward this object (Kuylen, Balas, & Thomas, in press). We investi-
gated whether people represent all shadows as extensions of the objects to
which they belong. Are the cast-shadows of inanimate objects also capable
of perceptually altering space by acting as an extension of the object they
represent? Participants (N=60) viewed a target object and estimated the
distance between themselves and this object with a perceptual matching
paradigm (Witt, 2011) in one of three experimental conditions: (1) while a
light projected their cast-body shadow toward the target, (2) while a light
projected the cast-shadow of the target toward participants, (3) and under a
control condition. Participants estimated the target to be significantly closer
to them either when they cast a shadow toward this object or when the
object cast a shadow toward them than in the control condition (p <.001 in
each case), but the two lighting conditions did not differ from each other (p =
.250). These results demonstrate that shadows act as an extension of the item
to which they belong, making objects in the environment that cast a shadow
appear closer to observers than they actually are. The results add new sup-
port to the hypothesis that people represent all shadows as belonging to

the object from which they are cast. Even though shadows are purely visual
stimuli that can never impact the physical environment, they nonetheless
impact how people perceive the physical reality of the world around them.

Acknowledgement: NIGMS P20 GM103505

23.530 Large systematic biases in pointing to real and virtual
unseen targets. Jenny Vuong!(j.vuong@pgr.reading.ac.uk), Lyndsey C.
Pickup?, Andrew Glennerster!; 'University of Reading, School of Psychology
and Clinical Language Sciences, ?Mirada Medical, Oxford

People can keep track of the visual direction of objects in their environment
as they move, despite those objects being out of view. However, there are no
detailed models to suggest how this may be done. Generating a 3D model
and keeping track of the observer’s location in that model is a possibility, but
this would predict either no errors or a consistent pattern of errors depen-
dent on the accuracy of the 3D model. 20 observers viewed four coloured
boxes arranged in two visual directions in a real room with maze-like walls,
and viewed the same box layouts in a virtual replica. Observers viewed the
boxes as long as they needed, then walked to one of three pointing zones
from where, using a tracked hand-held device they would ‘shoot’ 32 times
in a random order at the four boxes. The boxes were not visible at any time
after the participant left the viewing zone. In some conditions, participants
took a short cut to the shooting zones. We found that pointing errors in this
task varied over a wide range (mean bias, averaged over 72 trials and 20
observers per condition, varied by at least +/- 30 deg) but these biases were
not random. They were highly correlated in the real and virtual conditions,
although biases were larger in the virtual condition. In the maze and the
direct walking conditions, biases were also highly correlated despite large
differences for different pointing zones. Data from an experiment in which
pointing zones were located on two different sides of the target boxes ruled
outamodel based on a consistent mislocalisation of the target boxes. Instead,
the data suggest a systematic error in computation of pointing direction
such as a compression in the gain of the rate of updating visual direction.

Acknowledgement: Microsoft Research, Cambridge

23.531 Direct manipulation of perceived angular declination
affects perceived size and distance: A replication and extension of
Wallach and 0’Leary (1982). Morgan Williams'(mwillia2@swarthmore.
edu), Frank Durgin'; Department of Psychology, Swarthmore College

Wallach and O’Leary (1982) were the first to argue that ‘slope of regard’
(or gaze declination) was a distance cue. In three experiments, Wallach and
O’Leary used an inverted Galilean telescope (GT) with horizontally oriented
cylindrical lenses to manipulate perceived slope of regard when viewing
a square, vertical object resting on the floor. Unlike prism goggles, which
shift the entire scene angularly, their GT, which was mounted horizontally,
maintained the visual horizon as straight ahead but compressed apparent
gaze/angular declination and elevation relative to that horizon. Because of
this their GT did not alter the perceived orientation of the ground plane as
base-up prisms would. They used perceived object width (matched with
an extendable hand-held rod) as an indirect measure of perceived distance
and concluded that optically compressing slope of regard (toward horizon-
tal) made objects on the floor appear farther away and thus wider than
they were. We replicated their basic experimental manipulation and repro-
duced their principal finding that perceived object width was increased.
However, concerned that their result could be interpreted as affecting size
alone (e.g., via the horizon ratio), we sought to extend their study by col-
lecting both explicit verbal distance estimates and implicit action measures
of distance (distance thrown, when throwing to a target). Participants (N
= 44) looked through an eye-level GT with a vertical compression ratio of
0.7 or through the same device without any lenses into a well-lit room. On
the floor was a horizontal target 6 m away. Both explicit distance estimates
and the beanbag toss distances (order counterbalanced) were affected by
perceived slope of regard consistent with the predicted change in per-
ceived distance. In summary, a direct optical distortion of angular decli-
nation without a change in the perceived horizon affects perceived dis-
tance as measured both by action (throwing) and by explicit estimation.

Acknowledgement: NIH R15-EY021026 from the NEI

23.532 Extending Size Constancy lllusions from 2-D to 3-D Stimuli
Joshua Dobias'(jjd242@rci.rutgers.edu), Anuja Sarwate’?, Thomas Papa-
thomas!?; Laboratory of Vision Research, Center for Cognitive Science, Rutgers
University, NJ USA, ?Department of Biomedical Engineering, Rutgers University,

NJ USA

Objective: Size constancy illusions are typically demonstrated using 2D
stimuli in which one object is perceived as further than another despite
being at the same distance. Our objective was to extend these findings
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using 3D reverse-perspective (RP), forced-perspective (FP), and flat stim-
uli (2D). Methods: In two experiments, observers viewed stimuli that
had painted linear perspective cues that were either congruent (FP) or
incongruent (RP, 2D) with the physical geometry. The RP stimulus was
bistable (veridical or illusory), whereas FP and 2D only afforded one per-
cept. Observers were asked to estimate the perceived size of a probe (disk
or person) placed in one of two locations, by adjusting size of a second
sample probe. In Experiment 1, observers were told that the stimulus could
be bistable, were showed the two possible percepts, and were asked to
adjust the probe when the percept was stabilized. In Experiment 2, new
observers viewed the FP and RP stimuli, but were not told that RP could
be bistable. Results and Discussion: In Experiment 1, person probes placed
at the “more distant” position - as defined by the perspective cues - were
perceived as larger for all stimuli, whereas disk probes were only per-
ceived as larger at the “more distant” position for the 2D stimulus. Surpris-
ingly, when perceiving the veridical shape of the RP stimulus, observers
reported the “more distant” probe to be larger despite it being perceived
to be closer, suggesting that observers continue to use the monocular
perspective cues despite having binocular cues that provide reliable dis-
tance information. In Experiment 2, when observers were not told that the
stimuli were bistable, observers again perceived the “more distant” test
probe to be larger for FP and RP stimuli. In both experiments, observers
were more accurate in judging the size of the disk than the human figure.

23.533 Electrophysiological correlates of size constancy Irene Spe-
randio'(irene.sperandio@gmail.com), Juan Chen?, Melvyn Goodale?; 'School
of Psychology, University of East Anglia, Norwich, UK, ?The Brain and Mind
Institute, The University of Western Ontario, London, Ontario, Canada

Size constancy is the ability of the visual system to achieve a stable expe-
rience of perceived size despite the fact that the image projected onto the
retina varies continuously with viewing distance. To compute the per-
ceived size of an object, our visual system needs to combine together retinal
image size with distance information. To date, there has been little investi-
gation on the neural mechanisms that underlie size constancy in the human
brain in a situation in which the real, rather than the apparent, distance of
the stimulus is manipulated. In the present study, event-related potentials
(ERPs) were measured to investigate the temporal dynamics of size-distance
scaling. The viewing distance and the retinal image size of a series of filled
black circles were varied to create four experimental conditions: ‘small-
near’, ‘big-near’, ‘small-far’, and ‘big-far’. The critical conditions were those
in which the stimuli were perceived as different in size but subtended the
same retinal angle as a result of their different distance from the observer
(i.e. ‘small-near” vs. ‘big-far’) as well as those in which the stimuli were
perceived as constant but their retinal image size decreased with distance
(i.e. ‘small-near” vs. ‘small-far’, ‘big-near’ vs. ‘big-far’). Participants were
asked to maintain their gaze steadily on a fixation point throughout the
experiment while EEG was recorded from 28 scalp electrodes. We focused
on the first visual evoked ERP component peaking at approximately 100
ms after stimulus onset. We found earlier latencies in response to larger
than smaller stimuli, regardless of their distance. Moreover, we observed
that the amplitude was greater in the far than in the near condition, regard-
less of stimulus size. These findings provide novel evidence that size con-
stancy involves operations that take place at the earliest cortical stages in
conditions in which the real, rather than the apparent, distance changes.

Acknowledgement: NSERC (Natural Sciences and Engineering Research Council of
Canada), CREATE (The Collaborative Research and Training Experience)

23.534 Depth detection thresholds for disparate subjective
occluders decrease with inducer entropy. Barbara J Gillam!(b.gillam@
unsw.edu.au), Barton L Anderson?; 'School of Psychology, University of New
South Wales, Australia, 2School of Psychology, University of Sydney, Australia

Gillam and colleagues (e.g. Gillam and Grove, JEP 2011) found that (mon-
ocular) subjective contours along linearly aligned edges are much stronger
when the inducers vary, for example in size, separation and orientation, than
for regular inducers. A smooth linear alignment for otherwise unrelated
inducers (“entropy contrast”) is powerful evidence for occlusion. However
the methods used, such as paired comparison and ratings, may allow a pos-
sible subjective influence. Here we use similar figures, each comprised of 5
aligned rectilinear shapes, in a stereoscopic occlusion detection task, which
provides an entirely non-subjective evaluation of the power of entropy in
inducing subjective contours along linear alignments. Thresholds for detect-
ing the presence of a subjective occluder in depth were obtained using a
Quest procedure with two alternative forced choice. One of two successive
stimuli on each trial had the depth step. The planar inducing figures were
tilted 45 degrees with a 45-degree alignment. Depth steps were created by
a small expansion of the inducers in one eye in a 45-degree direction pro-

ducing both vertical and horizontal disparities at the alignment. Thresholds
were obtained for three sets of inducers (a) orthogonal to the alignment and
completely regular in size and separation (b) orthogonal but irregular in
height, width and separation (c) irregular in these properties as well as ori-
entation. Support ratio and size/orientation properties were controlled for.
For inducers varying in orientation, both disparities varied across inducers,
adding depth entropy to other entropies. Mean depth thresholds across
the 9 observers were 10.5, 8.3 and 3.6 arcmin respectively for the 3 inducer
types with an ANOVA showing all differences to be highly significant. Thus
depth detection thresholds decreased with increasing inducer entropy.
In a second experiment we showed that the entropy effect could not be
accounted for by the relative magnitudes of vertical and horizontal disparity

Acknowledgement: ARC DP0559897

23.535 What is stable in visual stability? Andrew Glennerster!(a.glen-
nerster@reading.ac.uk); *School of Psychology and Clinical Language Sciences,
University of Reading

In the literature on visual stability, most studies focus on the problem of
relating two retinal images, one before and one after a saccade. The more
general problem of achieving visual stability over a number of saccades
or for a freely moving observer requires a different solution. The answer
must lie in one of two categories: visual stability could result from the
generation of an unchanging representation of the scene despite head
and eye movements, or it could reflect an ability to predict the sensory
consequences of actions (including saccades and head movements) with-
out relying on a stable, Cartesian representation of the scene. The former
approach entails 3D coordinate transformations as an observer moves
their head and eyes; the latter requires a large storage capacity. Exam-
ination of the storage-based approach leads to a change in perspective
for other visual problems. For example, under this model, retinal flow
should not be decomposed into rotational and translational flow. That
might be useful for extracting 3D structure and observer movement in
a stable coordinate frame but it is not appropriate if the purpose of ret-
inal flow analysis is to determine the trajectory along an expected path
of images. As observers carry out tasks, their sensory+motivational state
moves along an expected path. Task-dependent paths are built up grad-
ually through evolution and development. The experience of visual insta-
bility would arise only when the expectation is confounded. Results such
as the apparent stability of an expanding virtual room (Glennerster et al
2006, Current Biology) can be explained within a storage-based framework
but are more difficult to account for on the basis of Cartesian scene rep-
resentation. Overall, if we are to make progress in understanding visual
stability, we must be clear what the problem is that needs to be solved.

Acknowledgement: EPSRC, UK

23.536 Which way is up in the horizontal-vertical illusion? Brennan
Klein!(bklein2@swarthmore.edu), Zhi Li!, Durgin Frank’; !Department of
Psychology, Swarthmore College

Very large horizontal-vertical illusions (HVI) may be observed in outdoor
scenes, such that horizontal extents must be made as much as 25% longer
to seem equal to vertical extents (Chapanis & Mankin, 1967). Here we ask
whether these effects are referenced to the orientation of the observer or
the world and whether they are affected by the extent of one’s horizontal
field of view (FOV). Forty-eight participants viewed poles, 3-9 m in height,
from a distance of 15 m. Half viewed the poles while lying on their side
at eye-level. Half stood upright. In each group, half wore a patch over
one eye to reduce their FOV. The task was to instruct the experimenter to
adjust the horizontal distance to a second pole until that distance matched
the height of the observed pole. Adjustments were made from close and
far starting positions, and the average matches were analyzed. In the
upright condition we replicated very large HVI matches (1.25) for objects
of 6 m or more. Across all pole heights, HVI matching ratios were larger
for upright observers (1.2) than for sideways observers (1.1), p <.01, but
remained primarily yoked to the world vertical rather than the bodily
vertical. Across both viewing orientations, HVIs differed by pole height,
p <.0001, increasing from about 1.1 for shorter poles to 1.2 for taller ones.
There were no effects of FOV (binocularity). In a follow-up study simulat-
ing a similar outdoor scene in immersive VR, we rotated the world instead
of the observer, and this produced essentially the same results as rotat-
ing the observer in the real world. These rotation results can be modeled
by assuming a small (e.g., 5%) HVI illusion tied to the body and a larger
(e.g., 15%) HVI illusion tied to a ground-plane-defined world orientation.

Acknowledgement: NIH R15-EY021026 from the NEI
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23.537 Water Flows Uphill: A Visual lllusion and Its Explanation
Wenxun Lil(wl18@columbia.edu), Ethel Matin?, Leonard Matin'; !Depart-
ment of Psychology, Columbia University in the City of New York, ?Department of
Psychology, Long Island University — Post

A pitched visual field influences the perceived elevation of objects within
the field and the elevation visually perceived as eye level, VPEL (reviewed
in Matin & Li, 2010). In the present report we show that a pitched station-
ary inducer also produces changes in the perceived direction of motion (no
movement of the inducer is involved). Specifically: a stream of water that
is physically flowing downhill in a transparent linear tube appears to flow
uphill when it is viewed against a stationary topbackward pitched visual
field. Data showing the magnitude of the illusion with parametric variation
of pitchroom orientation and tube orientation will be presented. At the poster
we will provide a demonstration of the illusion with a topbackward pitched
visual field that induces a 120 downward displacement of VPEL. We explain
the upward direction of perceived water flow by combining two facts: (1)
pitching a visual field changes the elevation of VPEL, and (2) the illusory
uphill water flow occurs when the tube is set in a surface between the hor-
izontal surface containing true eye level and the surface containing VPEL.

Acknowledgement: Supported by grant EY 05929 from NEI, NIH and grant BSC
0616654 of NSF.

23.539 Short-term visual memory for stereoscopically-defined

depth Adam Reeves!(reeves@neu.edu), Quan Lei!; 'Dept. of Psychology,
Northeastern University, Boston MA, USA

Last year we reported that the short-term memory for stereoscopically
defined depth, measured as the partial report accuracy for reporting the
identity of a numeral in a cued depth plane, drops for the first 200 ms or
so, then slowly recovers almost back to its starting point. To explain this
dip in performance we proposed a two-memory model in which depth
information suffers a rapid sensory (‘iconic’) decay in STVM, as is typical
for many other visual features, but is also transferred slowly to a visual
working memory. The transfer to working memory improves with sev-
eral hours of practice, leveling out the dip. We now report that the dip is
specific to a visual cue, an arrow in the same depth plane as the to-be-re-
ported numeral; with a tonal cue, whose frequency specifies the depth
plane, even inexperienced subjects show no such dip. We speculate that
attention to the visual cue slows transfer to visual working memory,
perhaps because matching the depth of the arrow to the depth of the
target numeral is taxing, even when the depth planes are clearly distinct.

23.540 Effect of Different Directions of Attentional Shift on
Inhibition of Return in Three-dimensional Space Aijun Wang!(wan-
gaijun41123@126.com), Qi Chen®, Ming Zhang?"; 'School of Psycholo-
gy,Northeast Normal University , *Department of Psychology,Soochow University

, 3Psychological Application and Department of Psychology,South China Normal
University

When attention is oriented to a peripheral cue, there is facilitation of pro-
cessing of nearby stimuli. The brief period of facilitation is followed by a
long-lasting inhibitory effect in which there is delayed responding to stim-
uli presented at subsequently cued location. Although it has been docu-
mented that the mechanisms underlying the earlier facilitatory effect of
attentional orienting in three-dimensional space (3D) (Chen et at., 2012), it
remains poorly understood how visuospatial attention is shifted in depth at
the later inhibitory phase. In the present study, by incorporating the Posner
exogenous cueing paradigm into a virtual 3D environment, we aimed at
investigating the influence of different direction of attentional shift along
the depth dimension on inhibition of return (IOR). We presented targets
either close to or far from the participants and manipulated the validity of
cues to construct different direction of attentional shift [targets appeared
in the same as location of the cues, Within_Valid (WV); targets appeared
in the depth plane that the cues located to, but in the opposite hemispace,
Within_Invalid (WIV); targets appeared in the uncued depth plane, but at
the same hemispace of the cue, Between_Invalid_Same_Hemispace (BIV_
SH); targets appeared not only in the uncued depth plane, but also in the
opposed hemispace, Between_Invalid_Different_Hemispace (BIV_DH)].
The results showed that RTs in the WV condition (valid) were significantly
slower than RTs in the WIV and BIV_DH (invalid) condition, i.e. a typi-
cal IOR, regardless of whether the target appeared in the closer or farther
depth plane. However, when attention reoriented along the conditions of
BIV_SH, there were typical IOR when targets appeared only in closer depth

plane, but not in farther depth plane. Taken together, we showed that
attentional reorienting in depth operates as efficiently as in the bi-dimen-
sional space just only when objects that unexpectedly approach observers.

Acknowledgement: Project supported by the National Natural Science Foundation
of China (Grant No.31371025,31371127,31070994).

23.541 Visual image encoding and transformation processes

in three dimensional immersive virtual environments Maria
Kozhevnikov!(psymaria@nus.edu.sg); !Psychology Dept., National University of
Singapore

Three-dimensional immersive (3DI) virtual reality environments are being
increasingly used in visual cognition research. Yet, little is known about the
neural substrates of visual processing within immersive environments nei-
ther natural nor virtual. Currently, most human visual processing research
has been conducted using non-immersive computer displays. In an immer-
sive environment the observer perceives herself as being surrounded by
a 3D world. In contrast, in a non-immersive environment (i.e.traditional
computer display, either 2D monocular or 3D-stereoscopic), the observer
is placed outside of the scene looking in. In this study, we investigated
how individuals encode and transform visual images within 3DI environ-
ments. In Experiment 1, we compared participants’ performance on the
mental rotation task across three types of environments; traditional 2D
non-immersive (2DNI), 3D non-immersive (3DNI - anaglyphic glasses),
and 3DI (head mounted display with position and head orientation track-
ing). In Experiment 2, we compared electroencephalogram data recorded
while participants were mentally rotating visual images presented in 3DI
vs. 2DNI environments. Only in the 3DI environment, the rate of rotation
in the picture plane was significantly faster than that in horizontal depth,
suggesting that participants were encoding 2D retina-based visual repre-
sentations in relation to a viewer-centered frame of reference since only
then would depth rotation take longer than rotation in the picture plane,
due to occlusion. Furthermore, 2DNI and 3DI environments did evoke
differential parietal ERP responses, and that ERPs were more negative
at~270-300ms post-stimulus for MR in the 3DI vs. 2DNI environment.
We suggest that this early modulation of ERP activity marks viewer-cen-
tered vs. scene-based orienting in preparation for subsequent rotation from
400ms onward. Overall, the results suggest that in a non-immersive envi-
ronment, participants may utilize a scene-based frame of reference and
allocentric encoding whereas immersive environments may encourage
the use of a viewer-centered frame of reference and egocentric encoding.

Acknowledgement: Office of Naval Research

23.542 Does gaze declination contribute to shape constancy on
level ground? A comparison of perceived shapes on outdoor hills

and fields Zhi Li!(zhi.li.sh@gmail.com), Frank Durgin'; 'Department of
Psychology, Swarthmore College

According to scale expansion theory two distinct sources of angular
information are used to compute distance along the ground and shape
on the ground: (1) angular (or gaze) declination is used to estimate ego-
centric ground distance, and (2) optical slant information is used to com-
pute shape (Li & Durgin, 2010, 2012). Texture and binocular information
both contribute to optical slant estimation when gaze is forward. Here
we ask whether gaze declination also contributes to shape estimation on
the ground plane. On the one hand gaze declination is an excellent esti-
mate of the optical slant of a fixated surface on level ground. On the other
hand, estimates of gaze declination and of optical slant need to be used
conjointly to estimate geographical slant, so using one to estimate the other
would seem inadvisable. To test this experimentally, we assumed that if
gaze declination is used to help recover shape on level ground, then shape
constancy should be enhanced for objects on level rather than slanted
ground. Participants judged the aspect ratios of L-shaped configurations
of white balls presented either on level ground (gaze declination informa-
tive) or on one of three hill surfaces viewed at eye level (gaze declination
not informative) in an outdoor environment. The optical slants (6°, 22°
and 35°) and viewing distances used were matched in the two conditions.
The results indicated partial shape constancy failure in all conditions.
Shape constancy was better for smaller viewing distances and for larger
optical slants, but there were no differences in mean judged aspect ratios
between matched level ground and hill conditions. Nor was the variance
of shape estimation reduced on level ground. These results suggest that
the gaze declination information that is available when observing config-
urations on level ground does not contribute to the perception of shape.

Acknowledgement: R15 EY021026 from the National Eye Institute
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23.543 Angular expansion theory turned on its side Frank Durgin!(f-
durginl@swarthmore.edu), Zhi Li!, Brennan Klein'; !Department of Psychology,
Swarthmore College

When standing, egocentric distance can be specified angularly by direc-
tion of gaze to the point of ground contact (Wallach & O’Leary, 1982).
Estimates of egocentric distance show underestimation by 0.7, consistent
with an observed overestimation of gaze declination by 1.5 (Durgin & Li,
2011). Moreover, perceptual matching of ground distances to pole heights
can be perfectly modeled by a 1.5 expansion of perceived angular declina-
tion relative to the horizontal (Li et al., 2011). In azimuth, extent matching
corresponds to an angular expansion of about 1.2 (Li et al., 2013). Are these
angular biases associated with the coding of gaze position in the head or
with the reference frame of the horizontal ground plane? We tested this
question in an open field using people as targets by comparing perceptual
matching by upright observers and by observers suspended on their sides
at eye level. Participants instructed one experimenter to move left or right
so as to create a frontal distance from a second experimenter equal to the
participant’s egocentric distance to the second experimenter. Implicitly, the
task is to create a 45° azimuthal angle. Would matches made by observers
on their side show an angular gain of 1.5, consistent with their bodily orien-
tation, or would they show the more typical azimuthal gain of 1.2? A total
of 35 participants (18 sideways) matched egocentric distances of 7 to 16 m
and made verbal estimates of a 35 m egocentric extent and a 25 m fron-
tal extent 35 m away. In fact, participants on their side showed twice the
angular bias as upright participants -- both in their extent matches and in
their verbal estimates of distances. The sideways verbal estimates implied
an angular expansion by 1.4. These angular distortions do not seem to
affect shape perception, but only the estimation of extents between objects.

Acknowledgement: NIH R15-EY021026 from the NEI

Visual memory: Mechanisms and models
Saturday, May 17, 8:30 am - 12:30 pm
Poster Session, Pavilion

23.544 Guidance of object-based attention from neural signatures
of memory J. Benjamin Hutchinson!(jhutchin@princeton.edu), Nicholas B.
Turk-Browne!; 'Department of Psychology, Princeton University

We are constantly exposed to numerous objects vying for limited process-
ing resources. Such competition is thought to be resolved based on bot-
tom-up salience and top-down goals, but a growing body of research sug-
gests that past experience stored in memory can also play an important
role in shaping attentional priorities. In a previous fMRI study, we showed
that such memory-guided attention is supported by repetition attenuation
— the lower fMRI response elicited by repeated vs. novel stimuli. When a
repeated scene and a novel scene were presented simultaneously at differ-
ent locations, the attenuated response for the repeated scene enhanced pro-
cessing of the novel scene. In the present study, we replicated these findings
using a task that allowed for better neural separation between the novel
and repeated objects by selecting them from different categories. This also
allowed us to generalize from spatial to object-based attention. Each trial
began with two presentations of the same face at fixation. In the repeated/
novel condition, the face was presented a third time in competition with a
surrounding novel scene. The novel/novel condition was identical, except
a novel face appeared with the scene instead of the repeated face. We later
tested long-term memory for the scenes to index how well they were pro-
cessed. Two results suggested that repetition attenuation for the face biased
processing toward the scene: First, there was a negative correlation across
trials between activity in face-selective cortex during the competitive event
and subsequent memory for the scene. Second, this relationship was found
in the repeated/novel but not the novel/novel condition. Whereas most
studies of repetition effects focus on the processing of repeated or similar
stimuli, here we show broader consequences for the processing of unrelated
stimuli. Specifically, these expressions of perceptual memory automatically
bias competitive dynamics in the visual system to highlight new information.

Acknowledgement: JBH: F32 EY021999 NTB: RO1 EY021755

23.545 Practice abolishes similarity’s influence on VSTM-induced
interference on perception Nicholas M. Van Horn!(van-horn.73@osu.
edu), Alexander A. Petrov!; Department of Psychology, Ohio State University
Recent work on visual short-term memory (VSTM) has revealed that visual
input is subject to modulation by the contents of VSTM. According to the
sensory-recruitment model of VSTM, this interaction, and the related phe-
nomenon of memory masking, is explained in terms of overlapping neural
populations. The current study demonstrates that VSTM's influence on the

currentvisual perceptisnotsetby a fixed limit, butrather can bereduced with
training. Method: Seventeen observers trained for six one-hour sessions to
memorize the orientation of a sample Gabor and reproduce it 4.25 seconds
later by rotating a match Gabor. During the retention interval, observers
also completed a binary orientation-discrimination task with a target Gabor.
Adaptive methods estimated discrimination psychometric functions across
training sessions. In one group, the mean orientation of the memory sample
during training was identical (“congruent”) to the discrimination bound-
ary. In the other group (“incongruent”), the orientations were orthogonal.
Both groups completed pre- and post-tests in which the sample orientation,
and therefore the congruency condition, was switched. Results: Discrimina-
tion thresholds were initially worse for incongruent than congruent trials,
indicating VSTM-induced influence on perceptual representations. This
difference diminished quickly with practice, and both congruency groups
reached identical asymptotic performance (discrimination threshold of 7
degrees at 84% correct). Post-tests indicated that improvements on incon-
gruent stimuli transferred almost completely to congruent stimuli, whereas
improvements on congruent stimuli were almost completely specific. Dis-
cussion: These results support recent studies indicating VSTM-dependent
changes in perception during the memory retention interval, and provide
the first evidence that similarity-based differences in the amount of inter-
ference can be eliminated with training. The greater interference observed
for incongruent stimuli challenges traditional interpretations of similari-
ty’s role in the interaction between VSTM and perceptual representations.

Acknowledgement: Supported by the National Eye Institute.

23.546 Bayesian adaptive estimation of the sensory memory decay
function: the quick Partial Report method Jongsoo Baek!(baek.83@
osu.edu), Luis Lesmes?, Zhong-Lin Lu'; 'Laboratory of Brain Processes
(LOBES), Departments of Psychology, The Ohio State University, Columbus, OH,
2Adaptive Sensory Technology, Boston, MA

Sensory memory is the literal, modality-specific neural representation of sen-
sory stimuli in the human brain. It provides the initial copy of external stim-
ulation to human sense organs that can be processed by subsequent stages
of perception and cognition. Recent studies suggest that sensory memory
decays much faster for observers with mild cognitive impairment and may
serve as an early sign of the Alzheimer’s disease. In the visual modality,
iconic memory is best assessed with the partial report procedure. In this
procedure, an array of letters appears briefly on the screen. A post-stimulus
cue directs the observer to report the identity of the cued letter. Typically
600-800 trials are tested to measure the sensory memory decay function.
The long testing time has prevented wide use of the test in clinical settings
and special populations. Here we develop a quick partial report or PR pro-
cedure based on a Bayesian adaptive framework to estimate the sensory
memory decay function with much reduced testing time. Starting with a
prior distribution of the parameters, the method selects the stimulus to
maximize the expected information gain in the next trial. It then updates the
probability distribution of the parameters based on the observer’s response
by Bayesian inference. The procedure is iterated until the total number of
trials reaches a set value. Simulation studies suggest that only 100 trials are
necessary to reach accuracy of .47dB and precision of 2dB. The method was
validated in a psychophysical experiment. Estimates of the sensory memory
decay function obtained with 100 qPR trials showed good precision (SD =
.55dB) and excellent agreement with those obtained with 1600 trials using
the conventional procedure (mean RMSE = .48dB). qPR relieves the data
collection burden in characterizing sensory memory and makes it possi-
ble to assess sensory memory in clinical settings and special populations.

Acknowledgement: MHO81018, EY017491, and EY021553

23.547 The uninformativeness of summary statistics for comparing
working memory models Wei Ji Ma!(weijima@nyu.edu), Ronald Van den
Berg?; 'Center for Neural Science and Department of Psychology, New York Uni-
versity, 2Department of Electrical Engineering, University of Cambridge
Performance on visual working memory tasks decreases as more items
need to be remembered. Over the past decade, a debate has unfolded
between proponents of “slot models” and “slotless models” of this phe-
nomenon. Zhang and Luck (2008) and Anderson et al. (2011) notice that as
more items need to be remembered, “memory noise” seems to first increase
and then reach a “stable plateau”. They argue that three summary statistics
characterizing this plateau are consistent with slot models, but not with
slotless models. Here we assess the validity of their methods. We generated
synthetic data both from a leading slot model and from a recent slotless
model, and quantified model evidence using log Bayes factors. We found
that the summary statistics provided at most 0.15% of the expected model
evidence in the raw data. In a model recovery analysis, a total of more than
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a million trials were required to achieve 99% correct recovery when com-
paring models based on summary statistics, whereas fewer than 1000 trials
were sufficient when using raw data. These results show that using pla-
teau-related summary statistics for model comparison is highly inefficient,
and unreliable for realistic numbers of trials. Applying the same analyses
to subject data from Anderson et al. (2011), we found that the evidence in
the summary statistics was at most 0.12% of the evidence in the raw data
and far too weak to warrant any conclusions. These findings call into ques-
tion claims about working memory that are based on summary statistics.

23.548 Models of color working memory with color perception as
a variable Gi-Yeul Bae!(freebird7 1 @gmail.com), Maria Olkkonen?, Sarah
Allred®, Colin Wilson!, Jonathan Flombaum?; 'Johns Hopkins University,
2University of Pennsylvania, 3Rutgers-The State University of New Jersey

Surprisingly, the rapidly expanding literature on models of color working
memory (CWM) has made little contact with research on color perception.
With the aim of integrating these literatures, we applied standard color
perception methodology to an influential CWM task. First, we scrutinized
methodological practice for color rendering. Published CWM research typ-
ically specifies colors in CIELAB space, but does not verify that produced
color coordinates match those requested. When we applied standard cali-
bration procedures to our display, we discovered that typical CWM meth-
ods produce colors that vary considerably in luminance, and that many
were out of gamut. Thus the space from which colors were sampled was
not a ring, undermining the common practice of collapsing across trials
with different colors when estimating model parameters. Next, we gener-
ated a CIELAB color ring with fixed luminance, and we verified that color
rendering was accurate. With this color ring, we looked for color-specific
variability in memory and perception. We found considerable color-de-
pendent variability in response dispersion (precision) and central tendency
(bias) in two delayed-estimation experiments. Color-specific variability in
memory correlated significantly between observers and memory loads.
Moreover, it correlated with the perceptual variability obtained in a third
experiment without a delay. Finally, we investigated potential interactions
between color memory and color categories defined by verbal naming. In
two experiments, observers identified focal colors and category boundar-
ies. We found that response precision and bias may depend on category
representations associated with remembered colors. Using these empiri-
cal results, we developed several new models of CWM that include cat-
egory-influenced effects, as well as binding computations relying on
categorical similarity. These results suggest a reevaluation of previous
CWM models. More broadly, they suggest that not all colors are struc-
tured identically in color working memory; instead, both perceptual and
memory representations vary in complex ways throughout color space.

23.549 The Binding Pool model of VWM: A model for storing individ-
uated objects in a shared resource pool Garrett Swan!(gsp.swan@

gmail.com), Brad Wyble!; 'Psychology, Liberal Arts, The Pennsylvania State
University

Two prevalent models that describe Visual Working Memory (VWM)
assume that information is either stored in discrete slots or within a shared
resource pool. To develop the theoretical landscape further, we propose a
hybrid model called the Binding Pool model. This model details how mul-
tiple items can be encoded and retrieved individually yet interact with one
another in a distributed binding pool using a Type/Token architecture.
These processes use simple neural mechanisms that can rapidly encode
arbitrary connections between different features (types), a location, and an
object-file (token). These connections are stored by accumulating and stor-
ing simulated neural activity in a set of neurons called the binding pool. The
model provides a unified framework for understanding VWM capabilities
as measured by change detection and continuous report tasks. The Bind-
ing Pool model also provides a mechanism for explaining simple ensem-
ble effects, such as the shifting of a stored representation towards another
(Huang & Sekular, 2010). This arises because tokens share representational
space in the binding pool, creating crosstalk between two stored items. The
Binding Pool model can also generate predictions, which simultaneously
test the validity of the model and may help to drive further research. One
prediction of the model that was recently confirmed is increased precision
in a directed forgetting paradigm in which participants are instructed to
forget a specific stimulus. In a forgetting trial, the precision of the remain-
ing stimulus is higher relative to a non-forgetting trial, but this precision is
still lower than precision of a representation in a single item trial. (Williams,
Hong, Kang, Carlisle, & Woodman, 2013). In the model, reducing the activ-
ity of binding pool neurons connected to the forgotten item, reduces interfer-
ence during retrieval, which enhances precision of the remaining items. The
model also predicts that encoding more features per item reduces precision.

23.550 Compensation Mechanisms for Poor Filtering Ability in
Visual Working Memory Ayala S. Allon'(ayalaall@post.tau.ac.il), Roy

Lurial?; 'The School of Psychological Sciences, Tel-Aviv University, The Sagol
School of Neurosciences, Tel-Aviv University

Visual Working Memory (VWM) is a temporary storage that can hold a
limited amount of information (between 3-4 objects). Despite its limited
capacity, there are robust and reliable individual differences in VWM
capacity that correlate with important aptitude measures. In an attempt to
understand the nature of these differences, Vogel et al. (2005) argued that
filtering efficiency (i.e., the ability to ignore task irrelevant items) might
explain individual differences in VWM capacity. They showed that filtering
efficiency is highly correlated with VWM capacity, such that low-capacity
individuals demonstrated poor filtering efficiency relative to high-capac-
ity individuals. However, it is not clear how low-capacity individuals cope
with our daily environment which is crowded with irrelevant information.
Note that in previous studies, filtering trials were presented completely at
random. Therefore, one option is that when the need to filter out infor-
mation is known in advance, low-capacity individuals can compensate
and perform better. In the current study we investigated the connection
between VWM capacity and the ability to control filtering efficiency using
a change-detection task modeled after Vogel et al. (2005) while ERPs were
recorded. Participants viewed memory arrays that included either two tar-
gets, four targets, or two targets and two distractors (the filtering condi-
tion). However, filtering trials always appeared in pairs, such that while
the first filtering trial remained random, the second one was 100% predict-
able. In separate experiments we either did or did not explicitly tell that
to participants. We used the CDA (which is a waveform of the event-re-
lated potential that reflects the number of items encoded and maintained
in VWM) to monitor changes in filtering efficiency. In both experiments
we found no difference between the first (random) and the second (pre-
dictable) filtering trials suggesting that prior knowledge about when fil-
tering occurs did not compensate for poor filtering efficiency in VWM.

23.551 When common-fate fails: The limited reach of Gestalt
grouping cues in online object binding in visual working memory
Halely Balaban!(halelyba@mail.tau.ac.il), Roy Luria'?; *The School of Psycho-
logical Sciences, Tel-Aviv University, 2The Sagol School of Neuroscience, Tel-Aviv
University

The question of what makes a visual object is both intriguing and elu-
sive. Using the contralateral delay activity (CDA), an ERP component
sensitive to the number of objects represented in visual working-memory
(VWM), we tested the effects of Gestalt grouping cues on the binding of
features from different dimensions. Participants performed a change-de-
tection paradigm, in which “objecthood” was manipulated using shared
location and common-fate grouping cues across 4 experiments. In Exper-
iment 1, stationary colors and orientations were presented in 3 condi-
tions: 2 items in 2 separate locations, 4 items in 4 separate locations, and
4 items in 2 separate locations (creating 2 color-orientation conjunctions
grouped by a shared location cue). The results suggested that sharing a
location did not lead to an integration of the color and orientation to one
object in VWM as indicated by the CDA. In Experiment 2, the colors and
orientations moved for 1000 ms, either together or independently, and
then remained stationary for 100 ms. There were 4 conditions: 2 separate
items, 4 separate items, 2 “common-fate” items (i.e. 4 items creating 2 col-
or-orientation conjunctions that moved together), and 4 separate items
meeting to create 2 color-orientation conjunctions. Interestingly, even a
common-fate grouping cue did not result in the binding of color and ori-
entation. To further investigate the failure in binding features from dif-
ferent dimensions, we replicated these two experiments, using familiar
shapes instead of orientations. In Experiment 3, colors and shapes were
not integrated in VWM when they shared the same location. However, in
Experiment 4, colors and shapes moving together were represented as inte-
grated objects in VWM. Our results suggest that a potent Gestalt grouping
cue of common-fate does not produce reflexive binding. Instead, bind-
ing also depends on the type of objects and presumably their familiarity.

23.552 Neural Signatures of Visual Memorability: Memory in the
First Perception of an Image Wilma A. Bainbridge!(wilma@mit.edu),

Aude Oliva?; 'Department of Brain and Cognitive Sciences, MIT, 2Computer
Science and Atrtificial Intelligence Laboratory, MIT

Whereas some places or people leave a memorable first impression, others
are immediately forgotten. Recent work has shown that memorability of
scene and face pictures is highly consistent across people, providing a basis
to predict later memory behavior (Bainbridge, 2013; Isola, 2011). Here, we
investigate the neural signatures of memorability during the first percep-

See page 3 for Abstract Numbering System

Vision Sciences Society 49

[7d
[e]
-
(=
=
o
Q
<
>
<




Saturday AM

Saturday Morning Posters

VSS 2014 Program

tion of an image. In two fMRI experiments, participants were shown blocks
of novel images grouped by stimulus type (face or scene) and memora-
bility level (high or low memorability). Stimuli were carefully controlled
for attributes including gender, race, attractiveness and emotional content
for faces, and indoor/outdoor, natural/manmade and category type for
scenes, as well as a range of low-level image statistics for both. To validate
the robustness of the findings, different sets of participants performed a
1-back task in Experiment 1 (N=24) and a perceptual task in Experiment 2
(N=13). None were told about the memory-related nature of the study. For
each participant, independent functional localizers were used to localize
perceptual regions, and regions in their medial-temporal lobe (MTL) were
segmented using anatomical landmarks. Whole-brain analyses, multivar-
iate analyses, and region of interest analyses pinpointed areas of respon-
siveness to memorable versus forgettable images. In both experiments,
signatures of memorability were not found in low-level visual areas, but
were consistently found in several perceptual regions specific to faces and
scenes. Different regions in the MTL (e.g., the perirhinal cortex) also show
preferential activity for memorable images, regardless of the stimulus
type. Multivoxel pattern analyses reveal pattern encoding of more mem-
orable items, after a single exposure, in the hippocampus. These results
show that signatures of memorability of an image can be found both in
ventral neocortical and medial temporal lobe regions, questioning to which
extent perception and memory representations are separated in the brain.

Acknowledgement: Funded by the DoD NDSEG Program to W.B. Thanks to
the Athinoula A. Martinos Imaging Center at the McGovern Institute for Brain
Research, MIT.

23.553 Dissociable Neural Mechanisms for Capacity & Resolution
in Visual Working Memory Marcus Cappiello!(mcapp001@ucr.edu),
Weizhen Xie', Weiwei Zhang!; 'Psychology, University of California, Riverside

The capacity and resolution of visual working memory (VWM) repre-
sentation reflect two independent sources of limits on working memory
storage. The relationships between the two factors have been the subject
of considerable controversy. According to the discrete slot model, VWM
stores a limited set of discrete, fixed-resolution representations. A key pre-
diction of this model is the dissociations of VWM capacity and resolution.
In sharp contrast, the flexible resource model predicts a tradeoff between
VWM capacity and resolution. That is, the amount of resources each rep-
resentation gets can be flexibly varied so that either a larger number of
coarse-grained representations or a smaller number of fine-grained rep-
resentations can be retained in VWM. Previous research with behavioral
approaches has demonstrated VWM capacity and resolution can be opera-
tionally defined and experimentally manipulated in independent manners,
providing some support for the slot model. However, it becomes difficult
to distinguish the two competing models with behavioral methods alone
when multiple slots are averaged to represent a single memory item in
order to boost resolution at the cost of capacity. The present study used
non-invasive brain stimulation techniques to test whether there are disso-
ciable and independent neural mechanisms for VWM capacity and resolu-
tion. In two experiments, VWM was tested in a color recall task in which
observers attempted to retain several colors in VWM over a 1-s reten-
tion interval and then recalled one of them by clicking on a color wheel.
In Experiment 1, bilateral transcranial Direct Current Stimulation (tDCS)
over the anterior temporal lobes induced a virtual lesion in resolution
with intact capacity. In Experiment 2, alpha-band transcranial Alternating
Current Stimulation (tACS) over the posterior parietal cortex selectively
enhanced capacity with intact resolution for ipsilateral stimuli com-
pared to contralateral stimuli. Taken together, these results have demon-
strated dissociable neural mechanisms for VWM capacity & resolution.

23.554 The Neural Fate of Individual Item Representations in
Visual Working Memory Gennadiy Gurariy!(genaxl@yahoo.com), Dwight
Peterson!, Marian Berryhill!, Gideon Caplovitz!; !University of Nevada, Reno

Visual working memory (VWM) stores information from the visual world.
Despite its importance in a variety of cognitive tasks, this process appears
to be capacity limited to approximately 3 or 4 items. Previous studies
examining the sources of this capacity limitation have largely focused on
the maintenance phase of VWM. Here we investigate the possible role of
the encoding phase of VWM as a potential source of capacity limitation.
In the present study we addressed this question by examining the neural
fate of an item through the measurement of activity during VWM encod-
ing phase. We hypothesized that a greater amount of limited capacity
neural resources at the time of encoding are needed to facilitate subsequent
retrieval of the item. We tested this hypothesis using frequency tagging and
EEG. For each trial, four novel shapes were presented. Each shape flick-
ered at one of four distinct frequencies. After a blank delay period a single,

static shape appeared at one of the previous locations. Participants were
to respond whether the test item was “old” or “new”. For each condition
the amplitudes of the corresponding fundamental frequency and second
harmonic (frequency tags) were extracted from the frequency spectrum.
The amplitudes of the second harmonics corresponding to the probed item,
measured at Parietal (P7/P8) and Central (C7/C8) electrode sites, were
greater for correct than incorrect trials. The data support the hypothesis
that neural resources allocated to individual items at the time of encod-
ing play an important role in in the overall capacity limitations of VWM.

Acknowledgement: NIGMS SP20GM1036S0-02, NEI IRISEY022775

23.555 The effect of biased competition within sequential displays
on visual short-term memory Claire E. Miller'#(claire.miller@bangor.
ac.uk), Niklas Thssen?3, David E. J. Linden??, Kimron L. Shapiro?; 'School of
Psychology, Bangor University, 2School of Psychology, Cardiff University, ZInstitute
of Psychological Medicine and Clinical Neurosciences, School of Medicine, Cardiff
University, *School of Psychology, University of Birmingham

Much has been discovered about the properties of visual short-term
memory (VSTM), but few mechanisms have been proposed to explain
limitations such as its low maximum capacity (Luck & Vogel, 1997). One
mechanism suggested to account for this outcome is that of biased com-
petition (Desimone & Duncan, 1995), with growing evidence suggesting
that increasing competition in early visual areas may result in fewer stim-
ulus items being successfully recalled (Shapiro & Miller, 2011). It has pre-
viously been shown that VSTM performance on a change detection task
can be enhanced by reducing competition, through dividing the to-be-re-
membered items into two sequential displays (Ihssen, Linden & Shapiro,
2010). However, the episodic nature of the sequential displays may also
have benefitted VSTM (see Bowman & Wyble, 2007). The present study
provides further support for the biased competition account by manip-
ulating competition whilst holding constant the number of episodes in
which the stimuli were presented. Using a modified change-detection
task the ratio of items between two displays was varied between n : n (the
same number of items in each display) and n : n+/-3 (three more items
in one display), for displays of both low (4-5 items) and high set size (7-8
items). We found significantly higher k-values for the near ratios (n : n
and n : n+/-1) than the far (n : n+/-2 and n : n+/-3). There was no signif-
icant main effect of set size, nor interaction. These results provide com-
pelling evidence that inter-stimulus competition plays a role in VSTM.

Acknowledgement: The Wales Institute of Cognitive Neuroscience

23.556 Fine-grained representation of visual object information
retrieved from long-term memory Sue-Hyun Lee!(lees11@mail.nih.gov),
Dwight Kravitz?, Chris Baker’; !Laboratory of Brain and Cognition, National

Institute of Mental Health, National Institutes of Health, 2The Department of Psy-
chology, The George Washington University

Long-term memory processes allow humans to store newly learned infor-
mation, and recall that information later. Although prior studies have sug-
gested that short-term (or working) memory retrieval generates object-spe-
cific representations in visual cortex, it remains unclear how specific the
representations recalled from long-term memory are. To test whether the
visual cortex as well as hippocampus represents object-specific activation
during recall of visual information from long-term memory, we performed
an event-related functional magnetic resonance imaging (fMRI) experi-
ment, comprising separate perception, learning and recall sessions. During
the perception session, participants were presented with fixed pairings
of 14 auditory cues (psuedowords) and object images (e.g. “tenire’- chair)
inside the scanner. During the learning session, on a separate day outside
the scanner, participants were trained to memorize the pseudoword-object
associations for about one hour. Finally, one day after the learning session,
participants were scanned and instructed to recall each object image in
response to the paired pseudoword cue. To test the veracity of the recalled
visual information, participants were asked to perform forced-choice tests
and draw detailed pictures of the object images after the retrieval scan ses-
sion. Every participant showed good performance in the forced-choice (>
90% correct) and drawing tests. We focused on two primary regions-of-in-
terest: object-selective cortex and hippocampus. Both object-selective cortex
and hippocampus were significantly activated during the recall of paired
object images. Moreover, the response of both object-selective cortex and
hippocampus areas could be used to decode the identity of individual
remembered objects, and there was close correspondence between the rep-
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resentations during perception and retrieval in object-selective cortex. These
results suggest that recall of visual information from long-term memory acti-
vates a fine-grained representation in both hippocampal and cortical areas.

Acknowledgement: This work was supported by the NIMH Intramural Research
Program.

23.557 Sharp emergence of working memories along the primate
dorsal visual pathway Diego Mendoza-Halliday!(diego.mendoza@mail.

mcgill.ca), Santiago Torres!, Julio Martinez-Trujillo'; 'Department of Physiol-
ogy, McGill University

The temporary storage of visual information in the absence of retinal
inputs is known as visual working memory. It is long established that in
primates, visual working memory representations are encoded in the sus-
tained spiking activity of neurons in high-order cortical areas far down-
stream along the visual processing pathways, such as the lateral prefrontal
cortex (LPFC). Several studies have recently argued that these represen-
tations are also encoded in the spiking activity of neurons in early visual
cortical areas. Where along the visual stream working memory repre-
sentations emerge remains highly controversial. Here we show that in
macaque monkeys, working memories of visual motion direction are not
encoded in the spiking activity of direction-selective neurons in early
visual area middle temporal (MT). Surprisingly, these memories robustly
emerge immediately downstream, in multimodal association area medial
superior temporal (MST). Working memories in MST were as strong as
(mean auROC, P = 0.13, t-test) and lasted longer than (% significant bins,
P = 0.03, t-test), those found in LPFC. On the other hand, activity during
working memory maintenance was more predictive of task perfor-
mance in IPFC than in MST (mean choice probability, cp = 0.61 in LPFC;
cp = 0.55 in MST; P = 0.02, t-test). Our findings reveal a sharp functional
boundary between early visual areas, mainly encoding sensory inputs,
and downstream association areas, additionally encoding the contents of
working memory. Moreover, we found that local field potential oscilla-
tions in MT encoded the memorized directions and, in the low frequen-
cies, were phase-coherent with spikes from LPFC neurons in 12.5% (14 of
112) of the recorded LPFC-MT pairs. This suggests that LPFC modulates
synaptic activity in MT, a putative top-down mechanism by which work-
ing memory signals influence sensory processing in early visual cortex.

Acknowledgement: Canadian Institutes of Health Research and EJLB Foundation

23.558 Right-hemisphere dominance in visual working memory for

color-shape binding Jun Saiki'(saiki@cv.jinkan.kyoto-u.ac.jp); 'Graduate
School of Human and Environmental Studies, Kyoto University

Binding in visual working memory (VWM) remains equivocal whether
non-spatial features are bound together, or independently maintained. Evi-
dence for and against binding in VWM show a lack of binding costs during
change detection tasks and the independence of color and shape during fea-
ture report tasks, both of which are based on null results. The current study
obtained evidence for a significant, functional role of binding in VWM by
extending the redundancy gain paradigm, which has been used to exam-
ine feature coactivation by the race model inequality test. Instead of a pre-
defined set of critical and distractor features, the current study presented a
set of critical features as a memory display with two objects within a partic-
ipant’s right and left hemifield, followed by a feature-matching task after a
variable interval. Participants remembered critical features and judged if a
probe object contained any critical features, regardless of the feature loca-
tions. The probe contained two (redundant trials), one (single-feature trials),
or zero critical features (new trials). To evaluate the objectness effect, redun-
dant trials were divided into grouped and separated conditions in which
color and shape belonged to a single object and two objects in the memory
display, respectively. The race model inequality test revealed significant
feature coactivation only when features were presented to the left side in
the memory display of the grouped condition. The N1 amplitude around
centro-parietal electrodes, contralateral to the probe in the grouped condi-
tion, was significantly larger than in the separated condition but only for
the memory-left trials, consistent with the RT data. Moreover, the hallmark
of object files, location-based preview benefit (LSPB), was observed only in
the probe-left trials, and ERP at posterior parietal sites during 250-350ms
revealed a consistent pattern. Binding VWM is formed even when fea-
ture-conjunction is task-irrelevant, but dominated in the right hemisphere.

Acknowledgement: JSPS KAKENHI Grant Numbers 21300103 and 24240041
to JS

23.559 A link between brain structure/connectivity and visual
short-term memory capacity Ilja G. Sligte! 23(i.g.sligte@uva.nl), Andries
R. van der Leij!?, Kimron L. Shapiro®, H. Steven Scholte!?; !Amsterdam
Brain & Cognition center, University of Amsterdam, ?Brain & Cognition, Psychol-
ogy, University of Amsterdam, 3Visual Experience Lab, Psychology, University of
Birmingham

People can maintain a great deal information in visual sensory memory
(VSM) for a brief period of time (Sperling, 1960; Sligte, Scholte, & Lamme,
2008), or just a few objects in visual working memory (VWM) for sustained
periods of time (Luck & Vogel, 1997; Vogel, Woodman, & Luck, 2001). In
the present study, we investigated whether individual differences in VSM
and VWM capacity were reflected in structural brain differences. 950 sub-
jects, representative of the Dutch population between the age of 20 and 25,
were recruited from whom we acquired T1, DWI and resting state measure-
ments. Outside of the MRI scanner, participants performed a partial-report
change detection task (as in Sligte et al., 2008), where they had to remember
eight items over a retention interval of two seconds. A single item was cued
immediately after offset of the memory array (measuring iconic memory),
one second after memory array offset (measuring fragile memory), or after
onset of the test array (measuring working memory). Preliminary results
indicate that the global pattern is similar to one of our earlier studies
measuring only 52 psychology students. Individual differences in iconic
memory and fragile memory capacity are linked with differences in grey
matter density in visual cortex. On the other hand, individual differences
in visual working memory capacity were related to structural differences
in parietal and prefrontal cortex. We are currently analyzing whether
the observed patterns are omnipresent or specific for certain subpopu-
lations within our sample. In addition, we are exploring to what degree
visual working memory measures correlate with gene group statistics.

Acknowledgement: Newton International Fellowship by the Royal Academy

23.560 Probing the neural basis of visual working memory: A val-
idation study using fMRI and fNIRS Sobanawartiny Wijeakumar!(so-
banawartiny-wijeakumar@uiowa.edu), Vincent Magnotta?, Aaron Buss!,

John Spencer?; 'Department of Psychology and Delta Center, University of lowa,
2Department of Radiology and Delta Center, University of lowa

Visual working memory (VWM) plays a key role in visual cognition, com-
paring percepts and identifying changes in the world as they occur. Pre-
viously, fMRI has identified activation in frontal, parietal and temporal
areas involved in VWM. Here, we conducted a cross-modal neuroimaging
study to determine whether functional near-infrared spectroscopy (fNIRS)
was an effective tool to measure changes in activation during VWM pro-
cessing. We used fNIRS in conjunction with fMRI during an event-related
color change detection task with set sizes (SS) 2, 4 and 6. Half of the trials
were change trials. Thirteen subjects participated. Positions of sources and
detectors were digitized and transformed to a common adult atlas. Monte-
Carlo simulations generated probability distributions of photon migration
for all channels that were then, transformed to MNI space and combined
to create subject-specific masks. The thirteen subject-specific masks were
combined to create a union mask. fMRI and fNIRS signals were corrected
for motion, de-convolved to create maps of beta coefficients, and weighted
by the union mask. Voxel-based correlations were computed between fMRI
and fNIRS beta coefficients and analyzed. Stronger hemodynamic activa-
tion was reported across frontal, parietal, and temporal regions for SS6
than for SS2 for hits, misses, false alarms and correct rejections. Specifi-
cally, strong correlations between fMRI and fNIRS were observed in the
intra-parietal sulcus (IPS) for Hits at SS 6 than for SS2. Correct Rejections
at S56 elicited greater activation in the middle frontal gyrus than SS2. Fur-
ther, IPS also showed greater activation on False Alarms than for Misses,
for SS2 and SS6. Robust voxel-based correlations between fNIRS and fMRI
signals demonstrated that fNIRS is an effective tool to measure functional
activation in the VWM network. This is significant because fNIRS is cheap,
portable, and can be used with infants and aging and clinical populations.

Acknowledgement: National Science Foundation and Delta Center, University of
lowa

23.561 Using EEG to assess the relationship between load-depen-
dent changes in alpha-band power and visual cortex excitability
Andrew Heinz!(andrew.j.heinz@gmail.com), Jeffrey Johnson!; !Department of
Psychology and Center for Visual and Cognitive Neuroscience, North Dakota State
University

Studies exploring the role of neural oscillations in cognition have revealed
sustained increases in alpha-band (~8-14 Hz) power during the delay
period of verbal and visual short term memory (STM) tasks. Such increases
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have been proposed to gate the flow of information from cortical areas
representing potentially disruptive, task irrelevant information. In keep-
ing with this possibility, alpha-band increases have been observed over
cortical regions representing task-irrelevant properties of remembered
stimuli (e.g., over the dorsal stream during the retention of face-identity
vs. face-orientation information; Jokisch & Jensen, 2007). However, similar
increases have also been observed when all remembered stimulus features
are task relevant, and therefore inhibitory gating would presumably not
be required (Johnson, et al. 2011). This suggests that alpha-band oscilla-
tions may play a role in the active retention of information in STM. In the
present study, we explore a third possibility: that alpha-band oscillations
reflect the gating of incoming sensory inputs, even when no task-irrele-
vant information is being retained. To test this possibility, we recorded the
electroencephalogram (EEG) while subjects performed a change detection
task that required the retention of varying numbers of colored squares on
each trial. Importantly, on a portion of trials, a series of task-irrelevant
checkerboard probes were presented bilaterally to assess the excitability
of visual cortex. We reasoned that, if load-dependent alpha-band power
increases represent the gating of sensory inputs, they should be associated
with modulations of components of the visual evoked potential (VEP) on
a subject-by-subject basis. Although we did observe group level load-de-
pendent increases in the magnitude of the N1 VEP and in delay-period
alpha-band power, these changes were not correlated at the individual
subject level. We conclude that load-dependent changes in alpha-band
power are not associated with the gating of task-irrelevant sensory inputs
in the standard change detection task with bilateral stimulus presentation.

Object recognition: Reading
Saturday, May 17, 8:30 am - 12:30 pm
Poster Session, Pavilion

23.562 The remarkably fast temporal resolution of feature inte-
gration in letter perception Ron Chu'(ron.chu@mail.utoronto.ca), Steve
Joordens?; 'University of Toronto

Visual word recognition is a remarkably fast process; recent studies have
demonstrated a 100ms temporal resolution for letter binding. Such studies
used an RSVP paradigm wherein a word’s component letters are tempo-
rally separated along a presentation stream of varying SOAs (e.g.,, H_.M_,
_O_E, for HOME); the parts integrated into a unitary percept when SOAs
were less than 100ms. Importantly, just as letters must integrate to support
whole-word recognition, features must also integrate to support letter iden-
tification. The current study used a modification of the RSVP paradigm to
assess the temporal resolution of feature integration in letter perception.
Specifically, we introduced noise letters into the presentation stream which
fused with the target letters when SOAs were faster than 36ms. In the first
experiment, we manipulated the distribution of the target letters along the
presentation stream. Target and noise letters were presented separately,
(e.g., HOME, XXXX) or together (e.g., HXMX, XOXE). When SOAs were
less than 36ms, feature fusion across presentations caused the two con-
ditions to look identical. When SOAs exceeded 36ms, feature fusion was
no longer possible, and accuracy was higher when the target and noise
letters were presented separately. In the second experiment, we manipu-
lated the composition of the noise letters; the target letters were presented
alongside several noise letters (e.g.,, HXVY, ZOTE) or alongside a single,
repeated noise letter (e.g.,, HXMX, XOXE). When SOAs were less than
36ms, accuracy was higher in the several-noise condition; temporal fusion
caused the features of the different noise letters to average out. When SOAs
exceeded 36ms, accuracy was higher in the single-noise condition; features
no longer fused across presentations and the target letters benefited from
a pop-out effect. Together, the results from both experiments converge
on a 36ms temporal resolution for feature fusion in letter identification.

23.563 Individual differences in visual lexical decision are highly
correlated with orientation tuning Justin Duncan® 2(justin.duncan@mail.
mcgill.ca), Jessica Royer!, Genevieve Forest!, Daniel Fiset!; !Université du
Québec en Outaouais, 2Université du Québec A Montréal

Recent research has brought attention to the importance of the orientation
tuning of visual information. For instance, in face recognition, participants
show higher efficiency for horizontal information (e.g. Pachai, Sekuler &
Bennett, 2013). Here, we investigated whether this also applies to visual
word recognition. Fifteen participants performed a lexical decision task.
Each trial began with a fixation cross displayed for 500ms, immediately
followed by a stimulus (about 2 degrees of visual angle) that remained
on screen until response. The stimuli consisted of 300 high lexical fre-

quency five-letter French words and 300 pseudo-words, which we gen-
erated by replacing one letter in each word (either the second, third, or
fourth). Fast Fourier Transforms of stimuli were performed to preserve
only vertical or horizontal information. Gaussian white noise was added
to the reconstructed output to maintain performance at 75% in each con-
dition. The threshold was estimated using QUEST (Watson & Pelli, 1983).
Efficiency was calculated for each condition by comparing human per-
formance with that of an ideal (template-matching) observer. Both the
human and the ideal observers needed less signal for vertical compared
to horizontal information. However, the ideal to human ratios show
that, at the group level, experienced readers have similar efficiency for
both orientations, (Mvertical= .0112, Mhorizontal= .0113, t(14)= -.09, ns).
To better characterize orientation tuning, we correlated efficiency with
reading speed; this was measured in another lexical decision task using
100 unaltered stimuli (50 words). Interestingly, we found that reaction
times are strongly correlated with the difference between horizontal and
vertical efficiency (r= -.6, p<.05). Our results suggest that faster read-
ers perform better with horizontal than vertical information, while the
reverse holds for slower readers. Further investigation on the issue should
examine the possible link between individual differences and sensitiv-
ity to crowding, as vertical information appears to constrain its spread.

23.564 An optimal viewing position for object processing Lotje van
der Linden!?(lotskaja@gmail.com), Francoise Vitu'?; 'Aix-Marseille Université,
Laboratoire de Psychologie Cognitive, 2Centre National de la Recherche Scien-
tifique

The ease with which a written word is processed depends on where the
eyes initially fixate it. The optimal viewing position (OVP) is at the center of
words, or slightly to the left of it. When the eyes initially fixate on this posi-
tion, as compared to on a word’s extremes, words are identified faster and
more accurately, and are less likely to be refixated (OVP effects), whereas
initial-fixation durations are longer (the inverted-OVP effect). These effects
are typically explained as a combination of a central bias, due to the rapid
drop-off of visual acuity from the center of the fovea, and a slightly-left-
ward bias, due to language-related constraints. We investigated whether
these biases also characterize object processing. Although several stud-
ies indeed suggest there is a central OVP for objects, previous results are
equivocal. Therefore, we examined whether (inverted) OVP effects exist
for object processing, and if so, to what extent they differ from the ones
typically observed for word processing. We carried out an object- versus
word-naming task, and manipulated the location of the stimulus relative
to a previously-displayed fixation dot. As a consequence, participants
initially fixated different parts of the stimulus. To facilitate comparison
between the two stimulus types, line drawings were scaled such that their
width matched the width of the corresponding written word. We found
that participants made less refixations, and showed longer initial-fixation
durations, when their eyes initially fixated at the center, regardless of stim-
ulus type. This confirms that both word- and object-processing are more
efficient when the location of the eyes allows maximal visual-information
uptake. However, both effects were weaker for pictures than for words.
Furthermore, within-stimulus refixations showed a larger leftwards bias in
words than in objects, suggesting additional language-related constraints
for word processing. We will also discuss alternative, visual explanations.

23.565 Context effects in reading depend on reading speed and

print size Steve Mansfield'(mansfijs@plattsburgh.edu), Kelsey Hanrahan';
Psychology, SUNY College at Plattsburgh

Introduction: Sentences are generally read faster than random sequences
of words, presumably because the sentence context reduces uncertainty
in identifying upcoming words. Does this context advantage extend to
reading small print? Small print is hard to read. Context could help reduce
uncertainty in hard-to-read words, but if the words are hard to read it may
be difficult to establish the context in the first place. Methods: We collected
psychometric functions measuring reading accuracy as a function of print
size (—0.3 to +0.4 logMAR) for normal and shuffled sentences. The sentences
had either 6 or 10 words and were displayed at RSVP presentation rates of
60, 120, 190, 337, and 600 wpm. Data were collected from two well-prac-
ticed observers with normal vision. Results: For faster presentation rates,
accurate reading requires larger print sizes and there is a marked difference
between reading normal and shuffled sentences (e.g., with presentation
rates just slower than the maximum reading speed for shuffled sentences,
print sizes for 80%-correct reading are 0.15 log units larger for shuffled
than for normal sentences.) For slower presentation rates, reading can be
performed at smaller print sizes; however the difference between normal
and shuffled sentences diminishes. Surprisingly, for speeds <120 wpm,
context has no effect at all — the psychometric functions for normal and

52 Vision Sciences Society

See page 3 for Abstract Numbering System



VSS 2014 Program

Saturday Morning Posters

shuffled sentences are identical. Conclusions: These findings show that
the relationship between reading speed, print size, and sentence context
is complex. Fast reading with large print sizes is clearly helped by context.
But for slow reading near the acuity limit, context cues are unavailable,
unhelpful, or unused. This underlines the importance of using continuous
text on tests of visual function for reading with large print, but suggests
that random words may be sufficient for tests of reading at the acuity limit.

Acknowledgement: Supported by a SUNY Plattsburgh Redcay award for stu-
dent-faculty collaboration in the behavioral sciences

23.566 Word-length Effects and Word Inversion Effects: A Study
of Perceptual Transforms in the Reading of Single Words Laura
Eklinder Bjornstrom!?(lauek181@student.liu.se), Charlotte Hills!, Hashim
Hanif!, Jason Barton?; !Department of Medicine (Neurology), Department of
Ophthalmology and Visual Sciences University of British Columbia, Canada, Fac-
ulty of Medicine, Linkdping University, Sweden

Background: Reading may be processed at either the level of the whole
word or its individual letters, and the word-length effect may provide an
index of serial letter processing versus rapid parallel or holistic process-
ing. How reading is performed under various perceptual transforms and
whether a word inversion effect is specific for normal text (as predicted by
the expertise hypothesis) is not clear. Objective: We measured the word
length effect in normal text or two transformations, mirror reflection (in
which the form of the whole word is preserved) or written backwards,
in both upright and inverted orientation. Methods: We measured verbal
response time of 12 healthy subjects reading 3- to 9-letter words presented
one at a time in random order, with transformations and orientations in
different, counterbalanced blocks. Results: There was a main effect of
transformation (F(2,55) = 39.52, p <.0001), with Tukey’s HSD test now
showing differences between all three transformations. Mirror text had
a larger word-length effect than either backwards text (F(1,55) = 6.56 , p
<.003) or normal text (F(1,55) = 9.68, p <.003), while backwards text also
had a larger word-length effect than normal text (F(1,55) = 9.68, p <.003).
There was a trend to an interaction between orientation and transforma-
tion (F(2,55) = 2.77, p <0.07). Tukey’s HSD test showed that the inversion
effect was significant for normal text (F(1,55) = 9.68, p <.003), but not for
mirror or backward transformed text. Conclusion: Reading of perceptu-
ally difficult transformed text uses primarily local letter processing, con-
sistent with predictions that rapid parallel or holistic word processing is
acquired through experience and therefore limited to familiar text for-
mats. The inversion effect suggests that the word-length effect is a more
effective index of this expert process than mean response time. Funding;:
Canada Research Chair and Marianne Koerner Chair in Brain Diseases (JB)

Acknowledgement: Funding: Canada Research Chair and Marianne Koerner Chair
in Brain Diseases (JB)

23.567 Learning to read upside-down: a study of perceptual exper-
tise and acquisition Cristina Rubino?, Elsa Ahlen?, Charlotte S. Hills?,
Hashim M. Hanif!, Jason J. S. Barton!; 'Departments of Medicine (Neurology),
Ophthalmology and Visual Sciences, Psychology, University of British Columbia,
2Faculty of Medicine, University of Linkdping

Introduction: Reading is an expert visual and ocular motor function, learned
almost exclusively in a single orientation. Characterizing this expertise can
be accomplished by contrasts between reading of normal and inverted text,
in which perceptual but not linguistic factors are altered. Objective: Our
goal was to examine this inversion effect in healthy subjects reading text, to
derive behavioural and ocular motor markers of perceptual reading exper-
tise, and to study these parameters before and after training with inverted
reading. Methods: Seven subjects underwent a 10-week program of 30 half-
hour sessions of reading novels with pages displayed inverted on com-
puter monitors. Before and after training we assessed reading of upright
and inverted single words for response time and word-length effects,
and reading of paragraphs for time required, accuracy, and ocular motor
parameters. Results: Subjects gained about 1.17 words/minute with each
session, or a substantial 35 words/minute over the entire training period.
Before training, inverted reading was characterized by long reading times
and large word-length effects, with eye movements showing more and
longer fixations, more and smaller forward saccades, and more regressive
saccades. Training partially reversed many of these effects in single word
and text reading, with the best gains occurring in reading aloud time and
proportion of regressive saccades, and the least change in forward saccade
amplitude. Conclusions: Reading speed and ocular motor parameters can
serve as markers of perceptual expertise during reading, and that training
with inverted text over 10 weeks results in gains of about 30% in reading

expertise. This approach may be useful in the rehabilitation of patients with
hemianopic dyslexia, as inverted reading has the potential of restoring
parafoveal preview and visual span in front of the currently fixated letter.

Acknowledgement: CIHR grant MOP-81270, Canada Research Chair and Mari-
anne Koerner Chair in Brain Diseases (JB)

23.568 Processing of words and text in prosopagnosia Charlotte
Hills!(hvem@eyecarecentre.org), Cristina Rubino!, Claire Sheldon!, Raika
Pancaroglu’, Jodie Davies-Thompson!, Jason Barton!; !Department of Medi-
cine (Neurology), Department of Ophthalmology and Visual Sciences, University of
British Columbia

Background: Words and faces are both subjects of highly expert perceptual
processing, but there is a left hemisphere dominance for reading and a right
one for face perception. Nevertheless, both have some bilateral represen-
tation, raising the question of whether there is some mild word process-
ing impairment in patients with prosopagnosia. Objective: We examined
whether patients with prosopagnosia from right hemisphere or bilateral
lesions were also impaired in text style discrimination, or word perception.
Markers used were delayed word matching and an exaggerated word-
length effect, where reading time is proportional to the number of letters in
a word. Method: 9 prosopagnosic subjects participated. In the first experi-
ment, subjects sorted handwritten and typed words by either their meaning
or their style (i.e. handwriting or font), with the time taken and accuracy
measured. In the second experiment we measured the word-length effect for
reading single words of 3 to 9 letters, matched for linguistic frequency. The
time to onset of verbal naming response was recorded. Results: In experi-
ment 1, no subject demonstrated delayed or inaccurate sorting of words
by their identity. Of 4 subjects with only right hemisphere lesions, 3 were
impaired in matching for style matching, as were all of the 5 subjects with
bilateral lesions. In experiment 2, no subjects with right hemisphere lesions
alone showed an exaggerated word-length effect, while all but one of those
who had additional left sided damage did. Conclusion: These findings pro-
vide further evidence that right hemisphere lesions impair processing of
stylistic properties of text. Reductions in the efficiency of word processing
appear to require additional left sided lesions in prosopagnosic patients.

Acknowledgement: Funding: CIHR grant MOP-102567, Canada Research Chair
and Marianne Koerner Chair in Brain Diseases (JB)

23.569 Symbolic object representation in visual cortex Jodie

Davies-Thompson!?(jdthompson@eyecarecentre.org), Taim Muayqil'?, Jason
JS Barton!?; !Department of Medicine (Neurology), University of British Columbia,
2Department of Ophthalmology and Visual Sciences, University of British Columbia

Background: Previous studies have shown that word processing involves
a predominantly left-sided occipitotemporal network. Words are a form of
symbolic representation, in that they are arbitrary perceptual stimuli that
represent other objects or concepts. Patients with alexia can have prob-
lems processing other types of symbols, such as musical notation. Whether
other symbolic visual representations are processed similarly to visual
words is not known. Objective: We determined whether there were any
occipitotemporal regions that showed an overlap in processing a number
of different visual symbolic classes. Method: 16 right-handed music-liter-
ate subjects took part in an fMRI study designed to examine the response
in occipitotemporal cortex to other forms of symbolic representations. We
examined four symbolic categories: a) words, b) musical symbols, c) traffic
symbols, and d) flags and logos. BOLD signal during perception of these
categories was contrasted with activity related to 1) their spatially scram-
bled equivalents, and 2) pseudo-symbolic equivalents, which were simi-
lar stimuli that lacked symbolic context. Results: The right and left VWFA
responded to words, musical annotations, and traffic symbols; however,
these areas also responded to pseudo-symbolic equivalents. Rather, greater
response to symbolic than pseudo-symbolic stimuli was seen in the left
inferior temporal gyrus (ITG) and middle temporal gyrus (MTG). A whole
brain analysis comparing the response to symbolic versus pseudo-sym-
bolic stimuli revealed a distributed network of inferior temporooccipital
and parietal regions responding to the different categories. Conclusion:
The regions involved in processing visual words, including the VWFA, the
left ITG, and left MTG, also play a role in processing not just words but
also some forms of symbolic representations, particularly musical notation.

Acknowledgement: Funding: CIHR grant MOP-106511, Canada Research Chair
and Marianne Koerner Chair in Brain Diseases (JB)
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23.570 Representation of word identity and font in visual cortex
Lars Strother!?(lars@unr.edu), Alexandra Coros?, Tutis Vilis?; 'University of
Nevada, Reno, ?Brain and Mind Institute, University of Western Ontario

Reading involves the recognition of words on the basis of shape infor-
mation; different words are specified by different strings of letter shapes.
Reading also involves the recognition of a word presented in different
fonts; word identity is invariant to font changes. We used fMRI to study
the neural responses to changes in word identity and font in visual cortex.
We measured fMRI responses to four-letter words which either changed
or repeated in the following ways: (1) the same word was repeated in the
same font; (2) the same word was repeated in different fonts; (3) differ-
ent words were presented in different fonts. We also employed two addi-
tional conditions in which either the right or left half of words changed
while the other half remained the same (words were split at fixation),
which allowed us to dissociate the effects of hemifield-specific letter iden-
tity and font changes between the two hemispheres. Our primary finding
was that changes in identity resulted in left lateralized fMRI responses in
visual cortex, most notably in an area of occipitotemporal cortex corre-
sponding to the visual word form area (VWFA), but also in more poste-
rior portions of visual cortex. In contrast, fMRI responses to font changes
in the absence of identity changes were not lateralized, but nevertheless
overlapped highly with the left lateralized fMRI responses observed in
our other conditions. Our results support the view that both visual cor-
tical hemispheres represent shape information during word recogni-
tion and that the left occipitotemporal cortex represents word identity.

23.571 Orthographic and lexical sensitivity to words in the ventral
occipitotemporal cortex Qiujie Weng!(wengx022@umn.edu), Hao Zhou?,
Lan Wang?, Sheng He!; Department of Psychology, University of Minnesota,
2State Key Laboratory of Brain and Cognitive Science, Institute of Biophysics,
Chinese Academy of Sciences

Previous studies have identified a number of word-sensitive regions in the
ventral occipitotemporal cortex. In this study, we used fMRI adaptation
and multi-voxel pattern analysis to investigate their functional properties
such as orthographic and lexical sensitivity. Three categories of Chinese
character-related stimuli were adopted - real characters, pseudo charac-
ters, and false characters. They were structurally matched but differed in
their lexical and orthographic properties. Real characters were common
left-right structured characters. A pseudo character was created with
two parts according to the orthographic rule. A false character was also
formed of two parts but they occupied incorrect positions thus breaking the
orthographic rule. During the fMRI adaptation experiment, target probes
from one category were briefly presented amidst prolonged exposure to
adaptors from either the same or different category of stimuli. Comparing
the within-category and between-category adaptation effect for a region
could reveal its orthographic and lexical sensitivity. Three word-sensi-
tive regions were functionally localized, one in the occipital lobe, another
near the occipitotemporal sulcus (i.e., the VWFA), and the third located
further anterior to the VWFA. fMRI adaptation results show that real and
pseudo characters were differentiated in the VWFA and the more ante-
rior RO since they had greater within-category adaptation effect than
cross-category adaptation effect. However, adaptation to false characters
was less category selective, possibly reflecting that the ROIs under con-
sideration were less sharply tuned to the false characters. Within these
ROIs, information carried in the multi-voxel pattern of response could
support successful classification of all three types of characters. Inter-
estingly, adaptation to real characters significantly reduced the correla-
tion-based classification performance in the VWFA and the more anterior
ROL. Thus, while the orthographic information is likely registered earlier
in the pathway, the lexical difference between real and pseudo characters
are represented once the information reaches the VWFA and thereafter.

Acknowledgement: CAS XDB02050001 & NSFC 81123002

23.572 Neural correlates of font sensitivity effects in the per-
ception of simplified and traditional Chinese characters Tianyin

Liu!(kanalty@hku.hk), Janet Hui-wen Hsiao!; !Department of Psychology, The
University of Hong Kong

Changes in font regularity within a word or between words are shown to
affect experts more than novices in visual word recognition (Gauthier et al.,
2006). Consistent with this finding, we recently found that expert Chinese
readers showed stronger left side bias (i.e., the preference to judge a charac-
ter made from two left-halves of a mirror-symmetric character more similar
to the original character than one from two right-halves; Hsiao & Cottrell,
2009) in perceiving characters in a familiar font than in an unfamiliar font.
Nevertheless, this font sensitivity effect was limited to characters with the

visual complexity of the script that the readers were most familiar with.
Here we used a masked repetition priming paradigm in a semantic decision
task with EEG recording to examine font sensitivity effects in simplified and
traditional Chinese readers with simplified, traditional, and shared (shared
between the two scripts) character stimuli. In each trial, the target character
was presented in a familiar font (song), while the prime was in either the
same (song) or a different, unfamiliar font (feng). Since simplified script
readers are not familiar with traditional characters, they may demonstrate
less font sensitivity to traditional characters. In contrast, because the visual
complexity of shared characters are similar to simplified but not traditional
characters, font sensitivity effects may only be observed in traditional char-
acters among traditional Chinese readers. Consistent with our hypothesis,
the font change across the prime and target affected N1 amplitude among
simplified Chinese readers when perceiving simplified and shared but
not traditional characters. In contrast, traditional Chinese readers demon-
strated a marginal font sensitivity effect only in traditional characters. These
results suggest that font sensitivity depends on experience with the visual
complexity of the script. The heterogeneity in visual complexity among
Chinese characters provides this unique opportunity to reveal this effect.

Acknowledgement: We are grateful to the Research Grant Council of Hong Kong
(project code: HKU 745210H and HKU 758412H to J. H. Hsiao), and to our
research assistant, Ms. Cynthia Chan.

23.574 Writing reduces holistic processing but does not facilitate
reading: The case in Chinese children with developmental dys-
lexia. Ricky Van-yip Tso'(richiel 3@hku.hk), Cecilia Nga-wing Leung],
Terry Kit-fong Au!, Janet Hui-wen Hsiao!; !Department of Psychology, The
University of Hong Kong

Holistic processing (HP) is an expertise marker of face and object recogni-
tion. By contrast, the expertise marker of recognizing Chinese characters
is reduced HP (Hsiao & Cottrell, 2009). Such reduction in HP seems to be
driven mainly by writing experience rather than reading ability (Tso, Au,
& Hsiao, 2013). In addition, HP seems to mediate between writing and
reading in elementary-school children learning to read and write Chinese
(Tso, Au & Hsiao, 2012): writing experience enhances analytic processing
and awareness of orthographic components of Chinese characters, which
in turn facilitates reading in Chinese. Here we examined this HP effect—i.e.
reduced HP as an expertise marker —of Chinese character recognition in
dyslexic and typically developing children (using the complete composite
paradigm; Gauthier & Bukach, 2007) and its relationship with other Chi-
nese proficiency measures (using age-matched, IQ-matched and perfor-
mance-matched research design). We found that when the HP effect was
matched between the two groups, they did not differ significantly in word
dictation performance, and vice versa. This suggests that HP and writing
performance in Chinese characters are associated, consistent with Tso and
colleague’s (2012, 2013) finding that reduced HP of Chinese characters
may result from writing rather than reading experience. By contrast, even
with HP or dictation performance matched, dyslexic children were out-
performed by typically-developing children in Chinese character naming,
revealing little association between HP/writing and reading of Chinese
characters. The importance of writing experience for reading Chinese in
typical developing children (e.g., Tan et al., 2005; Tso, Au & Hsiao, 2012)
notwithstanding, our results suggest that the fundamental difference in
reading performance between Chinese typically developing and dyslexic
children cannot be accounted for by HP or writing performances. Dyslexic
children’s failure in recognizing Chinese characters may result from deficits
in other types of processes than perceptual deficits or writing abnormality.

Acknowledgement: We are grateful to the Research Grant Council of Hong Kong
(project code: HKU 745210H and HKU 758412H to J.H. Hsiao)

23.575 Development and Validation of a Chinese Reading Acuity
Chart Lin-Juan Cong'(conglinjuan@gmail.com), Cong Yu?, Lei Liu®; 'School
of Brain and Cognitive Science, Beijing Normal University, 2Department of Psy-
chology and Peking-Tsinghua Center for Life Sciences, Peking University, 3School of
Optometry, University of Alabama at Birmingham

The MNREAD chart is widely used in scientific research and clini-
cal assessment for English readers. In this study we developed and val-
idated a set of Chinese reading acuity chart using simplified Chinese
characters using the similar design principles of MNREAD. 105 simple
declarative sentences (subject-verb-object), 12 characters each, were ini-
tially selected from 1st- to 3rd-grade textbooks in elementary schools in
China. 67 were selected after eliminating those with too many or too few
total number of strokes. Reading speeds and errors were estimated with
20 Chinese college students, along with subjective ratings on contents
and fluency. 48 sentences were finally selected based on the uniformity in

54 Vision Sciences Society

See page 3 for Abstract Numbering System



VSS 2014 Program

Saturday Morning Posters

reading speeds and subjective ratings and were used to make 3 reading
charts. Each logarithmic chart contained 16 sentences, one sentence per
line, covering the acuity range from 20/320 to 20/10 at a 40-cm reading
distance. The mean numbers of strokes per sentence for the three charts
were 87.243.5, 87.4+3.3 and 87.3+3.4. Thirty young, normally-sighted col-
lege students were tested with two randomly selected charts and were
scored using the MNREAD protocol. They also read two 150-character
continuous texts at middle-school level at a 0.7 logMAR print size. The
mean reading acuity (rac), critical print size (cps) and maximal reading
speed (mrs) were 0.20 logMAR, 0.40 logMAR and 284 char/min, respec-
tively. There were no significant differences in rac, cps and mrs among the
3 charts (p=0.29, 0.63 & 0.82, respectively), and between the readings of
two randomly selected charts (p=0.47, 0.34 & 0.23, respectively). The test/
retest reliabilities (r/rho) were 0.59, 0.34 and 0.91 for rac, cps and mrs. The
maximal reading speed was correlated to that of continuous text (r=0.83,
p<0.001). The new Chinese reading acuity charts exhibit the characteris-
tics of an accurate and reliable functional reading assessment instrument.

23.576 An Art Meets Science: Subtle Typeface Design Character-
istics Affect Word Legibility in Brief Glances Jonathan Dobres!(jdo-
bres@mit.edu), Nadine Chahine?, Bryan Reimer?!, David Gould?, Bruce
Mebhler!, Brahmi Pugh?, Stephen Arredondo’; 'AgeLab, Engineering Systems
Division, Massachusetts Institute of Technology, 2Monotype Imaging, Woburn, MA

Typeface design has long been considered an art, one guided by a long
accumulation of best practices. Differences between typefaces can be obvi-
ous, such as the flourishes of a serif typeface versus the clean outlines of
sans-serifs, or they may be minor, such as the variability of stroke width
within a letter. Here we employ psychophysical techniques to investigate
the legibility of two seemingly similar typefaces, a “humanist” style type-
face and a “square grotesque”. Subjects participated ina yes/no (2AFC) task
in which they determined whether a briefly presented stimulus was a word
or a pseudoword (a combination of letters that is not an English word, but
is pronounceable). Each subject was exposed to four conditions: two type-
faces by two color combinations (black text on a white background or vice
versa). All text was shown using the computer operating system’s standard
text rendering algorithm. Stimulus presentation time was controlled via a
2-down, 1-up adaptive staircase procedure, and presentation time thresh-
olds were calculated separately for the four combinations of typeface and
color. Results indicate that presentation thresholds are significantly lower
for the humanist typeface compared to the square grotesque, and are also
lower for the black on white conditions compared to white on black. The
typefaces chosen are both sans-serif with similar stroke widths, and were
adjusted to equalize their optical heights. However, our results show that the
deeper design characteristics of a typeface can substantially affect its legibil-
ity. We speculate that the more open and varied letterforms of the humanist
typeface may reduce visual crowding, making it superior to the more uni-
form and ambiguous letterforms of the square grotesque. Whether the leg-
ibility advantage of black on white text arises from subtle optimizations in
the text rendering algorithm or has a neurological basis is an open question.

Acknowledgement: Monotype Imaging US Dept. of Transportation
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23.577 Exploring the representational geometry of object repre-
sentation in the ventral stream using brain-behavior correlations
Michael A. Cohen!(michaelthecohen@gmail.com), Talia Konkle!, Ken
Nakayama', George A. Alvarez!; 'Department of Psychology, Harvard Univer-
sity

The visual processing stream contains regions that selectively respond to
different objects, and the representational geometry within each region
can be measured by the similarity of responses across different items
(Kriegeskorte et al., 2008). Here we asked if interference between objects
in a perceptual task is predicted by the representational geometry across
different regions of the visual system. To measure perceptual interference,
sixteen participants performed a visual search task with eight categories:
faces/bodies/buildings/cats/cars/chairs/hammers/phones. On target
present trials, one target was shown amongst seven distractors from one
category (e.g. one face/seven chairs), and reaction time was measured for
each target-distractor pairing. Reaction times were used as an index of per-
ceptual similarity between categories, yielding an 8x8 behavioral-similarity
matrix. To measure the representational geometry of different visual areas,
six new participants were scanned using fMRI while viewing individual

items from each category. The neural patterns for each category were cor-
related with one another across several cortical regions, yielding an 8x8
neural-similarity matrix for each region. Do these neural-similarity mea-
sures correlate with the behavioral-similarity measures? We found strong
correlations across the ventral/dorsal pathways (ventral temporal, r=0.79;
lateral temporal, r=0.62; occipitoparietal, r=0.54), but not V1-V3 (r=0.13). To
test the uniformity of this representational geometry, lateral temporal, ven-
tral temporal, occipitoparietal, and V1-V3 were divided into ten ROIs based
on overall voxel activity. Surprisingly, the correlations in each sub-region
remained high throughout ventral- and lateral-temporal cortex (all sub-re-
gions P<0.05). Furthermore, we found significant correlations within both
FFA (r=0.66) and PPA (r=0.66). These results suggest that the represen-
tational geometry in higher-level visual areas constrains object percep-
tion and is highly uniform across ventral visual cortex. The uniformity
of this representational geometry, despite differences in response selec-
tivity, suggests that different regions of ventral visual cortex extract, and
make explicit, different subsets of highly correlated perceptual features.

23.578 Emergence of orientation invariant representations within
the visual cortex Morgan Henry'(morganhenry@college.harvard.edu),
George A. Alvarez?; Department of Psychology, Harvard University

It's surprisingly easy to recognize objects at different sizes, orientations,
and positions in the visual field. Robust object recognition across such
transformations suggests that the visual system achieves an (almost)
invariant representation at some level. While understanding the compu-
tations that underlie view-invariant representation is an ongoing topic
of research (DiCarlo & Cox, 2007), it remains unclear exactly where and
how invariance is achieved. Here, we aim to provide some insight into this
question by exploring the emergence of orientation invariant representa-
tions within the visual system using fMRI. We used a rapid-event related
paradigm in order to attain highly reliable brain patterns for 40 items (8
distinct objects at 5 orientations each; average reliability across items and
subjects, r=.79). We then divided the cortex into several regions of inter-
est, including V1-V3, lateral occipital complex (LOC), and the broader
occipitotemporal cortex (OTC). We divided the data set into all possible
halves of the 12 runs, and computed the correlation between item patterns
for each half for all combinations of the 40 items (1600 correlations). This
analysis revealed strong orientation dependence in V1-V3: for a given
object, pattern similarity decreased as the difference in orientation between
items increased. In contrast, LOC showed evidence for complete invari-
ance: the average pattern for a particular object on one half of runs (e.g.,
upright face) was just as similar to the same object at the same orienta-
tion (upright face) as it was to the same object at any other orientation (45,
90, 135, 180 deg) on the other half of runs. The same degree of orientation
invariance was observed in OTC. These results show that object responses
in occipitotemporal cortex are completely invariant, not just tolerant, to
changes in orientation, and suggest that these invariant representations
emerge abruptly in the transition between early visual cortex and LOC.

Acknowledgement: Harvard Center for Brain Science Thesis Award to M.H.

23.579 Differential rate of temporal processing across catego-
ry-selective regions in human high-level visual cortex Anthony
Stigliani!(astiglia@stanford.edu), Kevin S. Weiner!, Kalanit Grill-Spector!?;

!Department of Psychology, Stanford University, 2Stanford Neuroscience Institute,
Stanford University

What is the speed of processing in high-level visual cortex? Previous
research (McKeeff et al. 2007) suggests that responses in human face- and
scene-selective regions peak for stimuli presented at 4-5 Hz, unlike early
visual areas that respond maximally for faster rates of presentation (18-25
Hz). However, these results are hard to interpret because presentation rate
and the number of images in a block were confounded. Here, we used
a novel paradigm to measure the rate of processing across human high-
level category-selective regions. Twelve participants were scanned with
fMRI while viewing images of faces, bodies, objects, scenes, and written
characters presented at 1, 2, 4, or 8 Hz. Stimuli were presented in 8-image
blocks at all rates to equalize the number of stimuli in a block across rates.
Results indicate that networks of category-selective regions are optimized
to process stimuli at different rates, with regions selective for faces, scenes,
and characters preferring slower rates (2 Hz), and body-selective regions
preferring faster rates (4 & 8 Hz). This pattern of results manifests in three
ways: (i) The proportion of VTC voxels showing selectivity for a category
peaked at a certain rate. Specifically, the proportion of VTC voxels selec-
tive for faces, scenes, and characters was greatest at 2 Hz, and the pro-
portion selective for body parts was greatest at 4 Hz (Figure 1). (ii) Inde-
pendent ROI analyses revealed that selectivity for the preferred category
was highest at the optimal rate associated with a region. (iii) Heightened
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selectivity resulted from a specific increase in the magnitude of response
to a region’s preferred category at the optimal rate. These results demon-
strate differential temporal processing of category information across high-
level visual cortex and that bodies are processed at faster rates than other
types of stimuli, perhaps as a result of their mobility and non-rigid nature.

Acknowledgement: Research supported by NIH 1 RO1 EY 02231801A1 to K.
Grill-Spector

23.580 Real-world size improves object recognition in visual form
agnosia Jacqueline Snow!(jacqueline.c.snow@gmail.com), Taylor Coleman’,
Melvyn Goodale?; 'Department of Psychology, University of Nevada, Reno,
Nevada, USA, ?The Brain and Mind Institute, The University of Western Ontario,
London, Ontario, Canada

Patients with visual form agnosia have difficulty recognizing pictures of
objects but can show improved recognition for real-world exemplars - a
phenomenon known as the ‘Real Object Advantage’. For most everyday
objects, visual size corresponds to real-world size, whereas in standard pic-
torial tests of object recognition stimuli can often be orders of magnitude
smaller than their real-world size. Here we investigated the influence of real-
world size on visual object recognition in a patient with visual form agnosia
(DF). Recognition performance and response times were measured for real
objects that were either ‘real size’ (e.g., banana) or ‘toy size’ (e.g., minature
aeroplane). Because DF can utilize color and surface texture cues to facili-
tate recognition, all stimuli in the current study were painted white and had
little visible surface texture. We compared DF’s recognition performance in
anumber of different viewing conditions: monocular vs. binocular viewing,
and free vs. fixed head position. We also examined DF’s ability to recognize
photographs of the same set of objects (under binocular free viewing) which
were closely matched to the real objects for visual size, viewpoint, and illu-
mination. DF’s recognition performance in all viewing conditions (except
monocular with fixed head position) was better for real 3D objects than for
2D pictures, and she showed small qualitative improvements in recognition
performance for binocular over monocular viewing and with free-viewing
over fixed head position. DF’s recognition accuracy was strongly influenced
by real-world size, with better recognition performance for real-world than
toy-sized exemplars. Agnosia patients rely largely upon ‘top-down’ pre-
dictions about object identity based on the size of an object, whereas ‘bot-
tom-up’ visual shape cues provide secondary information about identity.

23.581 fMRI activation and connectivity in the dorsal and ventral
visual streams for elongated and stubby tools and non-tools Juan
Chen'(jchen737@uwo.ca), Melvyn Alan Goodale!, Jody C Culham!, Jacque-
line C Snow?; 'The Brain and Mind Institute, The University of Western Ontario,
London, Ontario, Canada, 2Department of Psychology, University of Nevada, Reno,
Nevada, USA

Images of tools induce stronger activation than images of non-tool objects
in a left-lateralized network of areas including the superior parietal lobe
(SPL) and posterior medial temporal gyrus (pMTG). Importantly, how-
ever, graspable tools tend to be elongated rather than stubby, and so the
tool-selective responses in these areas may reflect sensitivity to elongation
rather than “toolness’ per se. It is also unclear what the role of object identity
information from lateral occipital complex (LOC) is in driving responses in
dorsal ‘tool’ regions, such as SPL. Here we performed an fMRI study exam-
ining the extent to which “tool-selective’ areas are sensitive to the following
object categories: elongated tools, elongated non-tools, stubby tools, and
stubby non-tools. We used psychophysiological interactions (PPI) to mea-
sure the pattern of connectivity with dorsal tool-selective SPL during the
perception of each of the different stimulus types. We observed greater acti-
vation for tool versus non-tool stimuli in the left SPL and left pMTG. The
tool-selective fMRI responses in both of these areas were driven primarily
by elongated rather than stubby exemplars. PPl analyses revealed a stronger
connectivity between left SPL and left LOC when observers viewed stubby
tools than stubby non-tools. But for elongated tool and elongated non-
tools, the connectivity between left SPL and left LOC was not significantly
different. Taken together, our results suggest that the SPL and pMTG are
particularly sensitive to elongated tools, perhaps because of the statistical
regularity of this aspect ratio within the category of tool-like objects. SPL is
functionally integrated with ventrally-located object-selective cortex (LOC)
during stubby tool viewing, suggesting that dorsal tool-selective areas may
rely upon object information from LOC to facilitate action-related processes
with stubby tools, but less so for prototypical (elongated) tool exemplars.
Acknowledgement: Funded by a grant from the Natural Sciences and Engineering
Research Council of Canada (NSERC) to MAG and a group training grant from the
NSERC Collaborative Research and Training Experience Program (CREATE).

23.582 Concept Formation and Categorization of Complex, Asym-
metric and Impossible Figures Sarah Shuwairi' A(sms425@nyu.edu),
Rebecca Bainbridge?, Gregory Murphy?; 'Haverford College, Department of
Psychology, 2NYU, Department of Psychology

Impossible figures are striking examples of inconsistency between global
and local perceptual structure (see Figure 1a). These images tend to attract
our attention and interest for extended periods of time as we try to resolve
the component parts, perhaps because each part of an impossible figure in
isolation is locally possible, but the overall spatial configuration does not
yield a globally coherent 3D object. In order to investigate whether struc-
tural “impossibility” was considered an important perceptual property of
depicted objects, we used a category formation task in which subjects were
asked to divide pictures of shapes into groups that seemed most natural to
them. Category formation is usually unidimensional, i.e., sorting is dom-
inated by a single perceptual property, and so it serves as a measure of
which features or dimensions are most salient. In Experiment 1, subjects
received a set of 12 line drawings, half of which depicted possible and half
impossible objects (Figure 1a). Very few subjects grouped the figures by
impossibility on the first try, and only half did so after multiple attempts at
sorting. Experiment 2 investigated other global properties of figures, such
as symmetry and complexity (Figure 1b and 1c). Subjects readily sorted
objects by complexity, but seldom by symmetry. In Experiment 3, subjects
were asked to draw each of the figures before sorting them, which had only
aminimal effect on facilitating categorization. Finally, in Experiment 4, sub-
jects were explicitly instructed to divide the shapes by symmetry or impos-
sibility. Following the prompt, performance on the categorization task was
perfect for symmetry, but not for impossibility. Although global prop-
erties of figures seem extremely important to our perception, the results
suggest that some of these cues are not salient for about half of observers.

Acknowledgement: This research was supported in part by NSF grant BCS-
1128769.

23.583 Comparison of Object Recognition Behavior in Human and
Monkey Rishi Rajalingham!(rishi.rajalingham@gmail.com), Kailyn Schmidt?,
James J. DiCarlo*?; 'Department of Brain and Cognitive Sciences, Massachusetts

Institute of Technology, 2McGovern Institute for Brain Research, Massachusetts
Institute of Technology

While the rhesus monkey is widely used as an animal model of human
visual processing, it is not known if high-level visual behaviors, such as
invariant object recognition, are quantitatively comparable across rhesus
monkeys and human. To address this question, we systematically com-
pared the object recognition behavior of two monkeys (M, Z) with that
of human subjects. To enforce true object recognition behavior (rather
than image matching), several thousand naturalistic images, each with
one foreground object, were generated by rendering a 3D model of each
object with randomly-chosen viewing parameters (2D position, 3D rota-
tion and viewing distance) and placing that foreground object view onto
a randomly-chosen, natural image background. Monkeys were trained on
a match-to-sample paradigm, with 100ms foveal presentation of a sample
image (randomly-chosen among thousands possible) followed imme-
diately by lateral presentation of two response images, each displaying
a single canonical-view object. Monkey M responded by holding gaze
fixation over the selected image for 700ms, while monkey Z touched the
selected image on a touchscreen. Data from 554 human subjects perform-
ing the same tasks on Mechanical Turk were aggregated to characterize
mean human object recognition behavior, as well as 25 separate MTurk
subjects to characterize individual human subject behavior. To date, we
have compared monkeys and humans on 16 objects. Our results show
that monkeys not only match human performance, but show a pattern
of object confusion that is highly correlated with pooled human subject
confusion patterns (M: 0.8550; Z: 0.8148; noise corrected r), and is statis-
tically indistinguishable from individual human subjects (p=0.48, exact
test). Importantly, these common patterns of 3D object confusion are
not shared with low level visual representations (pixels, V1-like). Taken
together, these results suggest that rhesus monkeys and humans share a
neural “shape” representation that directly underlies object perception.

23.584 The clash of visual categories Marlene Poncet!?(marlene.
poncet@gmail.com), Ramakrishna Chakravarthi®, Michele Fabre-Thorpe!?;
!Université de Toulouse UPS Centre de Recherche Cerveau et Cognition France,
2CNRS CerCo Toulouse, France, 3School of Psychology, University of Aberdeen, UK
Categorization is very efficient. However it is unclear how multiple simul-
taneously active visual categories interact. Such interactions were tested
in categorization tasks in which participants ignored a flashed prime,
but responded to a 100ms target presented after an SOA of either 80 or
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180ms. The prime’s category was either the same as the target category
(congruent condition) or different (incongruent condition). In both exper-
iments 1 (bird/non-bird categorization) and 2 (animal/non-animal cate-
gorization), responses to congruent trials were faster and more accurate
than those to incongruent trials. More importantly, we tested two differ-
ent types of incongruent primes: related and unrelated to the target. In
Expl, related incongruent primes belonged to the same superordinate cat-
egory (e.g. dog), but unrelated ones did not (e.g. car). Related incongru-
ent primes caused more interference than unrelated ones at both SOAs. In
Exp2, each image belonged to one of three subclasses (air, water, ground).
Whereas related primes belonged to the same subclass as the target,
unrelated ones did not. As in Expl, related incongruent primes caused
more interference than unrelated ones, but only at long SOA. To explain
these results, we propose a model based on the idea that categories are
represented as hierarchical patterns of neuronal activity in infero-tem-
poral cortex. When two objects share attributes (e.g. “animal-ness’), their
patterns overlap. Since related incongruent primes share more attributes
with the target than unrelated ones, their patterns overlap more, increas-
ing the difficulty to determine the target’s category. Furthermore, target
and incongruent related primes had far more overlap in Expl (e.g. bird
primed by dog) than in Exp2 (e.g. bird primed by plane). Accordingly,
interference was observed earlier in Expl than in Exp2. We conclude
that residual activity in infero-temporal cortex affects subsequent cate-
gorization depending on the extent of overlap between activity patterns.

23.585 Contextual modulation of competing interpretations
in early object recognition Mohammed Islam'(mislam19@fau.edu),
Thomas Sanocki?; 'Florida Atlantic University, 2University of South Florida

One class of object recognition models posit that the brain extracts the
global information of an object (e.g., shape) to generate multiple hypoth-
eses, or “candidates,” about the identity of an object. Additionally, context
constrains and refines the initial candidates. If this is the case, is it then
possible to modulate the interpretation of an object with contexts related
to the different candidates? In a series of experiments, we presented par-
ticipants with low pass filtered images of isolated objects in the periph-
ery for 70 ms (followed by a mask). Participants were asked to identify the
object in an open-ended response. We found that without context, many
objects were often misinterpreted as another object sharing similar global
shapes. These different interpretations were normed and categorized by
their frequency of response. We then repeated the experiment with a new
set of participants. This time, the images were preceded by either a fixation
point or a scene. The object was congruent to the scene when the correct
interpretation (e.g., football) matched the scene (e.g., football field), “falsely
congruent” when the scene (cosmetic shop) matched the most frequent
misinterpretation (lips), or incongruous when neither interpretation were
related to the scene (farm). Interestingly, the data suggests that once a
stimuli was interpreted as a certain object, the interpretation could not be
refuted with an inappropriate context. However, the interpretation could
be reaffirmed with an interpretation-congruent context as evident by a 20%
increase in accuracy for the truly congruent condition and a 16% increase
in false congruent condition (compared to presentation with no scenes).
The data follows a pattern similar to that of a confirmation bias. Addition-
ally, the current data suggests a more minimal role of context in the early
stages of object recognition in which context does not inhibit competition.

23.586 Greater Oxygenation of Prefrontal Cortex During Infor-
mation-Integration (vs. Rule-Based) Category Learning Audrey

Hill*(audrey@knights.ucf.edu), Corey Bohil'!, Andrew Wismer?; *University of
Central Florida

The COVIS theory of categorization (Ashby et al 1998, Psychological
Review) posits that verbalizable (explicit) rule learning is mediated in part
by prefrontal cortex (PFC), while nonverbalizable (implicit) rule learning
is mediated chiefly by basal ganglia structures. COVIS also predicts that
both learning systems attempt to determine each category response on
each trial (i.e., the systems compete). On this basis, we predicted unique
patterns of PFC blood flow depending on how participants performed on
perceptual category learning tasks that required either selective attention
to a single stimulus dimension (“rule-based” learning) or attention to mul-
tiple stimulus dimensions at once (“information-integration” learning).
Participants completed rule-based and information-integration category
learning tasks with two-dimensional stimuli (gabor patches varying in
orientation and spatial frequency across trials). Hemodynamic response
was measured in dorsolateral PFC using functional Near Infrared Spec-
troscopy (fNIRS). As expected, we found similar levels of oxygenated
hemoglobin (Hbo2) in DLPFC early in learning for both conditions, and a
divergence of activity level across tasks over the series of training blocks.

This divergence was mediated by the type of rule used in each task. Par-
ticipants using the incorrect rule type (a 1-dimensional rule) during infor-
mation integration learning showed higher PFC activity than those using
the appropriate rule type. These results support COVIS and suggest that
these perceptual category learning tasks provide a dissociation that may
be useful for examining changes in PFC integrity due to injury or aging.

23.587 P300 variability during target detection in natural images:
Implications for single-trial classification Jon Touryan!(touryan@
gmail.com), Amar Marathe!, Anthony Ries'; 'Human Research and Engineer-
ing Directorate, U.S. Army Research Laboratory

The P300 is one of the most prominent and well-studied event-related
potentials (ERPs) in the literature. The P300 is also a primary discriminant
signal for many brain-computer interface (BCI) systems. It has been well
established that the P300 amplitude and latency, along with reaction time,
are directly linked to target discriminability. However, since the majority
of P300 studies using an odd-ball or target-detection paradigm have a fixed
or unquantified level of target discriminability, it remains unclear how
the P300 is systematically modulated by the discriminability of stimulus
properties affecting target detection. In this study we quantified visual
properties of target objects within a large ensemble of natural images
(color photographs of an office environment). Using a rapid serial visual
presentation (RSVP) paradigm, we were able to systematically measure the
effect of these properties on both the behavioral reaction time and P300.
We evaluated how stimulus properties affected the P300 amplitude and
latency while controlling for reaction time variability by using response-
locked ERPs. As expected, we found that several stimulus properties, such
as target size and eccentricity, had a dramatic effect on the P300 amplitude.
In contrast, no effect was observed on the response-locked P300 latency.
Importantly, the performance of single-trial classifiers (linear discriminant
functions) was affected to a similar degree by these stimulus properties.
Our results articulate the challenge for developing classification approaches
that are robust to stimulus induced variability in the P300 response.

23.588 Does Implicit Learning Play a Role in Base-rate Sensitivity?
Andrew Wismer!(andrew.wismer@knights.ucf.edu), Corey Bohil'; *University
of Central Florida

We explored the possibility that implicit learning plays a role in base-
rate sensitivity during perceptual category learning. Participants learned
to categorize simple stimuli (bar graphs varying in height from trail to
trial) with unequal category base-rates (relative exemplar frequencies).
Implicit learning was explored via manipulations previously used to test
the COVIS (Competition between Verbal and Implicit Systems) theory
of categorization. These included learning with different response types
(making a categorization response on each trial vs. observational learning)
and feedback delays (immediate corrective feedback after each response or
after a 5 second delay on each trial). We also manipulated the salience of
base-rate information by manipulating base-rate ratio (2:1 or 3:1), discrim-
inability level (d'=1 or d'=2), and category structure training (pretraining
or not on category structures prior to base-rate manipulation). We found
that performance in response conditions was closer to optimal than per-
formance in observational-learning conditions, and that performance was
closer to optimal when feedback immediately followed a response. In other
words, under manipulations known to disrupt implicit learning (obser-
vational learning, delayed feedback), performance clearly suffered. There
was a strong interaction between these trends and category discriminabil-
ity. When d” was lower and when category structure was not pre-trained
(i.e., when the available perceptual information was less informative),
the influence of base-rate information on decision-criterion placement
was clearly stronger. These results suggest that implicit (or procedural)
learning does indeed play a role in the learning of base-rate information.
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24.11, 2:30 pm Natural vision effects on contrast sensitivity and
their correlation with macaque V1 activity James Niemeyer'(James_

Niemeyer@brown.edu), Michael Paradiso!; !Department of Neuroscience, Brown
University

In a series of physiological and psychophysical experiments, our lab has
previously shown that there are significant differences in brain represen-
tations and visual perception between natural vision and vision in labo-
ratory experiments. Complex natural scenes and saccadic eye movements
alter vision relative to experiments with simple stimuli flashed during pro-
longed fixation. Here we show that natural vision has significant effects on
contrast sensitivity and that these effects are predictable from patterns of
activation in macaque V1. Animals were trained to perform a 2AFC contrast
discrimination task while recordings from V1 were made with 96 electrode
Utah arrays. Conditions in which saccades brought stimuli into receptive
fields were compared with other conditions that required fixation before
stimuli were flashed. In both conditions the Gabor target stimuli were
positioned on a complex natural scene background. We find, with similar
visual input, that saccades across a complex scene alter contrast sensitivity
relative to sensitivity with flashed stimuli. Specifically, contrast sensitiv-
ity is worse at lower spatial frequencies (1-4 cy/deg) but similar at higher
spatial frequencies when a saccade brings the Gabor target into view. This
effect is comparable to the reduced contrast sensitivity our lab has reported
in similar human psychophysics experiments. The differences between
“saccade” and “flash” contrast sensitivity functions is consistent with the
effects of saccades across complex scenes on V1 spiking and LFP activity
and the spatial frequency dependence of neural changes.Importantly, the
spatial frequency dependence of the effects appears related to the statistics
of natural scenes rather than magno/parvo processing differences. These
findings are important for the characterization of V1 responses and percep-
tion in natural vision and for the clinical assessment of contrast sensitivity.

Acknowledgement: NSF BCS1261433 and NIH T32 EYO18080

24.12, 2:45 pm Representing space in time during ocular drift Clau-
dia Cherici'(cherici@bu.edu), Murat Aytekin!, Michele Rucci'?; 'Department
of Psychology, Boston University, Boston, MA 02215, USA, ?Graduate Program in

Neuroscience, Boston University, Boston, MA 02215, USA

How is space represented in the visual system?In an immobile eye, a sta-
tionary stimulus is necessarily encoded by the pattern of active receptors in
the retina. But the eyes are always in motion, even during fixation, and eye
movements make spatial information available in the temporal domain.
Our recent work has provided strong evidence that the visual system also
uses the temporal modulations resulting from fixational eye movements
to encode fine spatial detail (Rucci et al., 2007; Kuang et al., 2012).Here we
investigated the mechanisms of this encoding process.Subjects viewed a
standard Vernier stimulus in complete darkness through a narrow vertical
aperture, which allowed exposure of only one line at a time. They reported
whether the top line was to the left/right of the bottom one. The aperture was
stabilized on the retina, so that no spatial cues existed on the retina and the
exposure of the two lines was solely determined by ocular drift (trials with
saccades/microsaccades were discarded). To successfully perform this task,
knowledge of eye movement was necessary, as the temporal pattern on the
retina was, by itself, ambiguous. We conducted three separate experiments.
In the first experiment, stimuli were presented on a fast CRT monitor.In the
second experiment, to rule out possible contributions from the CRT phos-
phor persistence, stimuli were delivered by an array of ultra-fast LEDs.In
the third experiment, we used a different technique for retinal stabilization
in which stimuli were viewed through deflecting mirrors.Results were simi-
lar in all experiments: performance was significantly above chance with off-

sets of a few arcminutes.These results reveal that spatial information exclu-
sively contained in the temporal structure of fixational modulations suffices
to discriminate fine patterns, even in the absence of spatial displacements.

Acknowledgement: This work was supported by National Institutes of Health grant
EY18363 and National Science Foundation grant BCS-1127216

24.13, 3:00 pm Binocular head/eye coordination during natural
fixation Martina Poletti!(martinap@bu.edu), Murat Aytekin', Michele

Rucci'?; Department of Psychology, Boston University, Boston, MA 02215, USA,
2Graduate Program in Neuroscience, Boston University, Boston, MA 02215, USA

Incessant eye movements (ocular drift and tremor) shift the image on the
retina during the brief fixation intervals in between saccades, the very peri-
ods in which visual information is acquired and processed.Because of the
difficulty in accurately measuring microscopic eye movements, ocular drift
has been typically studied with the head restrained, an artificial condition
that minimizes recording artifacts.In this condition, ocular drift resembles
Brownian motion, with loosely correlated or uncorrelated motion in the
two eyes. Here, we examine ocular drift during natural head-free fixation,
when the eyes also continually translate in space because of microscopic
head movements.Traces of head and eye movements were acquired by
means of the Maryland Revolving Field Monitor, an experimental device
which enables oculomotor recordings at resolution higher than 1 arcmin
during normal head-free viewing.We show that, contrary to the wide-
spread assumption, ocular drift is under oculomotor control and highly
correlated in the two eyes.The two eyes drifted faster during intersaccadic
head-free fixation than under traditional head-restrained conditions and
moved together to finely compensate for head movements, even when eye
and head speeds were well below 2 deg/s.As a consequence, the result-
ing motion on the retina was comparable to that measured with the head
restrained, when ocular drift was the only contributor to retinal image
motion.We show that in the absence of this precise head/eye compensation
during fixation: (1) the spatiotemporal frequency content of retinal stimula-
tion would be severely altered; and (2) the retinal projection of the stimulus
would quickly leave the foveola.Thus, our results show that the smooth
inter-saccadic movement of the eye is under oculomotor control. During nat-
ural fixation, ocular drift is part of a compensatory mechanism, which aims
at maintaining retinal image motion within an optimal range for vision.

Acknowledgement: National Institutes of Health grant EY18363 and National
Science Foundation grant BCS-1127216

24.14, 3:15 pm High-precision control of binocular gaze Matteo
Valsecchi!(matteo.valsecchi@gmail.com), Karl R. Gegenfurtner?; 'Allgemeine
Psychologie Abteilung, Justus-Liebig Universitat Giessen

Humans can orient gaze extremely precisely on the fronto-parallel plane
when high visual acuity is required. Yet, it is not known whether this
extends to high-acuity natural tasks requiring an adjustment of vergence.
We investigated the precision of binocular gaze control while observers
performed a high-precision manual movement. The task involved hitting
a target hole (1 mm diameter) in a plate with a hand-held needle (0.5 mm
diameter) at 200 mm viewing distance. Binocular eye movements and the
3D-position of the needle tip were tracked. The six observers consistently set
their point of gaze at the target height first, while the horizontal and depth
adjustments took place more slowly as the needle approached the target.
Microsaccade rate and amplitude decreased as the distance between needle
and plate dropped below 3 mm. Microsaccades contributed to displace gaze
between the needle and the target, since the horizontal point of gaze was
located on average in between these two positions. This was not the case
for depth, where the average point of gaze was centered on the needle tip.
Moreover, changes in version and vergence were not coordinated during
microsaccades. In a control experiment five observers moved gaze between
marks on a slanted plane. Even when the inter-mark distance was 1 mm,
instructing a saccade as small as the microsaccades in the needle experi-
ment, we observed a coordinated displacement of the point of gaze on the
horizontal and depth axis, although the vergence gain was relatively small
(47.1%). Our results show that observers can control the position of binocu-
lar gaze very precisely in a high-acuity visual task, and that microsaccades
contribute to displacing gaze between relevant objects. However, a coordi-
nated control of version and vergence in small saccades is only observed
if a movement of gaze along a slanted trajectory is explicitly instructed.
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24.15, 3:30 pm Eye-movements and the neural basis of context
effects on temporal sensitivity Qasim Zaidi!(qz@sunyopt.edu), Robert
Ennis!, Dingcai Cao 2, Barry Lee!; !Graduate Center for Vision Research,
SUNY College of Optometry, New York, NY, 2Department of Ophthalmology and
Visual Sciences, University of lllinois at Chicago, Chicago, IL, 3Max Planck Institute
for Biophysical Chemistry, Gottingen, Germany

It is well established that visual sensitivity is affected by context. The
luminance of a surround region substantially affects the detection of
luminance flicker at low frequencies, so that the Temporal Contrast Sen-
sitivity Function is band-pass on dark or light surrounds, but low-pass on
surrounds at the mean-level of the flicker. The cause of the effect remains
controversial. Some explanations invoke enhancement of edge responses
by lateral inhibition, others rely on transients caused by the miniature
eye-movements involved in maintaining fixation. We replicated the psy-
chophysical luminance results, and found that they also held for chromatic
conditions: the TCSF for equiluminant red-green flicker was low-pass on
mean-level surrounds, but was surprisingly band-pass on red or green
surrounds. To identify the neural basis of the context effects, we used in
vivo electrophysiological recordings of primate MC and PC ganglion cell
responses to luminance and red-green modulations respectively. We mea-
sured cell responses at various distances from the modulation edge to test
neuronal sensitivity to stationary edge contrast. To simulate the effects of
eye movements, we measured cell responses to abruptly displaced target
patches. Effects of stationary edge-contrasts on MC and PC cell responses
were found to be minimal on all surrounds, excluding lateral inhibition as
a mechanism for enhancement of responses to stationary edges. Abruptly
displaced edges, however, evoked transient bursts or suppression of
spikes. On mean-level surrounds, transient neural responses depended
on the modulation phase, but responses were equal across all modulation
phases on the polarized surrounds. Eye-movements thus enhanced detec-
tion of low-frequency flicker on mean-level surrounds, and a neurometric
analysis supported a primary role for eye movements in the context effects
on temporal sensitivity. These results also reveal that the transformation
of spatial edges to transient retinal responses provides the neuronal sub-
strate for detecting chromatic and luminance edges in natural scenes.

Acknowledgement: NEI EYO07556, EY0O13312, EY019651

24.16, 3:45 pm Dissociating temporal inhibition of return and
saccadic momentum across multiple eye-movement tasks Steven G.
Lukel(steven_luke@byu.edu), Tim J. Smith?, Joseph Schmidt®, John M. Hen-
derson?®; Department of Psychology, Brigham Young University, Provo, UT, USA,
2Department of Psychological Sciences, Birkbeck, University of London, London,
UK, ®Institute for Mind and Brain and Department of Psychology, University of
South Carolina, Columbia, SC, USA

Saccade latencies are longer before eye movements to recently fixated loca-
tions, a phenomenon known as oculomotor inhibition of return (O-IOR).
However, latencies are also influenced by saccadic momentum: latencies are
shortest before forward saccades and increase as the angular deviation (dif-
ference in direction) of the current and previous saccades increases. Using
a within-subjects and within-items design, the present study attempted to
dissociate the temporal and spatial consequences of O-IOR and saccadic
momentum across three tasks: scene search, scene memorization, and aes-
thetic preference. Spatial analyses revealed facilitation of return (rather
than inhibition) in all tasks: return saccades were more frequent in the data
compared to a shuffled baseline. Initial temporal analyses suggested that
O-IOR was weaker in search (16 ms) than in memorization or preference
(28 & 25 ms, respectively). Saccadic momentum appears even if previous
and current saccades are not closely matched in amplitude, while O-IOR
appears only when saccades are matched in amplitude so the current sac-
cade lands within the zone of IOR (within 4° of the previous fixation loca-
tion), making it possible to dissociate the two phenomena. Fixation dura-
tions increased linearly as a function of angular deviation outside the IOR
zone, but curvilinearly within the zone of IOR, revealing an additional pen-
alty for return saccades beyond that accounted for by saccadic momentum.
Furthermore, saccadic momentum and O-IOR differentially affected the
frequency distribution of fixation durations. Saccadic momentum shifted
the mean of the distribution’s Gaussian component, lengthening most fix-
ations, while O-IOR only influenced the skewness of the distribution (the
exponential component), lengthening a subset of fixations. Interestingly,
when dissociated in this way, O-IOR was equivalent in magnitude across
tasks while saccadic momentum was not present in search. These results
suggest that O-IOR and saccadic momentum are independent phenom-
ena, and that O-IOR is task-independent while saccadic momentum is not.

Acknowledgement: This work was supported by grant BCS-1151358 from the
National Science Foundation to JMH.

24.17, 4:00 pm The pupillary light response reflects eye-move-
ment preparation Sebastiaan Mathot!(s.mathot@cogsci.nl), Lotje van der

Linden!, Grainger Jonathan'!, Frangoise Vitu!’; !Laboratoire de Psychologie,
CNRS, Aix-Marseille Université

When the eyes are exposed to an increased influx of light, the pupils con-
strict. The pupillary light response (PLR) is traditionally believed to be
purely reflexive and not susceptible to cognitive influences. In contrast
to this traditional view, we report here that the PLR is initiated during
the preparation of an eye movement towards a bright (or dark) stimu-
lus, even before the eyes set in motion. Participants fixated a central gray
area and made a saccadic eye movement towards a peripheral target.
Using gaze-contingent display changes, we manipulated whether or not
the brightness of the target was the same during and after eye-movement
preparation. More specifically, on some trials we changed the brightness
of the target as soon as the eyes set in motion, thus dissociating the prepa-
ratory PLR (i.e. to the target brightness during saccade preparation) from
the ‘regular’ PLR (i.e. to the target brightness after the saccade). We show
that a preparatory PLR is initiated during saccade preparation, approxi-
mately 100 ms before saccade onset. This preparatory response allows
the pupil to track luminance changes in visual input more rapidly than
would be possible without preparation. Strikingly, a purely preparatory
luminance-related pupillary response was triggered even when a saccade
was prepared towards a bright (or dark) stimulus that was removed before
being brought into central vision. We link our findings to the pre-saccadic
shift of attention: The pupil adjusts its size to the brightness of a to-be-fix-
ated stimulus, as soon as attention shifts towards the target of an upcom-
ing saccade. Our findings illustrate that the PLR is a dynamic movement
that is tightly linked to visual attention and eye-movement preparation.

Acknowledgement: ERC Grant nr. 230313 to Jonathan Grainger

Face Perception
Saturday, May 17, 2:30 - 4:15 pm
Talk Session, Talk Room 2
Moderator: Christian Wallraven

24.21, 2:30 pm An Account of the Face Configural Effect Irving
Biederman!?(bieder@usc.edu), Xiaokun Xu?, Manan Shah?; 'Neuroscience,
University of Southern California, 2Psychology, University of Southern California

A striking phenomenon in face perception is the configural effect in which
a difference in a single part appears more distinct in the context of a face
than it does by itself (Tanaka & Farah, 1992, Fig. 1). Because the face context
is identical it would be expected to increase search complexity, rendering
recognition/discrimination more—not less—difficult. Remarkably, there
has never been a biologically plausible explanation of this fundamental
signature of face recognition. We show that the configural effect can be
simply derived from a model composed of overlapping receptive fields
(rfs) characteristic of early cortical simple-cell tuning but also present, pos-
sibly without the linking of spatial frequency (SF) to 1f size, in face-selective
areas. Because of the overlap in rfs, the difference in a single part (between
target and foil) is not only represented in the rfs centered on it, but also
propagated to larger rfs centered on distant parts of the face. Similarity
values computed from the model between pairs of faces and pairs of face
parts closely matched the recognition accuracy of human observers who
had learned a set of faces composed of composite parts and were tested
on wholes (Which is Larry?) and parts (Which is Larry’s nose?). That it
is the larger rfs rather than low SFs that account for the configural effect
was documented in an experiment in which the stimuli were high vs. low
passed (Fig. 2). The configural effect was found to be largely insensitive to
SF. The retention of a configural (rather than a part) representation may
be unique to the representation of faces and explains why distinguishing
similar faces (unlike distinguishing objects of equivalent physical similar-
ity) is ineffable (because we do not have cognitive access to the rf activa-
tion values) and so adversely affected by inversion and contrast reversal.
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24.22, 2:45 pm Perceptual integration of kinematic components
for the recognition of emotional facial expressions Enrico Chiovet-
to!(enrico.chiovetto@klinikum.uni-tuebingen.de), Cristébal Curio?, Dominik
Endres!, Martin Giese!; 'Section for Computational Sensomotorics, Department
of Cognitive Neurology, Hertie Institute for Clinical Brain Research, Centre for
Integrative Neuroscience, University Clinic Tibingen, Tiibingen, Germany., Max
Planck Institute for Biological Cybernetics, Dept. Human Perception, Cognition and
Action, Tubingen, Germany

There is evidence in both motor control (Flash and Hochner 2005; Chio-
vetto and Giese, 2013) as well as in the study of the perception of facial
expressions (Ekman & Friesen, 1978) showing that complex movements
can be decomposed into simpler basic components (usually referred to as
‘movement primitives’ or ‘action units’). However, such components have
rarely been investigated in the context of dynamic facial movements (as
opposed to static pictures of faces). METHODS. By application of dimen-
sionality reduction methods (NMF and anechoic demixing) we identified
spatio-temporal components that capture the major part of the variance of
dynamic facial expressions, where the motion was parameterized exploit-
ing a 3D facial animation system (Curio et al, 2006). We generated stim-
uli with varying information content of the identified components and
investigated how many components are minimally required to attain
natural appearance (Turing test). In addition, we investigated how per-
ception integrates these components, using expression classification and
expressiveness rating tasks. The best trade-off between model complex-
ity and approximation quality of the model was determined by Bayesian
inference, and compared to the human data. In addition, we developed a
Bayesian cue fusion model that correctly accounts for the data. RESULTS.
For anechoic mixing models only two components were sufficient to
reconstruct three facial expressions with high accuracy, which is percep-
tually indistinguishable from original expressions. A simple Bayesian cue
fusion model provides a good fit of the data on the integration of infor-
mation conveyed by the different movement components. References:
Chiovetto E, Giese MA. PLoS One 2013 19;8(11):e79555. doi: 10.1371/
journal.pone.0079555. Curio C, Breidt M, Kleiner M, Vuong QC, Giese
MA and Bilthoff HH. Applied Perception in Graphics and Visualization
2006: 77-84. Ekman P and Friesen W. Consulting Psychologists Press, Palo
Alto, 1978. Flash T, Hochner B. Curr Opin Neurobiol 2005; 15(6):660-6.

Acknowledgement: 8311 AMASupported by: EU Commission, EC FP7-ICT-
24RSi, Deutsche Forschungsgemeinschaft: DFG Gl 305/4-1, DFG GZ: KA
1258/15-1, German Federal Ministry of Education and Research: BMBF, FKZ:
01GQ1002A, European Commission, Fp 7-PEOPLE-2011-ITN(Marie Curie): ABC
PITN-GA-011-290011, HBP FP7-ICT-2013-FET-F/ 604102 Koroibot FP7-
ICT-2013-10/ 611909.

24.23, 3:00 pm Configural and featural facial information: integral-
ity in normal face processing, separability in prosopagnosia Ruth
Kimchi4(rkimchi@research.haifa.ac.il), Marlene Behrmann?, Galia Avidan?®,
Rama Amishav?; 'Department of Psychology, University of Haifa, 2Department

of Psychology, Carnegie Mellon University, 3Department of Psychology, Ben Gurion
University of the Negev, “Institute of Information Processing and Decision Making,
University of Haifa

Adults” expertise in face recognition has been attributed to their ability to
engage in holistic processing. Exactly what constitutes holistic processing
has remained controversial, however. In an attempt to understand the
nature of face representation and processing, we examined how configural
and featural information interact during face processing in a group of indi-
viduals with congenital prosopagnosia (CP) and matched controls, using
Amishav and Kimchi’s (2010) version of Garner’s speeded classification
task. This task examines the ability to process one dimension of a multi-
dimensional visual stimulus, while ignoring another dimension, using
selective attention measures, and provides a powerful test of perceptual
separability between stimulus dimensions. When classifying upright faces
varying in features (eyes, nose, and mouth) and configural information
(inter-eyes and nose-mouth spacing), normal observers evince symmetric
Garner interference: they were unable to selectively attend to features with-
out experiencing interference from irrelevant variation in configuration,
and vice versa, indicating that featural information and configural informa-
tion are integral in normal face processing. In contrast, the CPs showed no
Garner interference: they could attend to configural information without
interference from irrelevant featural information, and vice versa, indicat-
ing that featural information and configural information are perceptually
separable in CP’s face processing. These results indicate that CPs do not
perceive faces holistically; rather, they process featural and configural

information independently. This finding not only elucidates the underlying
perturbation in CP but also confirms that intact face processing is charac-
terized by the perceptual integrality of configural and featural information.

24.24, 3:15 pm Retinotopic priors for eyes and mouth in face
perception and face sensitive cortex Benjamin de Haas!?3(benja-
mindehaas@gmail.com), D. Samuel Schwarzkopf?, Ivan Alvarez*, Linda
Henriksson®*, Nikolaus Kriegeskorte®, Geraint Rees'?; *Institute of Cognitive
Neuroscience, University College London, ?Wellcome Trust Centre for Neuroimag-
ing, University College London, 3Division of Psychology and Language Sciences,
University College London, “Institute of Child Health, University College London,
SMRC Cognition and Brain Sciences Unit, Cambridge, ®Brain Research Unit, O.V.
Lounasmaa Laboratory, Aalto University, Finland

Gaze patterns towards faces typically concentrate in a region that includes
eyes and mouth as upper and lower boundaries (e.g. van Belle et al., 2010).
This implies a natural retinotopic bias- eyes will appear more often in the
upper than lower visual field and vice versa for mouths. We asked whether
this bias is reflected in perceptual sensitivity and cortical processing of face
features. In a behavioral experiment we tested whether recognition perfor-
mance for eyes and mouths varied with retinotopic location. In each trial
healthy human participants (n=18) saw a brief (200 ms) image of a single
eye or mouth, accompanied by a noise mask. Recognition performance was
tested in a match-to-sample task. In a canonical condition eye and mouth
stimuli were presented in typical upper and lower visual field locations
while in a second condition these locations were reversed. We found strong
evidence for the predicted feature by location interaction (F=21.87, P<0.001).
Recognition of eyes was significantly better for upper vs. lower visual field
locations (t=3.34, P<0.01) while the reverse was true for mouth recognition
(t=3.40, P<0.01). We speculated this might reflect a correlation between spa-
tial and feature preferences of neural populations in face sensitive cortex.
Based on this hypothesis we performed an, fMRI experiment (n=21) using
identical stimuli. Preliminary results indicate that patterns evoked by eyes
vs. mouths were separable significantly better than chance in inferior occipi-
tal gyrus (IOG) and fusiform face area (FFA) of either hemisphere. Crucially,
separability of patterns was significantly better for the canonical condition
in right IOG (t=2.20, P<0.05) and a similar trend was observed for right
FFA (t=1.92, P=0.07). These results indicate that sensitivity to face features
is spatially heterogeneous across the visual field and in human face-sen-
sitive cortex. Face feature sensitivity thus likely reflects input statistics.

Acknowledgement: This work was supported by the Wellcome Trust (BdH, DSS,
GR), the European Research Council (DSS, BdH) and the Medical Research
Council (NK)

24.25, 3:30 pm Data driven identification of functional organiza-

tion Jason Webster!(jwebst@uw.edu), Ione Fine'; Psychology, University of
Washington, Seattle, WA

Purpose: Current fMRI methods for examining cortical functional orga-
nization require assumptions about either stimulus category boundaries
or the region of interest (ROI). Conventional fMRI localizers rely on sta-
tistical contrasts between predefined conditions, requiring assumptions
about how stimuli should be categorized. Representational similarity
analysis, which quantifies the similarity of responses within a region of
interest to a set of stimuli, requires a predefined ROI that does not con-
tain cortical areas with diverse selectivity profiles. Here, we describe a
method that identifies cortical regions with similar selectivity profiles
across a stimulus set without assumptions about either stimulus categor-
ical structure or the ROL We evaluated our approach by using it to iden-
tify known category selective areas in ventral temporal cortex. Methods:
Two subjects passively viewed short video clips of faces, bodies, scenes,
objects, scrambled objects, and uniformly colored screens. There were 12
stimuli in each category and ten repetitions per stimulus. For each vertex
on the cortical surface, we calculated a vector of 72 beta-weights that rep-
resented the response to each stimulus. A dissimilarity matrix was con-
structed for these beta-weights, which was then sorted to cluster vertices
with similar beta-weight vectors. Results: When projected onto the cortical
surface, vertex clusters formed spatially contiguous regions. Both the spa-
tial extent of these regions and the profile of responses within these ROIs
were highly replicable using an independent dataset. A subset of these
regions almost perfectly overlapped with conventionally identified cat-
egory selective regions (e.g. PPA, FFA), while others were novel. Future
work with a more diverse stimulus dataset will investigate the selectiv-
ity of these novel clusters. Conclusions: Our method successfully identi-
fies ROIs with similar responses across a stimulus set without requiring
assumptions about stimulus categorical structure or the region of interest.

Acknowledgement: NIH Computational Neuroscience Training Grant
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24.26, 3:45 pm Making eye contact without awareness Apoorva
Rajiv Madipakkam!?(apoorva-rajiv.madipakkam@charite.de), Marcus
Rothkirch!, Erik Rehn®, Philipp Sterzer'; 'Visual Perception Laboratory,
Department of Psychiatry, Charité — Universitatsmedizin Berlin, Berlin, Germany,
?International Graduate Program Medical Neurosciences, Charité — Universitats-
medizin Berlin, Berlin, Germany , *Bernstein Center for Computational Neurosci-
ence, Berlin, Germany

Gaze direction is an important social cue that gives us a wealth of infor-
mation about others” intentions and focus of attention. Evidence suggests
that faces with direct gaze capture attention and receive prioritized visual
processing even outside conscious awareness (Stein, Senju, Peelen, & Ster-
zer, 2011; Chen & Yeh, 2012). However, the behavioural effects of this pref-
erential processing of direct gaze outside of awareness are unknown. To
address this question, we rendered faces with direct and averted gaze invis-
ible using interocular suppression. Participants” awareness was assessed
based on objective criteria with a 2-alternative forced choice (2-AFC) task.
We recorded eye movements to investigate whether humans have a pref-
erence for establishing mutual eye contact with faces that are fully sup-
pressed from awareness. This provided us with a direct measure of their
behavioural responses during the unconscious processing of the stimuli. We
found that saccades were preferentially guided towards faces with direct
eye gaze compared to faces with averted gaze even though the faces were
invisible. This oculomotor preference suggests that a rapid and automatic
establishment of mutual eye contact constitutes a biological advantage,
which could be mediated by fast subcortical pathways in the human brain.

24.27, 4:00 pm Valence and arousal underlie evaluation of emo-
tional and conversational facial expressions across cultures
Christian Wallraven'!(christian.wallraven@gmail.com), Ahyoung Shin?, Felix
Biessmann!; 'Brain and Cognitive Engineering, Korea University

Facial expressions are one of the most important ways of non-verbal com-
munication for humans. To date, most research in this field has focused
solely on emotional aspects, largely neglecting the communicative and
conversational aspects of expressions. Furthermore, although there is
evidence for some degree of cross-cultural universality among emo-
tional expressions, much less is known about how facial expressions in
general are perceived across cultures. Here, we investigate the structure
of the complex space of both emotional and conversational expressions
in a cross-cultural context. The two experiments reported here used
matching video sequences of 27 expressions from both the KU (Korean)
facial expression database and the MPI (German) facial expression data-
base (each expression was shown by 6 actors, totaling 162 videos from
each database). In the first experiment, four groups (each n=20) of native
German and Korean participants were asked to group the sequences of
the German or Korean databases into clusters based on similarity. This
grouping data yielded four different confusion matrices. In the second
experiment, another four groups of participants (each n=20) from both
cultures were asked to rate each video according to 13 emotional and con-
versational attributes. This rating data yielded an averaged 13-dimensional
vector for each sequence. For each of the four grouping/rating data-pairs,
we then used kernel canonical correlation analysis (KCCA) to determine
a two-dimensional embedding of expressions that best explained both
grouping and rating data. Although other attributes contributed as well,
the two dimensions recovered by KCCA showed maximal correlation
with valence and arousal ratings - this was true regardless of participants’
cultural backgrounds or of the database that was used. Our results show
that evaluative dimensions for both German and Korean cultural con-
texts are highly similar, confirming that cultural universals exist even in
this complex space of emotional and conversational facial expressions.

Acknowledgement: This research was supported by the WCU (World Class Univer-
sity) program through the National Research Foundation (NRF) of Korea funded
by the Ministry of Education, Science and Technology (R31-2008-000-10008-0),
by the Basic Science Research Program through the National Research Founda-
tion of Korea funded by the Ministry of Science, ICT & Future Planning (NRF-
2013R1A1A1011768), and by the Brain Korea 21 PLUS Program through the
National Research Foundation of Korea funded by the Ministry of Education.

Spatial vision: Crowding and context
Saturday, May 17, 5:15 - 6:45 pm

Talk Session, Talk Room 1

Moderator: Ruth Rosenholz

25.11, 5:15 pm Crowding, grouping, timing Mauro Manassi'(mauro.
manassi@epfl.ch), Aaron Clarke!, Vitaly Chicherov?!, Michael H. Herzog!;
!Laboratory of Psychophysics, Brain Mind Institute, Ecole Polytechnique Fédérale
de Lausanne

In crowding, target perception is deteriorated by flanking elements. For
example, when a vernier is flanked by two lines of the same length, ver-
nier offset discrimination strongly deteriorates. Interestingly, changing
the color of the flankers can reduce crowding (uncrowding). Similarly,
when the flanking lines are part of a cube, i.e., a good Gestalt, crowding is
weak. Conversely, however, scrambling the lines of the cubes, i.e., a “bad”
Gestalt, leads to strong crowding. We proposed that crowding is strong
when target and flankers group (two-lines, scrambled cubes). Crowding
is weak when the target ungroups from the flankers (two flanking lines
with different color, cubes). Here, we show, first, that when target and
flankers group (strong crowding), crowding is unaffected by stimulus
duration. Two same-length flankers presented for 20 ms lead to similar
performance as when presented for 150 ms. Second, in uncrowding with
flankers of different color (and other basic feature differences), perfor-
mance is again unaffected by stimulus duration. Third, in uncrowding with
cubes, duration matters. For short durations (20 ms), crowding is strong
and only for longer stimulus durations (from 120 ms on) does crowding
decrease. We suggest that, for short durations, the brain cannot process
the good Gestalt of the cubes. The representation of the cube’s lines is
“unstructured”, as in the scrambled cubes, and hence crowding is strong.
Interestingly, a short preview (20 ms duration) of only the cubes strongly
reduces crowding, even when the preview is presented one second before
the “crowded” stimulus. Our results suggest that uncrowding emerges in
a slow, recurrent manner, with iconic memory playing an important role.

Acknowledgement: Swiss National Science Foundation (SNF)

25.12, 5:30 pm Effects of grouping on crowding with informative
flankers Shaiyan Keshvari'(shaiyan@mit.edu), Ruth Rosenholtz'?; ' Depart-
ment of Brain and Cognitive Sciences, Massachusetts Institute of Technology,
2Computer Science and Artificial Intelligence Laboratory, Massachusetts Institute
of Technology

Previous work in visual crowding has demonstrated that grouping (e.g.
Gestalt laws of grouping) between target and flankers leads to decreased
performance (more crowding) than when flankers do not group with the
target (Manassi et al, 2012; Chakravarthi & Pelli, 2011). In these experi-
ments, however, the strength of grouping was limited by the requirement
that the flanker identities be uninformative for the task, such that knowing
the identity of a flanker does not help identify the target. For example, the
letter array ANC has less grouping than the array NNN, and knowing the
flanker identities in the first case does not explicitly help identify the target.
Our recent model of crowding (Balas et al, 2009), which postulates that
crowding is a consequence of a high-dimensional pooling representation
in the visual periphery, interestingly predicts a reduction in crowding for
some situations in which the flankers are informative. Here we test whether
grouping between informative flankers and the target is advantageous.
To control for informativeness of the flankers (and avoid observers doing
the task with the less-crowded flankers) we cross flanker informativeness
(ANC vs. NNN) with target-flanker grouping by feature similarity, for sev-
eral established classes of stimuli (letters, Gabor patches, etc.) and features
(orientation, color, etc.). We find that for informative flankers (NNN condi-
tion), performance is better when the target shares the same feature as the
flankers than when the target and flankers are different along that feature.
By treating crowding as an artifact of a compressed peripheral representa-
tion, the role of grouping in crowding can be examined in more detail. This
research has implications for understanding crowding in natural scene per-
ception, where flankers are more likely to be informative about the target.

Acknowledgement: This work was funded in part by NIH-NEI grant (EY021473) to
R. Rosenholtz.

25.13, 5:45 pm Saccades alter crowding in the parafovea Laura
Walker!?(laura@ski.org), Saeideh Ghahghaei'; 'The Smith-Kettlewell Eye
Research Institute, 2Envision, Inc

Crowding is typically studied during fixation with covert attention to
the target, and demonstrates a radial-tangential anisotropy (Toet & Levi,
1992). During natural vision, eye movements necessarily alter the relative
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relationship of flankers to targets. Here we examine how saccades impact
crowding of parafoveal targets. Four participants reported the orientation
of a brief gabor target (100ms) in the upper or lower parafovea while keep-
ing their gaze at a central fixation. In separate blocks, target eccentricity
and flanker condition were manipulated (absent, radial, tangential). The
crowding factor (CF: ratio of crowded to uncrowded conditions) was deter-
mined by adaptively changing the size and target-flanker distance (Petrov
& Meleshkevich, 2011). For all participants, CF was greater for radial versus
tangential configurations and CF increased with eccentricity. In the second
experiment, participants made three, timed saccades between four targets.
During fixations on the second and third targets, stimuli analogous to
experiment 1 were displayed for 100ms during each “look” in a gaze-con-
tingent manner. Participants were again asked to report the orientation
of the gabor. Discrimination was not impacted by eye movements in the
unflanked condition. When flankers were present and radial/tangential
configurations preserved for each “look”, the hallmark anisotropy was pre-
served. When the eye movement served to rotate the flanker configuration
with respect to the target, the two looks were cumulative and the CF fell
between the radial and tangentially crowded bounds. Notably, the addition
of saccades altered the CF as a function of eccentricity. Rather than a mono-
tonically increasing function, the CF increased for targets near the fovea
decreased for targets outside the parafovea. This change may be related
to the spatial profile of attention during a sequence of eye movements.

Acknowledgement: NIH RO1-EY018004

25.14, 6:00 pm Peripheral object recognition with informative
natural context Ruth Rosenholtz!?(rruth@mit.edu), Maarten Wijntjes®;

ICSAIL, ?Dept. of Brain & Cognitive Sciences, MIT, 3Perceptual Intelligence Lab,
Delft University of Technology, Netherlands

Research suggests that, due to capacity limitations, the visual system pools
information over sizable regions, which grow linearly with eccentricity.
In many artificial experiments, this causes pooling over uninformative
“flankers”, leading to crowding. However, under natural circumstances,
objects are typically surrounded by informative context. In normal view-
ing, how does the harmful effect of pooling over a large, potentially com-
plex region (i.e. crowding) trade off against the beneficial effect of addi-
tional context? We conducted a recognition experiment in which we varied
the size of the contextual region surrounding the object. 656 objects were
randomly selected from a fully annotated picture database (SUN 2012).
Objects were presented at 10 degrees from the fovea, and subtended 4
degrees visual angle. In one condition, the objects appeared isolated from
the background. Otherwise, the objects appeared within a circular crop-
ping of the original picture, with radius varying from 1 (object size) to 5
times the object size. In addition, we examined accuracy identifying the
object from the context alone (largest window size into the scene, object
occluded by a patch the size of the smallest window). Recognition perfor-
mance was 36% for the cut out objects, then increased monotonically from
45% to 71% with increasing window size, showing no detrimental effect
of increasing the surround to include the typical “crowding zone”. Perfor-
mance with context alone was 29% correct. These results confirm that there
are object recognition benefits to pooling information over a large region.
The visual system, faced with capacity limitations, has made a reasonable
compromise. On average, for real world identification, contextual informa-
tion more than makes up for the loss of information underlying crowding.

Acknowledgement: NIH-NEI EY021473

25.15, 6:15 pm Highly abnormal visual context processing in older
adults Michael Melnick"*mmelnick@u.rochester.edu), Kevin Dieter®, Duje
Tadin!?; 'Center for Visual Science & Dept. of Brain and Cognitive Sciences, Uni-
versity of Rochester, Rochester, NY, USA 14627, 2Department of Ophthalmology,
University of Rochester School of Medicine, Rochester, NY, USA 14627, 33Van-
derbilt Vision Research Center, Department of Psychology, Vanderbilt University,
Nashville TN, USA

Visual context can have strong effects on the appearance of local visual
elements. Although these contextual illusions are examples of non-verid-
ical visual perception, they are functionally advantageous because they
enhance relative differences among visual features (Albright & Stoner,
2002). A neural implementation of such contextual effects must strike a
balance between the enhancement of feature differences and the veridical
representation of the same features. Thus, both atypically weak or strong
contextual modulations are likely maladaptive as both constitute depar-
tures from typical vision. Given the growing evidence for visual processing
changes in old age, including changes in inhibitory efficacy, we aimed to
determine how contextual processing changes with age. We administered
a large battery of contextual tasks to 50 older adults (mean age = 68) and 29

young adults. The results revealed drastically different contextual process-
ing in older adults relative to younger observers. Repulsive surround tilt
and repulsive surround motion illusions were on average twice as strong
in older adults (p <0.0001 and 0.01, respectively). Similarly, brightness
induction by the surround was also about twice as strong in older sub-
jects (p <0.001). On the other hand, aging was linked with a 25% reduc-
tion in surround contrast effect (p = 0.02). We also found weaker spatial
suppression with moving stimuli in older adults (p <0.0001), replicating
previous results (Betts et al., 2005). No group differences were found for
the Ebbinghaus size illusion (p = 0.43). Interestingly, performance across
these tasks was largely uncorrelated for both groups, arguing against a
global contextual processing deficit and ruling out low-level explanations
(e.g., age-related reduction in retinal luminance). Evidently, older adults
exhibit a highly atypical pattern of visual context processing. Given the
important role of contextual modulations in visual perception, these strong
abnormalities are likely to have large effects on overall visual function.

Acknowledgement: y National Institutes of Health grant EY019295 (to D.T.) and
Core grant P30 EYO01319.

25.16, 6:30 pm Localized BOLD fMRI Responses in V1 Reflect

a Task-Dependent Mixture of Luminance Contrast and Pattern
Context during Iso-Orientation Surround Suppression Michael-Paul
Schallmo?(schall10@umn.edu), Stefan R. Brancel?, Andrea N. Grant?,
Cheryl A. Olman?; 'Graduate Program in Neuroscience, University of Minnesota,
2Department of Psychology, University of Minnesota, 3Center for Magnetic Reso-
nance Research, University of Minnesota

Functional MRI data are typically interpreted as measurements of average,
local neural population activity. However, when the local neural popula-
tion encodes multiple aspects of a stimulus or behavioral state, quantita-
tive inference becomes more difficult. For example, interactions between
neighboring visual stimuli may confound interpretation of the local BOLD
signal. To better understand the contributions of task, timing, and stimulus
geometry to the fMRI signal, we conducted four experiments measuring the
fMRI response to small sinusoidal grating patches with either parallel or
orthogonal surrounding gratings. Experiments were conducted in a 7 Tesla
scanner with 1.2mm isotropic resolution. Targets were presented at 8%, 16%
and 32% contrast while manipulating: (1) spatial extent of parallel (strongly
suppressive) or orthogonal (weakly suppressive) surrounds, (2) stimulus
onset asynchrony between the target and surround, (3) temporal structure of
stimulus presentation (block vs. event-related design), and (4) locus of spa-
tial attention. Previous work has shown that the localized fMRI response in
primary visual cortex (V1) during iso-orientation suppression does not reli-
ably increase with greater luminance contrast for small targets (Schumacher
& Olman, 2010), and can be predicted by long-range patterns too large to be
detected by V1 receptive fields (Joo, Boynton & Murray, 2012). Consistent
with these findings, we observed that the localized V1 response to sinusoi-
dal grating patches reliably indicated target contrast only when attention
was directed away from the stimulus, or when a blocked stimulus presen-
tation was used. For attended event-related stimuli, the V1 fMRI response
to luminance contrast was conflated with higher-order pattern responses,
reflecting second-order contrast between the target stimuli and flanking
context. This work highlights the important role of both attention and pat-
tern perception during early visual processing, as well as our limited ability
to make inferences about diverse local neural activity from the fMRI signal.
Acknowledgement: NSF GRF 00006595, NIH R21 NS075525, T32 GM08471,
S10 RR026783, WM KECK Foundation

Visual search: Eye movements and

mechanisms

Saturday, May 17, 5:15 - 6:45 pm
Talk Session, Talk Room 2
Moderator: Christian P. Jansen

25.21, 5:15 pm Reinforcement modifies visual search in a struc-
tured background Celine Paeye!%(celine.paeye@gmail.com), Alexander
Schiitz!, Karl Gegenfurtner?; !Department of Psychology, Justus Liebig Uni-
versity, Gie[Jen, Germany, ?Laboratoire Psychologie de la Perception, University of
Paris Descartes, France

Reinforcement has been shown to play a role for eye movement control in
visual search using simple stimuli. For instance, saccades made towards
specific locations in a uniform background were followed with a rewarding
tone (Chukoskie et al., 2013) or specific sequences of saccades between dif-
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ferent items led to target presentations (Paeye & Madelain, 2012). We tested
whether visual consequences, displayed after saccades with specific landing
positions or movement vectors, can change eye movement behavior in visual
search performed in a homogeneously structured background. Participants
were instructed to search for a Gabor patch in a 1/f background noise where
no target was visible at the beginning of the trial. We used a gaze-contin-
gent display to present the target at saccade offset more often after saccades
that landed in a specific quadrant (experiment 1) or after saccades that were
moving at a specific angle (experiment 2). Baseline trials did not contain
any targets and were cancelled after the execution of ten saccades. Between
baselines trials and trials at the end of reinforcement, the proportions of
saccades towards the frequently reinforced quadrant or those moving at
the frequently reinforced angle nearly tripled. Moreover, changing the
reinforcement criteria in favor of other landing positions or movement vec-
tors induced corresponding increases in the proportions of saccades. These
results show that seeing the target after specific eye movements determines
saccade sequences during visual search in a structured background. They
extend the work of Najemnik and Geisler (2005) who elaborated a Bayesian
model to account for human visual search. These authors proposed that
an ideal searcher chooses fixation locations such that information gain is
maximized. By directly manipulating saccadic consequences we showed
that an operant learning process can also guide changes in visual search.

Acknowledgement: DFG grant SCHU 2628/2-1

25.22, 5:30 pm The dominance of color in guiding visual search:
Evidence from mismatch effects Robert Alexander!(rgalexander.vision@
gmail.com), Gregory Zelinsky'?; 'Department of Psychology, Stony Brook Uni-
versity, 2Department of Computer Science, Stony Brook University

We quantified the features used in a visual search task in terms of mis-
match costs —the decrement in search performance caused by a difference
between target appearance at preview and target appearance in the search
display. In nine experiments using real-world objects arranged into an
eight-item search display, we tested the role of hue, shape, and orientation
mismatch (25 levels per feature dimension) on search guidance and target
verification. Results showed that shape and orientation guide search only
when color is not available (i.e. grayscale target cues and search displays).
Even in those grayscale cases, shape and orientation mismatch effects
emerged only later during search (after fixation on a distractor). How-
ever, color mismatch effects appeared early (in the first fixated object) and
were large in magnitude compared to orientation and shape, demonstrat-
ing that hue dominates search from the very first eye movements. Effects
of mismatch on target verification followed a similar pattern, suggesting
that similar comparison processes underlie guidance and verification.
Additionally, mismatch effects were larger when participants were uncer-
tain of what feature dimension would change and when the mismatching
dimension was valid on a larger proportion of trials, demonstrating that
participants weight features based on their expectancies (although this
does not appear to happen on a trial-by-trial basis, contrary to the conclu-
sions of studies using simple stimuli). We also found that when more than
one feature dimension was mismatched on a given trial, the mismatch cost
was superadditive, which contradicts most models of search assuming a
linear summation across feature dimensions. Lastly, the fact that guid-
ance was largely unaffected by orientation and shape mismatch suggests
that surprisingly little information from these features is extracted from
the target preview and used in search, perhaps reflecting the use of a cat-
egorical template and features retrieved from visual long-term memory.

Acknowledgement: NSF grants 11IS-1111047 and 11IS-1161876, NIMH Grant RO1-
MHO063748

25.23, 5:45 pm Finding people in scenes: neural decoding target
presence during search of dynamic scenes Eamon Caddigan'?(ea-
mon.caddigan@psych.ucsb.edu), Barry Giesbrecht!?, Miguel Eckstein'?;
!Institute for Collaborative Biotechnologies, University of California Santa Barbara,
2Department of Psychological & Brain Sciences, University of California Santa
Barbara

Searching for a potentially moving person in a dynamic crowd is a common
visual task, butlittle is known about how we do this. Recent work has shown
that the frontoparietal attention network, particularly the intraparietal
sulcus (IPS), represents the presence of targets during the search for objects
in static natural scenes (Guo et al., 2012). Here, we used fMRI and multi-
voxel pattern analysis to determine whether the IPS contains information
about the presence of a target person in a dynamic scene depicting a crowd.
In Experiment 1, separate groups of participants watched a series of brief
(8.75 s) videos during fMRI and searched for either a particular person or for
an object (a skateboard), each of which was present on 50% of the trials. For

both people searchers and object searchers, decoding accuracy using BOLD
activity extracted from IPS was significantly above chance (person search-
ers=63% SEM=0.020, p <0.01; object searchers=71% SEM=0.014, p <0.01). In
Experiment 2, a single group of observers watched videos and alternated
between searching for a person and searching for a skateboard. Across con-
ditions, target presence was again decoded from activity in IPS significantly
above chance (person trials=63%, SEM=0.026, p <0.01; object trials=64%,
SEM=0.013, p <0.01). Moreover, IPS activity was able to predict the target of
the search (person vs. skateboard) significantly above chance (64% correct
classification, SEM=0.024, p <0.01). Together, these results show that the
IPS plays an important role in visual search by representing the presence of
both person and object targets, as well as the identity of the search target.

Acknowledgement: This work is supported by the Institute for Collaborative
Biotechnologies through grant W911NF-09-0001 from the U.S. Army Research
Office. The content of the information does not necessarily reflect the position or
the policy of the Government, and no official endorsement should be inferred.

25.24, 6:00 pm The influence of salience-driven processes in overt

visual selection Mieke Donk!(w.donk@vu.nl); !Department of Cognitive
Psychology, Vrije Universiteit Amsterdam

Eye movements emitted immediately after the presentation of a visual
display are strongly driven by the relative salience of individual items in
the visual field. However, to date it is unclear how salience affects ocu-
lomotor selection beyond an initial eye movement. The present contri-
bution aims to provide an answer to the question how salience-driven
control unfolds over a sequence of eye movements. The results of several
studies will be reported showing that eye movements elicited shortly
after the presentation of a display were primarily salience driven. Sub-
sequent eye movements were unaffected by salience but the effects of
salience could be reinstated by a local salience increase, even when this
increase was presented during an eye movement. The results are in line
with the idea that the transsaccadic salience representation does not hold
information about the relative salience of objects but only contains infor-
mation concerning the locations of distinct objects in the visual field.

25.25, 6:15 pm The low-prevalence effect is due to failures of
attention, not premature search termination or motor errors: Evi-
dence from passive search and eye-movements. Michael Hout!(m-
hout@nmsu.edu), Steve Walenchok?, Stephen Goldinger?, Jeremy Wolfe3;

!New Mexico State University, 2Arizona State University, 3Brigham and Women'’s
Hospital, Harvard Medical School

Infrequently encountered targets are missed disproportionately often. This
low prevalence effect (LPE) is a robust problem with significant societal
consquences (Wolfe et al., 2007). Fleck & Mitroff (2007) suggested that the
LPE might reflect premature search termination or response errors. Alter-
native models argue that prevalence influences observers’ decision-making
criteria and quitting thresholds. In four experiments with nearly 400 partic-
ipants, we examined the LPE using standard visual search (with eye-track-
ing), and two variants of a passive RSVP task. In the RSVP task, sequences
of stimuli with or without a target are presented to observers who respond
present/absent after the sequence ends (following Hout & Goldinger,
2010). In all experiments, people looked for two target categories simulta-
neously. The low-prevalence target appeared much less often than its coun-
terpart, while overall target prevalence was 50% in all conditions. In some
conditions, people searched for the categories “teddy bear” and “butterfly”
among other real-world objects. In other conditions, people searched for
specific bears or butterflies among distractors from the same two categories.
Results: 1) In standard search, we found an RT benefit for high-prevalence
targets. They were found more quickly than low-prevalence targets; 2) In
passive RSVP search, the LPE persisted, even though participants never had
to terminate search on their own (responses were made following presen-
tation of the entire stream); 3) Eye-tracking analyses showed that fast RTs
to the high-prevalence item were explained by better attentional guidance,
as indicated by scan-path ratios, and faster perceptual decision-making
(indexed by post-fixation RTs); and 4) Even when people look directly at
low-prevalence targets, they failed to report them on between 12% and 29%
of trials (depending on the experiment). These results strongly argue for an
attentional account of the LPE. Low-prevalence misses appear to represent
failures of attention, rather than early search termination or motor errors.

25.26, 6:30 pm Stop & think: Looking into a scotoma Christian

P. Janssen'!(cjanssen@ski.org), Preeti Verghese!; 'The Smith-Kettlewell Eye
Research Institute

Introduction: Individuals with macular degeneration are often unaware
of information they miss in their central vision, likely due to perceptual
filling in. In theory, making saccades into the scotoma can compensate for
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this. To determine the feasibility of this approach, we first tested whether
normally sighted controls could direct saccades into an artificial scotoma.
Method: Four observers made a same/different judgment on pairs of
stimuli drawn from 24 selected silhouettes in the Snodgrass & Vander-
wart image set (1980) and presented on opposite sides 8.5 degrees from
fixation. The visible stimulus appeared gradually over 250 msec to avoid
abrupt transients associated with the anti-saccade task. A peripheral arti-
ficial scotoma hid the other stimulus until a saccade was made towards
it. Observers had up to 2 s to make a saccade, but the display was extin-
guished 300 msec after the first saccade. In Experiment 1 stimuli within a
block were on the same axis spanning fixation, along either a cardinal or
oblique axis. In experiment 2, cardinal and oblique axes were intermixed.
Axis angles ranged between 0 and 360 degrees, in 45 degrees increments.
Results: Three observers successfully directed their gaze into the sco-
toma and uncovered the hidden stimulus. The fourth observer did so on
slightly more than half of the trials. Saccade latencies were longer when
saccades targeted the scotoma, compared to when they targeted the vis-
ible stimulus, particularly when target axes were interleaved. There was
no significant latency difference between targets on cardinal and oblique
axes. Conclusion: Our results demonstrate that normally sighted observers
can look into the blank region of an artificial scotoma, even when a dis-
tracting target is present. This oculomotor strategy is similar to an anti-sac-
cade and requires a delayed and more deliberate saccade plan, especially
when the location of the missing information is unknown in advance.

Acknowledgement: Pacific Vision Foundation grant to CPJ and PV, Rachel C. Atkin-
son award to CPJ, RO1 EY022394 to PV
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26.301 The Reliability of Infant Accommodation and Vergence
Responses in the Absence of Blur or Disparity Cues T. Rowan Can-
dy!(rcandy@indiana.edu), Erin Babinsky!, Tawna L. Roberts?, Vivian Manh?;
!Optometry, Indiana University, 2Optometry, University of Houston, 3Ophthalmol-
ogy, University of Washington

Postnatal development of the visual system depends on retinal image
quality and correspondence. These are defined by an infant’s ability to
accommodate and align their eyes to targets in a dynamic 3D environ-
ment. Numerous factors impact development of these coupled responses
including immaturities in sensory sensitivity to blur and disparity, the
primary cues to accommodation and vergence. Infants’ accommodation
responses in the absence of disparity cues (condition 1), and vergence
responses in the absence of blur feedback (condition 2) were determined,
to understand the relative reliability of the two motor responses. Meth-
ods: Accommodation and vergence responses were recorded simulta-
neously, at 25Hz, using the MCS PowerRefractor (photorefraction and
Purkinje image eye tracking). 95 infants recruited and tested between 3 &
5 months of age, were tested again between 7 & 9 months of age. They
viewed a 7cm square animated cartoon moving repeatedly on a motor-
ized track between 80cm (1.25D) and 33cm (3D). In condition 1, the right
eye was occluded with a near-IR filter eliminating disparity cues (while
recording from both eyes). In condition 2, the cartoon screen was covered
with a spatially low-pass filter, with a 2D Difference of Gaussian (DOG)
printed on it to remove blur feedback. Results: Raw responses were fil-
tered to remove outliers, based on manufacturer’s recommendations and
physiological plausibility. Correlations between responses and the stimu-
lus profile were then calculated. At both ages, the vergence response in
the absence of blur feedback was more highly correlated with the stimulus
than accommodation responses in the absence of disparity cues (mean cor-
relation: 3-5m = 0.27 (SD+/- 0.21) vs 0.02 (+/-0.23), p<0.001, 7-9m = 0.15
(SD+/-0.23) vs 0.01 (+/-0.24), p<0.001). Discussion: Although quite vari-
able, vergence responses in the absence of blur feedback to accommodation
were driven more reliably than accommodation in the absence of disparity,
suggesting increased senstivity or reduced tolerance to error in vergence.

Acknowledgement: RO1 EY014460 , P30 EY019008

26.302 Effects of External Noise on Contrast Sensitivity for Intact
and Scrambled Faces in Infants Karen Dobkins!(kdobkins@ucsd.

edu), Emily Blumenthal, Melissa McIntire!, Suzanne McDonald!, Holly
Bergen'; 'Department of Psychology, University of California San Diego

Introduction: Previous EEG studies in infants have shown that intrinsic
noise levels are much higher in neonates than in adults, demonstrated
by the finding that the amount of external noise needed to affect grating
contrast sensitivity (measured by sweep VEPs to gratings) is significantly
greater in infants (Skoczenski and Norcia, 1997). Here, we addressed the
question of intrinsic noise and face contrast sensitivity using a behavioral
paradigm, and compared effects between intact vs. scrambled faces. Meth-
ods: Using forced-choice preferential looking (FPL) in 3-month-olds (n = 12)
and 6-month-olds (n = 14), two measures were obtained for each subject,
for either intact or scrambled faces. (1) Contrast Sensitivity (CS): We first
obtained CS to intact or scrambled faces, using stimuli that were 17 by 22°,
centered 16.5° from center. Across trials, contrast varied between 1 and 22
RMS contrast. (2) Noise Sensitivity (NS): In the second stage, we measured
the amount of noise needed to bring subject performance for detecting the
“target” stimulus (intact or scrambled faces) down to 75% correct. For each
subject, the target stimulus was presented at 4-fold their contrast threshold
from part (1) so that visibility was equated across all subjects. Noise con-
sisted of randomly positioned light and dark squares (0.6° square) added to
the target stimuli (noise contrast varied from 1 and 30 RMS contrast). Results:
For part (1), CS increased between 3- and 6-months for intact (p <0.01) but
not scrambled faces (p = 0.49, ns). For part (2): NS was roughly constant
between 3- and 6-months for both intact (p = 0.21, ns) and scrambled faces (p
=0.94, ns). Conclusions: These preliminary results suggest that the increase
in contrast sensitivity to faces in the first six months of life is not a result of
age-related decreases in intrinsic noise within face detection mechanisms.

26.303 Infants’ visual fixations to novel objects after individ-

ual-level training Eswen Faval(efava@psych.umass.edu), Lisa Scott;
!Department of Psychology, College of Natural Sciences, University of Massachu-
setts Amherst

Infants rapidly tune their face processing abilities during the first year of
life. This developmental phenomenon has been called “perceptual narrow-
ing” and results in a decline in ability to tell the difference between faces
within less frequently encountered face groups. However, if infants are
given individual-level face training (i.e., they learn the proper names for
each face), they maintain their ability to discriminate between otherwise
not salient exemplars (e.g., monkey faces). In contrast, infants trained with
category-level labels (e.g., “monkey”) exhibit the same decline seen with-
out training. It is currently unclear whether or not the process of percep-
tual narrowing can be applied to object processing and whether attention
or visual strategy use changes with individual-level training. The present
investigation trained infants from 6- to 9-months of age with unfamiliar
novel objects using individual or category level labels presented in a sto-
rybook. Before and after training, infants viewed pictures of untrained
novel objects, as well as novel human and monkey faces while fixation
durations were recorded with an eye-tracker (SR EyeLink). A 9-month-
old untrained control group was also tested to determine general effects
of training. Overall, infants fixated the objects significantly longer than the
faces. After training, only infants trained at the individual-level decreased
increased their looking time duration, relative to pre-training. In addition,
infants trained at the individual-level looked significantly longer toward
the right side of untrained exemplars within the trained novel object cate-
gories. No such looking bias was found for infants trained at the category
level or infants in the control group. These results suggest that learning
novel objects at the individual level leads to increased attention, indicat-
ing generalization of learning, after individual-level but not category-level
training. In addition, the right-side looking bias may indicate more lat-
eralized processing of stimuli when trained with individual-level labels.

Acknowledgement: National Science Foundation Career Award for Lisa Scott
(BCS=1056805)

26.304 An analysis of optic flow observed by infants during natural

activities Florian Raudies!(fraudies@bu.edu), Rick Gilmore?; Center for
Computational Neuroscience and Neural Technology, Boston University, 677
Beacon Street, Boston MA, 02215 USA, ?Department of Psychology, Pennsylvania
State University, University Park, PA 16802 USA

A central question in vision concerns how the statistics of natural environ-
ments shape perception. There is a growing body of evidence about how
static image statistics shape perceptual processing, but relatively little is
known about the statistics of motion. Self-motion generates optic flow with
patterns and speeds that differ based on the motion of the body, trunk,
head, or eye, the motion type (translation or rotation), and scene geometry.
The statistics of optic flow due to self-motion may change across age due to
development in motor abilities, head and body posture, and the relative fre-
quency of passive versus active locomotion. Here, we assess head-centered
optic flow observed by infants across a wide range of ages, postures, and
scenes (e.g. indoors/outdoors) and compare the frequency of optic flow
patterns and overall visual speeds in each setting. Methods. Infants wore
head-mounted cameras while performing simple natural activities: Walk-
ing, sitting, playing, interacting with caregivers, riding in a stroller, or being
carried in a front-facing baby carrier. We estimated optic flow from short
(~30 sec) segments of the recorded videos. We used the estimated optic
flow to estimate the relative frequency of optic flow patterns and visual
image speeds. Results. Optic flow patterns differ between infants engaged
in passive locomotion compared with those moving themselves. Infants
in passive locomotion view translational flow patterns more often than
actively moving infants. Further, infants who are not coupled to an adult in
locomotion view a wider and slower distribution of flow speeds. Thus, the
statistics of optic flow differ depending on active versus passive self-mo-
tion. Conclusion. The relative frequency of experienced flow patterns and
speeds may change substantially across development. More generally,
state-of-the art optic flow estimators permit a detailed analysis of the optic
flow statistics of dynamic natural visual experience during development.

Acknowledgement: Supported by NSF BCS-1147440, NSF SMA-0835976, NSF
0CI-0821527, and Linda Smith’s lab by providing the videos.
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26.305 Anticipatory Looking Paradigm for Visual Categorization in

Infants Samuel Rivera!(rivera.162@osu.edu), Vladimir Sloutsky?; 'Depart-
ment of Psychology, The Ohio State University

Visual categorization, the ability to group objects that are visually alike, is
an essential aspect of cognition that facilitates recognition, inference, and
generalization from infancy onward. Several methods test the development
of this ability, most notably generalized imitation, and habituation. Imi-
tation-based methods disadvantage younger infants with less developed
motor control, making habituation the standard approach. Habituation
relies on the tendency for infants to look away when bored with a stimulus,
with shorter looking times interpreted as reflecting greater familiarity with
the stimulus. Thus, infant category learners decrease looking when pre-
sented with several examples of a particular category, and increase looking
to anew object class. We offer an alternative paradigm based on the anticipa-
tory looking procedure of McMurray and Aslin (McMurray & Aslin, 2004),
which demonstrated that infants anticipate the repeated emergence of an
object from behind an occluder. We extend the idea to test infants’ ability to
learn categories.In our design, we present infants with a large tube that con-
tains a centralized entry point at the top and two separate left and right exits
at the bottom. Over learning, infant participants learn to associate each of
two different categories with specific exit points, as represented by shorter
latencies and anticipatory looking to the correct exit tube. The advantage of
such an approach is that unlike habituation, each familiarization trial tests
category understanding. In our study, 18 infants from 5-24 months learned
two perceptually similar artificial categories. 83% showed shorter latencies
to fixate the emerging object on trials 5-8 versus trials 1-4. Furthermore,
the percentage of correct anticipatory looks (<150ms after initial emer-
gence from tube) increased from 20% to 31%. These results demonstrate
the utility of the approach for evaluating categorization ability in infants.

26.306 Development of Category-Selective Domains in Infant
Macaque Inferotemporal Cortex Margaret Livingstone!(mlivingstone@

hms.harvard.edu), Justin Vincent!, Tristram Savage!, Krishna Srihasam?;
!Department of Neurobiology, Harvard Medical Schoo

In humans and in monkeys inferotemporal cortex, the object recognition
part of the visual pathway, is divided up into domains specialized for pro-
cessing specific object categories, such as faces, text, places, and body parts.
It is not known how innate programs and early experience interact to gen-
erate this parcellation. To illuminate this question we did functional MRI
on infant and juvenile macaques. We have developed techniques for safely
and non-invasively doing functional MRI in alert infant macaques. We have
scanned monkeys as early as 3 months of age and thereafter as IT develops.
We find a rostro-caudal gradient of development of visual responsiveness.
We further find that in the youngest monkeys we have scanned (3 months
& 6 months of age) IT initially does not show clear segregation into cat-
egory-selective domains but does show robust retinotopic organization.
Category-selective domains emerge during the second year of life. In two
monkeys the earliest appearing domain is the anteriormost face patch.

Acknowledgement: NIH EY16187

26.307 Cortical Correlates of Global Form and Motion in Infant
Macaque Monkeys: A Comparison of hdEEG and Behavioral
Responses Angela Voyles!(acv246@nyu.edu), Anthony M. Norcia?, Lynne
Kiorpes?; INYU Center for Neural Science, 2Stanford University

Adult primates easily integrate global form and motion cues over space
or space/time, but this ability is not present at birth and slowly develops
postnatally. To understand how development of global perception might
be related to postnatal cortical maturation, we examined how neural
responses, as reflected by high-density visually evoked potentials (VEPs),
changed with age. We then compared those neural responses to behav-
ioral capabilities in the same individuals. We tested three infant macaque
monkeys (Macaca nemestrina) longitudinally between the ages of 6 and 40
weeks. Sensitivity to global form was evaluated as a difference in response
to a coherent Glass pattern versus an incoherent random dipole stimulus;
global motion sensitivity was tested using random dot kinematograms
(RDKs) of 100% versus 0% coherence. VEP signals were recorded with a
27-electrode custom-designed cap. A differential response to coherent
versus incoherent stimuli gave rise to a nonzero first harmonic of the VEP;
the extent of the difference was reflected in the first harmonic’s amplitude.
Behavioral sensitivity to the same patterns was measured using two-al-
ternative forced-choice psychophysics; coherence threshold for discrimi-
nation was measured as a function of age. The pattern of neural results
paralleled the behavioral data for both global form and global motion
stimuli. Glass pattern and RDK stimuli that elicited behaviorally measur-
able responses also gave rise to increased first harmonic VEP responses

(1-tailed t-test, p <.05 for form; p <.01 for motion). First harmonic ampli-
tudes also seemed to increase with age, as behavioral capabilities contin-
ued to improve (Pearson correlation, p <.05 for form; p = .056 for motion).
Our behavioral results are consistent with the developmental program
seen previously in young monkeys. The parallel pattern of VEP develop-
ment suggests that this measure reflects the maturation of underlying cor-
tical mechanisms required for the perception of global form and motion.

Acknowledgement: EY021894, EY05864, EY01790

26.308 Developing Time-Based Visual Selection: The Preview Task
in Children Zorana Zupan'(z.zupan@warwick.ac.uk), Elisabeth Blagrove!,
Derrick Watson!; 'Department of Psychology, University of Warwick

Visual search is facilitated when half of the distractors are presented in
advance and can be actively inhibited - the preview benefit (Watson &
Humphreys, 1997). We investigated the developmental course of this top-
down inhibitory control by measuring the preview benefit in children of
middle to late childhood. In order to evaluate whether this process fol-
lowed a similar trajectory to more traditional measures of top-down cogni-
tive control, children also completed executive function (EF) tasks assessing
switching, inhibition (Shape-School Extended; Ellefson & Espy, 2005), and
verbal/ spatial memory tests (Working Memory Test Battery for Children;
Pickering & Gathercole, 2001). Our results show that a preview benefit is
observed at small display sizes for 6 and 8 year old children, but that it is not
present at larger display sizes. The preview benefit emerges fully in 12 year-
old children at all display sizes. Children of all age groups searched base-
line single feature, conjunction and preview search tasks more slowly than
adults and produced more errors. Both the response times and the number
of errors decreased with age. None of the EF measures correlated with the
strength of the preview benefit. This suggests that: a) top-down inhibition
does not develop until late childhood, b) preview search at small display
sizes is mediated by different processes than at large display sizes, and c)
top-down inhibition applied in time-based visual selection is different from
inhibition during search, and from inhibition measured by current EF tasks.
Overall, these results show that the attentional mechanisms involved in
inhibitory time-based selection develop over the age range of 8 to 12 years.

26.309 Effects of Eccentricity on Infants’ Change Preference in a
VSTM Task Mee-Kyoung Kwon'!(mkwon@ucdavis.edu), Steven Luck', Lisa
Qakes!; 'Department of Psychology, UC Davis

Infants’ visual short-term memory (VSTM) is typically assessed using the
simultaneous streams change detection task (Ross-Sheehy et al., 2003).
In this task, infants are presented with two stimulus streams, side-by-
side, in which one or more colored squares appear briefly (for 500 ms),
disappear briefly (for 300 ms), and then reappear briefly (for 500 ms);
this cycle repeats continuously for the duration of the trials. One of the
two streams is a changing stream, in which one randomly chosen item
changes color on each cycle, and the other is a non-changing stream, in
which the objects remain unchanged from cycle to cycle. VSTM ability is
inferred from infants” preference for the changing stream. Exhibiting such
a preference requires that infants perceive the two streams as separate
and attend to the changing stream while inhibiting attention to the (dis-
tracting) non-changing stream. The eccentricity of the display may con-
tribute to both processes, and therefore may have an impact on infants’
ability to detect and prefer the changing stream. We examined the effect of
eccentricity on 64 6-month-old infants” change detection at set sizes 1 and
2. The center-to-center distance of the two streams was either 44° or 27°.
We found that infants exhibited a significant change preference only for
the combination of set size 1 and 44° of eccentricity. No significant change
preference was observed at set size 2 for either eccentricity, and no signif-
icant change preference was observed for either set size at 27° eccentric-
ity. Thus, 6-month-old infants” ability to exhibit a preference for changing
streams can be disrupted by decreasing the distance between stimulus
streams. As smaller eccentricities, infants may perceive the two arrays
together, or have difficulty inhibiting attention to the non-changing stream.

26.310 The Claim that Pre-School Children are Insensitive to
Nonaccidental vs. Metric Shape Properties Challenged by Biolog-
ically-Based Shape Scaling Ori Amir!(oamir@usc.edu), Irving Bieder-
man'?; Psychology Department, University of Southern California, 2Neuroscience
Program, University of Southern California

Nonaccidental properties (NAPs) are image properties that are invariant
over orientation in depth, e.g., straight vs. curved, and are distinguished
from metric properties (MPs), e.g., degree of curvature, that change contin-
uously with variations in depth. The reliance on NAPs allows facile identifi-
cation of objects at novel orientations. Greater sensitivity to NAPs than MPs
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has been demonstrated in adults (both in developed and undeveloped cul-
tures), infants, and non-human organisms, i.e., pigeons, macaque IT cells.
Two studies, Abecassis et al (2001) and Sera and Millett (2011), however,
concluded that pre-school children had not yet developed increased sensi-
tivity to NAPs. These studies reported that adults — but not young children-
-were more likely to generalize a name for a novel object (a “wug”) with,
say, a slight degree of curvature of the axis of a part (a geon), to another
object differing in an MP (greater curvature) compared to one that differed
ina NAP (straight), a result that led the authors to infer a relatively late onset
for NAP sensitivity. To compare sensitivity to NAPs vs. MPs, the physical
differences between a standard (the “wug”) and the NAP and MP variants
must be equated in terms of the physical coding of the earlier stages of the
visual system. Here we show, with a model that computes shape similarity
based on V1 simple cells, that such differences (from the wug) were greater
for the MP than the NAP stimuli, thus likely counteracting the greater sen-
sitivity to NAPs. This inference was supported by an independent study
in which every preschool child showed greater sensitivity to NAPs than
MPs when the two kinds of shape variation were equated accorded to the
V1 model of shape similarity. Taken together, NAP sensitivity and the V1
model can explain 97% of adults” and 90% of childrens’ classification choices.

Acknowledgement: Supported by NSF BCS 05-31177 and 06-17699 to I.B.

26.311 Age-related differences in visuo-haptic integration Jutta
Billino?(jutta.billino@psychol.uni-giessen.de), Knut Drewing'; 'Experimental
Psychology, Justus-Liebig-Universitat Giessen

Over the last years demographic changes have fostered research on func-
tional aging. Age-related decline within individual sensory systems is well
documented, but there is still a lack of understanding how multisensory
processing is altered across life span. We studied age effects on visuo-hap-
tic length judgments and evaluated optimality of multisensory integration.
In a two-interval forced choice task 24 young adults (20-25 years) and 25
senior adults (69-77 years) compared the length of standard stimuli to a
set of comparison stimuli. Standard stimuli were presented to vision, hap-
tics, or to both senses. In the visuo-haptic condition intersensory conflicts
were introduced by magnifying and reducing optical lenses. Comparison
stimuli were always explored in the haptic modality alone. We deter-
mined psychometric functions for each modality condition. Age groups
did not differ in their points of subjective equality (PSE) in any condition.
Visuo-haptic PSEs lay in-between the results for the unisensory conditions
indicating multisensory combination in both age groups. Discrimination
thresholds, i.e. just noticeable differences (JND), showed significant sen-
sitivity differences only in the visual modality. Based on measured PSEs
and JNDS we calculated the weights given to each modality and esti-
mated optimal weights suggested by the Maximum-Likelihood-Model.
We found that young and senior adults integrated visuo-haptic signals
quite similarly with visual information contributing about 30% to length
judgments. Comparison between measured and estimated weights, how-
ever, revealed greater deviation from optimal integration in young adults
than in senior adults (-28% vs. +3%, respectively). Our results provide evi-
dence that although both age groups integrate visual and haptic signals,
senior adults exploit available sensory information far more efficiently than
younger adults. We suggest that optimal weighting of multisensory signals
might support successful compensation for sensory decline during aging.

26.312 Without social cues it’s male: Children perceive amorphous
drawing of adults as male, but less so in social contexts Aenne
Brielmann'(aenne.brielmann@uni-konstanz.de), Margarita Stolarova'?;
!Departement of Psychology and Zukunftskolleg, University of Konstanz, ?Faculty
of Society and Economics, Rhine-Waal University of Applied Sciences

People’s strong tendency to assign male gender to neutrally described per-
sons has been termed the people = male bias. We aimed to assess whether
this effect can be elicited using amorphous visual stimuli instead of verbal
descriptions and whether it is already evident in childhood. We presented
53 children (4 to 12 yrs., 27 boys) with black-and-white amorphous draw-
ings of humans and asked them whether the adult depicted was a man or
a woman. The option to choose “I don’t know” was also provided. In order
to assess whether social contexts influenced children’s gender attributions
(as has been previously reported for adults) we placed the same amorphous
humans in three different contexts: 1) the adult was depicted alone, 2) the
adult was passively involved in a social situation with a child and 3) the
adult was actively helping a child. Children showed a clear tendency to
assign male gender to the amorphous adults across all context variations;
this was equally true for boys and for girls. However, when the adult was
shown in a social context the proportion of male gender attributions was
lower compared to the condition without social context. The older the chil-
dren were, the more likely they were to attribute female gender to a higher

proportion of amorphous figures across all contexts. Median response
times were higher for “female” ratings, indicating that this decision was
associated with greater cognitive effort. Our results show that a strong
bias towards attributing male gender to visually presented amorphous
figures is evident already in childhood and that it somewhat decreases
with age. For children, just as it has been demonstrated for adults, social
contexts lead to a larger proportion of female gender attributions. These
results encourage future research to include developmental aspects for
explaining the mechanisms underlying gender perception and stereotypes.

Acknowledgement: Zukunftskolleg of the University Konstanz

26.313 Visual search performance and IQ in 2-year-olds Annalisa
Groth!(annalisagroth@gmail.com), Sylvia Guillory?, Erik Blaser!, Zsuzsa
Kaldy?; !Department of Psychology, UMass Boston

Background: Performance on visual search tasks reflect the ability to attend
to a task while successfully ignoring distractions. Research on the link
between visual search ability and general intelligence have so far yielded
mixed results (e.g. Rezazadeh et al., 2011; Huang et al., 2012) and there
has been very little research that investigated this relationship early in
life. Here we examined this link in 2-year-old typically developing tod-
dlers. Methods: 30 full-term, healthy children (14 females, mean age: 27.7
months) participated. We developed a no-instruction version of the classic
visual search paradigm specifically designed for toddlers. Stimuli consisted
of single-feature (color [red/blue] and shape [circle/rectangle]; set sizes:
9, 13) and feature-conjunction trials (set sizes: 5, 9, 13) in mixed blocks.
Search displays were presented for 4 s, then the target (always a red circle)
rotated for 3 s; acting as feedback and reward. A Tobii T120 eye tracker
was used to record eye movements. Our dependent measure was success
at fixating the target within the 4 s search period. Following the visual
search task, all participants were assessed for general intelligence using the
Mullen Scales of Early Learning (Mullen, 1989), a standard early measure of
mental age. Results: As expected, success rates in the feature-conjunction
trials (but not in the single-feature trials) decreased with set size. Addi-
tionally, toddlers with above median IQ had significantly higher success
rates in feature-conjunction trials than those below the median (p = 0.027),
this difference being most pronounced in the highest set size (13 items)
trials. Conclusion: These findings suggest that visual search skills may be
related to intelligence in children as young as 2 years of age. Future studies
may explore whether this effect is mediated by a general attention factor.

Acknowledgement: This project was supported by the UMass President’s Science
& Technology Award and a grant from the Simons Foundation under the auspices
of the Simons Center for the Social Brain at MIT (Grant# SCSBMIT) awarded to
ZK and EB.

26.314 Development of audiovisual integration in central and
peripheral vision Yi-Chuan Chen!(chenyic@mcmaster.ca), Terri L. Lewis!,

David I. Shore!, Daphne Maurer?; !Department of Psychology, Neuroscience &
Behaviour, McMaster University, Canada

We measured developmental changes (7-, 9-, and 11-year-olds, and adults)
in audiovisual integration utilizing the visual fission and fusion illusions
induced by sounds. In the fission illusion, a single flash is perceived as two
flashes when accompanied by two beeps. In the fusion illusion, two flashes
are perceived as a single flash when accompanied by a single beep. The
flashes were presented in the centre or 10° in the periphery. The results
revealed different developmental changes for the fission and fusion illu-
sions in the centre and periphery. In the centre, fission and fusion decreased
with age (p <.05, post-hoc tests revealed that the magnitude was smaller in
adults than 7- and 9-year-olds, ps <.05), and there was no difference in the
pattern for the two illusions (no main effect and no interaction, ps > .33).
In contrast, in the periphery, fission was larger than fusion (p <.001), and
this difference increased with age (p <.05, post-hoc tests revealed that the
difference was larger in adults than 7- and 9-year-olds, ps <.05); however,
there was only a marginal effect of age on magnitude of the illusions (p
= .06). A further analysis based on signal detection theory demonstrated
that these developmental changes in central and peripheral vision were
partly caused by changes in sensitivity (d’) to the flashes. These results
suggest that developmental trajectories of audiovisual integration in the
centre and periphery are different, and that, with age, peripheral vision
becomes more susceptible than central vision to different types of audiovi-
sual integration (i.e., fission vs. fusion). The results also demonstrate that
audiovisual integration in central and peripheral vision does not become
adult-like until 11 years of age, at least as measured by these two illusions.

Acknowledgement: This study is supported by James S. McDonnell Foundation.
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26.315 Reduced Perceptual Narrowing in Synaesthesia: Discrimi-
nation of Native and Non-native Stimuli Julian K. Ghloum!(ghloumjk@
mcmaster.ca), Laura C. Gibson!, Marcus Watson?, Kathleen Akins®, Law-
rence Chen?, James T. Enns?, Janet F. Werker?, Daphne Maurer!; Psychol-
ogy, Neuroscience & Behaviour, McMaster University, 2Department of Psychology,
University of British Columbia, 3Department of Philosophy, Simon-Fraser University

Synaesthesia is a neurological condition in which input to one sense causes
an automatic and consistent extra percept, often in another sense (e.g., C
sharp elicits a pale yellow). Synaesthesia is hypothesized to arise, at least
in part, from less-than-normal neural pruning of the exuberant connections
in sensory cortical areas during infancy (reviewed in Maurer, Gibson, &
Spector, 2013). Perceptual narrowing describes an infants” increasing skill
at differentiating among stimuli within native categories (e.g., upright
own-race human faces) and the simultaneous loss of a more general ability
to discriminate stimuli from non-native categories (e.g., other-race, oth-
er-species, inverted faces) (reviewed in Maurer & Werker, in press). Per-
ceptual narrowing is thought to reflect experience-dependent pruning of
initially exuberant neural connections and typically occurs by 9 months
of age. Here we tested the hypothesis that adult synaesthetes show evi-
dence of less perceptual narrowing, i.e.,, whether adult synaesthetes are
better than non-synaesthetic adults in discriminating items from non-na-
tive categories. Participants performed a speeded simultaneous match-
ing-to-sample task on upright human and chimp faces that differed only
in spacing of the internal features. The task involved matching one of
the two faces at the bottom of the screen with the face at the top of the
screen. A subset of participants performed the same task with inverted
human faces. Planned comparisons revealed synaesthetes (n=41) were
more accurate than non-synaesthetes (n=40) in discriminating among
chimp faces (t(79)=2.7, p=.004), with no difference for upright human
faces (t(79)=1.108, p=.135). In addition, synaesthetes (n=19) were more
accurate than non-synaesthetes (n=28) in discriminating among inverted
human faces (t(45)=2.726, p=.005). The results suggest that synaesthetes
undergo less perceptual narrowing during development, providing behav-
ioral evidence for a developmental mechanism underlying synaesthesia.

26.316 Neural correlates of own- and other-race face recognition
in preschoolers: A functional near-infrared spectroscopy (fNIRS)
study Xiao Pan Ding!(dingxiaopan@gmail.com), Genyue Fu'!, Kang Lee?
1Zhejiang Normal University, 2University of Toronto

Previous studies revealed a neural other-race effect (NORE) paralleling the
behavioral other-race effect, suggesting that adults” asymmetrical expe-
rience with own- and other-race faces have a direct impact not only on
their behavior but also on neural responses. However, the developmental
origin of the neural other-race effect is still unknown. The present study
used the functional Near-infrared Spectroscopy (fNIRS) methodology
to investigate the neural correlates of preschoolers’” own- and other-race
face processing. An old-new paradigm was used to assess preschooler’s
recognition ability of own- and other-race faces (N=67, Age: 4.08 to 6.50
Years). FNIRS data revealed that own-race faces elicited significantly
greater [oxy-Hb] changes than other-race faces in the left middle frontal
gyrus (left MFG, BA10, 46) and the left middle occipital gyrus (left MOG,
V2). The [oxy-Hb] activity differences between own- and other-race
faces, or the NORE was significantly positively correlated with age in
the left MFG, but negatively correlated with age in the left MOG. More-
over, these areas had strong functional connectivity with a large swath
of the cortical regions in terms of the NORE. These results taken together
suggest that similar to school aged children and adults, preschoolers
devote different amounts of neural resources to processing own- and
other-race faces. But the size of their neural other-race effect and associ-
ated functional regional connectivity undergo developmental changes.

26.317 A Horse of a different color: Early visual environments in an
Indian community Swapnaa Jayaraman'(swapnaa@indiana.edu), Linda
Smith!; 'Psychological and Brain Sciences Department, Indiana University

Properties of our visual system are deeply related to visual properties of
our environments. Early visual environments in particular have a signif-
icant influence on the development of the visual system. To understand
the nature of early visual input available to humans, researchers have cap-
tured natural environments from the perspective of young infants using
head-mounted cameras [Aslin, 2009; Jayaraman et al, 2013; Sugden et al,
2013]. These environments typically characterize input available to infants
in a specific context - middle class North American homes and their sur-
roundings. However, infants” environments are arguably different across
various socio-economic and cultural contexts. In this study, we captured
the natural visual environments of twelve infants aged 0-14 months from

a fisherman community of low socio-economic status in Chennai, India.
We compared the images captured by these infants with images from age-
matched infants from middle class homes in Bloomington, IN (USA). To
ensure directly comparable images we used the same cap-mounted camera
setup on both sets of participants. The resulting images reveal that visual
environments of Indian infants are indeed very different from those of US
American infants on several measures. Preliminary examination suggests
that images from homes in India have lower luminance and higher con-
trast than those in the US. The range of hues is also narrower in the Indian
images. These differences could be a function of geographic (quality of
natural light), economic (availability of artificial lighting), and socio-cul-
tural (aesthetic preferences) factors. While the factors that cause these dif-
ferences are interesting in their own right, the implications of these dif-
ferences are profound. Basic attributes of early input, such as luminance
and contrast levels, are known to play a major role in the development
of the visual system. If these attributes differ could that imply significant
differences in the development of visual systems across populations?

26.318 Aging and the effect of size information on the control of

braking Zheng Bian'(bianz@ucr.edu), George Andersen'; 'Department of
Psychology, University of California, Riverside

Previous studies have found observers used tau-dot to regulate braking
(Yilmaz & Warren, 1995; Fajen, 2005). Braking performance was also affected
by global optical flow and edge rate information (Fajen, 2005). Previously
we examined age-related differences in the use of ground texture infor-
mation in braking regulation (Bian & Andersen, 2013, VSS). In the current
study we examined age-related differences in the use of size information in
regulating braking. Observers included twelve younger (mean age = 21.6)
and twelve older adults (mean age = 73.1). On each trial, observers viewed
computer generated 3-D scenes (visual angle = 106.4° x 73.9°) simulating
driving on a roadway towards three stop signs at a constant speed. During
the first 5 seconds, the observers did not have control over the brake. Five
seconds later, observers heard a warning tone indicating the control input
was allowed. Their task was to apply smooth and continuous braking and
stop as close as possible to the stop signs. The initial time-to-contact (3s,
3.5s, or 4.0s), initial speed (40kmph, 60kmph, or 80kmph), texture on the
ground (no texture or 32x64 checkerboard) and size of the stop signs (0.2m
or 0.6m each side) were manipulated. The texture was blocked and coun-
terbalanced across observers in each age group. The mean stop distance
relative to the stop signs, standard deviation of stop distance, crash rate
and distribution of tau-dot were collected. We found that older observers
had larger mean stop distances and lower crash rates when large stop signs
were presented. Younger observers, however, had higher crash rates when
large stop signs were presented. In addition, regulation of tau-dot varied as
a function of size for younger but not older observers. These results, taken
together, suggest that older observers may use size information differently
for determining distance than younger observers in braking regulation.

Acknowledgement: NIH AG13419 and EY18334

26.319 Colour discriminability and flicker sensitivity measures
improve detection rates of early Age-related Macular Degenera-
tion. Matilda Biba'2(matilda.biba@anglia.ac.uk), John Barbur?; 'Anglia Vision
Research, Department of Hearing and Vision Sciences, Anglia Ruskin University,
2Applied Vision Research Centre, City University, London

Aim: Age-related Macular Degeneration (AMD) is the leading cause of irre-
versible blindness in the aged population in developed countries. Despite
advances in treatment for early-stage AMD, standard clinical tests to diag-
nose AMD have poor sensitivity. The aim of this study was to compare
the sensitivity of the current standard diagnostic test, i.e., LogMAR visual
acuity, to other psychophysical tests of visual function, to determine what
combination of tests can improve detection rates of early AMD. Methods: A
total of 45 normal and 30 early-stage AMD subjects (with varying degrees
of maculopathy) were investigated. Monocular assessment of visual acuity
(LogMAR), chromatic discriminability (Colour Assessment and Diagnosis
test or CAD test)]l and small field, flicker sensitivity (to 20Hz) tests were
conducted under photopic and mesopic viewing conditions. Results: A
multilinear regression analysis was conducted. Analysis revealed that
photopic yellow-blue (YB) chromatic sensitivity alone, improved ear-
ly-stage AMD detection rates by 11.3%. When combined with mesopic
flicker sensitivity data the detection rate increased by a further 4%. ROC
analysis revealed a statistically significant difference (p=0.0001) between
photopic yellow- blue chromatic sensitivity and LogMAR visual acuity
measurements, indicating that psychophysical assessment of YB chromatic
discrimination is a more sensitive diagnostic test than the current stan-
dard clinical tool. Conclusions: Comparison of visual acuity, flicker sensi-
tivity and chromatic discriminability suggest that photopic YB chromatic
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sensitivity is the most sensitive measure in detecting early AMD retinal
changes and potentially could be used to support and / or replace current
diagnostic tests. 1 Rodriguez-Carmona, M., Harlow, A. J., Walker, G. and
Barbur, J. L. (2005). The variability of normal trichromatic vision and the
establishment of the ‘normal’ range. Proceed- ings of 10th Congress of the
International Colour Association, Granada (Granada, 2005), pp. 979-982

Perceptual organization: Segmentation,

shapes and objects
Saturday, May 17, 2:45 - 6:45 pm
Poster Session, Jacaranda Hall

26.320 Impaired perception of rigidity induced by the amodal
completion of 3D structures in active and passive vision Carlo Fan-
tonil?(cfantoni@units.it), Walter Gerbino!, Elena Milani!, Fulvio Domini%3;
!Department of Life Sciences, University of Trieste, 2Center for Neuroscience and

Cognitive Systems@UniTn, Istituto Italiano di Tecnologia, *Department of Cogni-
tive, Linguistic and Psychological Sciences, Brown University

The perceived slant difference between twisted patches is known to be
reduced by partial occlusion, a phenomenon known as slant assimilation
(Fantoni, Gerbino & Kellman, 2004; Liu & Shor, 2005). Fantoni, Gerbino
and Kellman (2008) demonstrated that this phenomenon is diagnostic of
visual approximation, a process mediating Amodal Completion (AC) of
3D structures that causes a distorted representation of image-specified
parts. Approximation-based distortions were previously studied in impov-
erished viewing conditions (immobile observer) and with impoverished
stimuli (stereoscopic patches under orthographic projections). Here, we
show that similar distortions occur in more general viewing and stimu-
lus conditions, as when the observer is naturally moving and the twisted
surfaces are specified by self-generated optic flows under perspective
projections. The sensitivity to discriminate between rigid and non-rigid
3D structures was impaired when the twisted patches appeared as the
unoccluded parts of a smooth surface partially hidden by a foreground
frontoparallel surface, relative to cases in which they were perceived
as separated patches, either in the absence of the foreground occluding
surface (Experiment 1) or with the occluding surface in the background
(Experiment 2). The exact same biases were also found for passive observ-
ers, who experienced from a static vantage point the same optic flows
generated during active viewing. Results are compatible with a Bayes-
ian model that disregards egomotion information and selects a reliable
prior for stationarity/rigidity in presence but not in absence of amodal
completion. Results are incompatible with a model predicting that image
encoding is biased towards slant assimilation in presence of AC. This
calls for an update of the current notion of visual approximation in AC.

26.321 Local Perturbations to a Global Radial Frequency Masker
Alleviate Lateral Masking Effects Michael Slugocki!(slugocm@

mcmaster.ca), Allison Sekuler!, Patrick Bennett!; !Department of Psychology,
Neuroscience & Behaviour, McMaster University

Radial Frequency (RF) contours, generated through the sinusoidal mod-
ulation of the radius of a circle, are a useful tool to study the processes
involved in shape perception. Previous research examining RF contour
detection suggests that low and high RF contours are processed by sepa-
rate global and local shape detection mechanisms, respectively (Bell et al.,
2007). If the processes responsible for global and local RF detection do not
interact, then a lateral mask consisting of a combination of low and high RF
contours should interfere with the detection of a low RF contour at least as
much as a low RF contour mask alone. To test this prediction, we measured
detection thresholds for a low RF contour (RF5) in the presence of a control
mask (RF0), a low RF mask (RF5), a high RF mask (RF25), or a compound
mask (RF5+RF25) consisting of the combination of RF5 and RF25 patterns.
Consistent with previous reports, two out of the three observers show sig-
nificant masking with the low RF mask relative to the control and high RF
mask. Critically, these two observers showed significantly less masking for
the compound mask than for the low RF mask, and did not show a signif-
icant difference in masking with the compound mask relative to the con-
trol and high RF mask. The third, anomalous, observer showed relatively
high levels of masking across all conditions, including the control mask.
Overall, however, our results suggest that global and local shape detection
mechanisms do not operate independently of one another in masking. We
currently are examining the extent to which the results reveal individual
differences, and how the nature of RF interactions influences masking.

26.322 Configural superiority reduces efficiency Alexander
Bratch!(abratch@umail.iu.edu), Aparna Srinath!, Shawn Barr!, William
Bromfield!, Jason Gold!; !Psychologial & Brain Sciences, Indiana University,
Bloomington

The ability of human observers to recognize visual patterns can be greatly
influenced by context. For example, the introduction of context to a set
of features can induce a unified percept, allowing observers to classify
it more quickly and accurately (a ‘configural superiority’ effect; Pomer-
antz & Portillo, 2011). But how does context specifically impact the way
in which observers make use of stimulus information? We addressed this
question by applying ideal observer analysis (Geisler, 1989) and response
classification (Ahumada, 2002) to a pattern identification task that has
been shown previously to exhibit a significant configural superiority
effect (Pomerantz & Portillo, 2011). In the ‘No Context’ condition, four
diagonal lines appeared in separate quadrants of a virtual square. One of
these lines was placed at a countering angle, and the observer’s task was
to identify which randomly chosen quadrant contained the odd angle.
In the ‘Context’ condition, the stimuli were identical, with the exception
that two abutting line segments (one vertical and one horizontal, form-
ing a right angle) were added in the same position to all four quadrants.
Thus, the additional features were entirely redundant, but their pres-
ence induced the percept of a unitary triangle figure within the quadrant
containing the odd angle. On each trial, the stimulus was embedded in
Gaussian white contrast noise, which allowed us to measure human and
ideal observer contrast energy identification thresholds, as well as the
pixel-wise information-processing strategy adopted by observers in each
condition. Although response times were faster in the presence of context,
efficiency (ideal/human threshold) was actually lower when the stimu-
lus included the redundant features. The results of the response classifi-
cation analyses suggest that the lower efficiencies in the presence of con-
text were in part due to observers’ reliance on the redundant features,
which contribute noise while providing no discriminative information.

26.323 The Role of Feedback Processes in the Emergence of Visual
Hallucinations Christoph Teufel!(crt35@cam.ac.uk), Naresh Subrama-
niam', Veronika Dobler?, Ian Goodyer?, Paul Fletcher!; 'Brain Mapping Unit,
Department of Psychiatry, University of Cambridge, ?Developmental Psychiatry,
Department of Psychiatry, University of Cambridge

Feedback influences from higher levels of information processing onto
lower levels are an important aspect of current models of visual percep-
tion. This framework has not only been useful in understanding visual
perception in healthy observers; it has also been hypothesized that it can
provide a unified explanation of both hallucinations and delusions in
psychotic patients. Here, we report the result of three experiments that
examined memory-based changes in the perception of two-tone images
(‘Mooney images’) as a model for visual hallucinations. We tested the
hypothesis that the visual system of hallucination-prone individuals
relies more strongly on feedback processes. In the first experiment, (i)
we quantified feedback-processes in a group of At-Risk-Mental-State
(ARMS) patients and matched healthy controls. We employed a psycho-
physical task that measured observers’ sensitivity to discriminate two-
tone images of objects from control images (that lacked embedded objects)
with and without prior knowledge of image content. In a second experi-
ment, (ii) the same observers participated in an fMRI study in which the
neural correlates of their subjective experience of two-tone images were
assessed. Finally, in a correlational study (iii) we related performance of
a larger set of healthy observers in the psychophysical task to their scores
on two schizotypy scales indexing aberrant perception and a delusional
style of thinking. Together, the three experiments provide evidence to
suggest that vision in hallucination-prone individuals is characterised by
a stronger influence of prior object knowledge on perception. We discuss
potential candidate systems underlying this bias in information process-
ing and the implications for models of schizophrenic and healthy vision.

Acknowledgement: The Wellcome Trust

26.324 Seeing and liking from the outside in: Consistent inward
biases in visual perception and aesthetic preferences Yi-Chia
Chen'(yi-chia.chen@yale.edu), Brian Scholl?; 'Department of Psychology, Yale
University

Perception, as represented by most vision science research, is the process
of recovering the physical structure of the world from shifting patterns
of retinal images. But actual visual experience nearly always transcends
this characterization. An especially salient example involves the aesthetic
qualities of perception: it is often impossible to see something without
also liking or disliking it. It may be possible to explain some (perhaps
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small) percentage of such experiences in terms of underlying regulari-
ties of visual processing. Even when studied in this way, however, aes-
thetic experience is often treated as being a later, independent aspect of
perception. Here, in contrast, we explore how aesthetic preferences may
interact with other types of visual processing. We were inspired by the
inward bias in aesthetic preferences: when an object with a salient “front”
is placed near the border of a frame (say, in a photograph), observers find
the image more aesthetically pleasing if the object faces inward (toward
the center) vs. outward (away from the center). We employed framed
stimuli that were ambiguous in terms of the direction they appeared to
be facing. For example, an equilateral triangle can be seen as pointing in
the direction of any of its three vertices. Our observers’ percepts were
influenced by the frames in a way that corresponded to the inward bias:
when a triangle was placed near a frame’s border, observers tended to
see whichever interpretation was facing inward. The same observers also
judged an unambiguous version of the figure — an otherwise matched
“drop” figure — as more aesthetically pleasing when it pointed inward.
This match between the inward bias in aesthetic perception and ambigu-
ous-figure perception suggests new ways in which aesthetic factors may
relate not only to what we like, but also to what we see in the first place.

26.325 Shape distortion illusion of circles without prolonged

viewing Kenzo Sakurai!(sakurai@mind.tohoku-gakuin.ac.jp); 'Department of
Psychology, Tohoku Gakuin University

Previous research on shape distortion illusion revealed that prolonged
viewing of a circular shape in peripheral vision produces polygonal shape
perception of the circle itself (Khuu, McGraw & Badcock, 2002 ECVP), and
also produces a polygonal (e.g. hexagonal) afterimage (Ito, 2011). We found
that the shape distortion illusion can be induced in a short period by present-
ing alternation of a circle and its inward gradation pattern. We measured
the induction time (latency) of this distortion illusion produced by circle/
gradation alternation, and compared it with the induction time produced
by prolonged viewing of static circles. In experimental condition, stimuli
consisted of 5 black line drawing circles placed around a central fixation
cross on a white background, and they alternated with same size inward
gradation patterns in which luminance increased gradually from periphery
to center. The alternation rate (temporal frequency) was varied from 0.5 Hz
to 8 Hz. In control condition, only static circles were presented on a screen.
Observers fixed their head on a chinrest and viewed the display, and they
were asked to report the induction time by pressing a response key as soon
as they noticed the shape distortion. Results showed that the induction time
of this distortion effect by circle/gradation alternation was shorter than
that obtained from prolonged viewing of static circles at 2~4 Hz tempo-
ral frequency. These results suggest that presenting alternation of a circle
and its inward gradation pattern promotes adaptation of cortical process
responsive to curvatures and induces shape distortion illusion instantly.

Acknowledgement: Supported by JSPS Grant-in-Aid for Scientific Research (B)
Grant Number 25285202.

26.326 Asymmetry in Perceived Shape Similarity for Novel Shapes
Patrick Garrigan'(pgarriga@sju.edu), Katie Binns!; 'Saint Joseph’s University

Perceived shape similarity is central to classic problems in vision science,
including object recognition and categorization. Here we consider the
“transformational” approach, in which similarity is related to the perceived
ease with which one shape can be transformed into another. This definition
of similarity can account for asymmetries in which, e.g., shape A is per-
ceived as more similar to shape B than shape B is to shape A. Hahn, Close, &
Graf (2009) used morphing sequences of familiar objects to show that when
transformations from shape A to shape B are made more salient, shape A
appears more similar to shape B, but not the reverse. We demonstrate, using
a shape-similarity adjustment procedure, similar asymmetries in shape
perception for novel, closed, 2D contour shapes. This result shows that the
previously reported asymmetries are at least partly related to generic shape
perception. Specifically, they show that neither familiar shapes nor shapes
with semantic associations are required to induce perceived shape simi-
larity asymmetries. We further illustrate a general mechanism for induc-
ing perceived shape similarity asymmetry through established perceptual
and psychophysical results. In our model, shape similarity asymmetries,
like those measured in our experiments, may be explained by biases in
visual attention (e.g., due to increasing information at regions of high cur-
vature; Attneave, 1954) and the nonlinear relationship between objective
and perceived feature magnitude (e.g., the sublinear scaling of perceived
curvature magnitude with objective curvature magnitude; Dobson, 1971).
In sum, our results suggest that transformational similarity effects may be,
at least in part, a consequence of within-object attention (e.g., Garrigan &
Hamilton, 2013) and the perceived magnitudes of salient shape features.

26.327 Perceived Occlusion Velocity for Fully Visible and Frag-
mented Shapes Ricarda Moses!(moses@rhrk.uni-kl.de), Tandra Ghose?,
Gennady Erlikhman?, Philip J. Kellman?; !University of Kaiserslautern, Ger-
many, ?Department of Psychology, University of California, Los Angeles, USA

Background: In order to perceive coherent perceptual units, the visual
system must integrate information about fragments across space and time
(Palmer, Kellman & Shipley, 2006). This requires the accurate encoding
of fragment velocity when they are visible and occluded. However, pre-
vious research has shown that the representation of occlusion velocity is
often not veridical (DeValois & Takeuchi, 2001; Palmer & Kellman, 2013).
Questions: Is perceived occlusion velocity similar for shapes that are fully
visible (“Full”), spatially fragmented, or spatiotemporally fragmented? Is
the misperception (if any) dependent on the duration of occlusion? Does
perceived occlusion velocity depend on eye-movement patterns or vice
versa? Method: In the “Full” display a red, textured oval traveled in front
of two white rectangles separated by a black rectangle (occluder). The oval
was invisible when it passed behind the occluder. In the spatially frag-
mented condition, a horizontal black bar spanning the width of the screen
separated the oval into two pieces. In the spatiotemporally condition, only
top or bottom half of the oval was visible on either side of the occluder.
The task was to report whether the oval emerged from occlusion sooner
or later than anticipated, given its constant velocity. The time that the oval
was occluded was manipulated by using short, medium, or long occluder
width. The perceived occlusion-velocity was calculated from the 50%
point of the resulting psychometric functions. Eye-movements were also
recorded. Results and Conclusions: Perceived occlusion-velocity did not
differ for whole and fragmented shapes, but varied with occluder width.
Remarkably, perception of occlusion velocity was not predicted by patterns
of eye movements. We discuss the results in relation to previous work on
occlusion velocity with differing ranges of speed and aperture separation.

Acknowledgement: This work was funded by a Marie Curie grant (CIG#293901)
from the European Union awarded to TG

26.328 Contextual Information Modulates Unconscious Visual

Processing in Early Visual Cortex Lihong Chen'?, Yi Jiang!; 'State Key

Laboratory of Brain and Cognitive Science, Institute of Psychology, Chinese Acad-
emy of Sciences, 2University of Chinese Academy of Sciences, Chinese Academy

of Sciences

Human visual perception is context dependent. Previous studies have
demonstrated that the conscious representation of a variety of visual stim-
uli can be altered by contextual information. Whether and to what extent
contextual modulation could also take effect on the processing of invisi-
ble stimuli is largely unknown. Here we probed this question using two
types of context-dependent visual illusions (i.e., Ebbinghaus illusion and
Ponzo illusion) combined with the interocular suppression paradigm.
The Ebbinghaus and Ponzo illusions, though correlated with the pri-
mary visual cortex (V1), are respectively mediated by lateral connections
within V1 and feedback projections from higher brain areas to V1. Here
we selectively rendered the central targets of the two illusion figures invis-
ible while leaving their surrounding inducers intact. In the Ebbinghaus
illusion, we found that the central target broke from suppression sooner
when surrounded by smaller relative to larger inducers. Moreover, the
illusion strength predicted the suppression time difference between these
conditions across participants. In the Ponzo illusion, however, the process-
ing of the invisible target was not influenced by the contextual inducers.
These results provide strong evidence that contextual information can
modulate the unconscious visual processing, and such modulation occurs
in the early visual processing stream independent of feedback influences.

26.329 Looking Beyond the Means: Rapid Learning of Prime-Dis-
play Relationship in a Semantic Priming Experiment Alisabeth
Ayars!(alisabetha@email.arizona.edu), Andrew Mojica!, Mary A Peterson'?;
Psychology, University of Arizona , 2Cognitive Science, University of Arizona

Mojica & Peterson (VSS 2013) tested whether semantic priming affected
figure assignment. Subjects viewed bipartite displays suggesting a familiar
object on one side of a central border and reported where they saw the
figure. Masked non-words (control primes) or words naming a differ-
ent object than the object suggested in the display (experimental primes)
appeared before displays. Words named an object in the Same Category
(natural or artificial) as the object in the display (SC) for half the subjects
and an object in a Different Category (DC) for the other half. SC partici-
pants saw the familiar object as figure more often (74%) than DC partici-
pants (67%), p=0.05. However, for both groups experimental and control
means were equal. We investigated whether these equal means masked
differential effects of experimental and control primes at different points
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during the experiment. In SC, familiar figure reports on experimental trials
were originally low due to the basic-level mismatch between the prime and
the object in the display yet increased to above control trials in the second
half (p=.015; regression line slope = .49, p=.005). Over time, subjects likely
learned to attend to superordinate category (natural/artificial) information
in the prime and to devalue basic category information, ultimately result-
ing in semantic priming. In DC, familiar figure reports were initially low on
both experimental and control trials perhaps because the mismatch between
prime and display on experimental trials led subjects to devalue semantics
regardless of source (prime or display). Familiar figure reports increased on
both experimental and control trials (slope = .623 and .514, ps<.004) because
DC subjects likely learned to revalue semantic information from the dis-
plays. Rapid learning of the relationship between primes and displays over
a 64-trial experiment influenced the weighting of semantic information for
figure assignment, and was required for semantic priming to emerge in SC.

Acknowledgement: NSF BCS 0960529

26.330 Global Influences on Figure Assignment: The Role of the
Border Michelle Burrola'(michelleb@email.arizona.edu), Mary A. Peterson?;

!Psychology Department, University of Arizona, ?Psychology Department, Univer-
sity of Arizona, Cognitive Science Program, University of Arizona

Convexity and symmetry are well-established cues to figural status. These
properties were originally thought to operate locally; for example, that the
convex side of any curved border was likely to be perceived as figure. Peter-
son and Salvagio (2008) found that convex regions were increasingly per-
ceived as figure as the number of alternating convex and concave regions
increased. These “context effects” revealed display-wide influences on
figure assignment, and required homogeneously colored concave regions.
Goldreich & Peterson (2012) proposed that multiple same-color concave
regions could be unified into a background, thereby allowing the convex
regions to be perceived as figures in front of the background. The original
context effects were obtained with displays having rectangular frame-like
borders. There was no reason to think frame type mattered until Mojica
and Peterson (2013) tested for symmetry context effects. Originally, they
used displays with articulated borders to preserve the symmetry/asymme-
try of the outermost regions. Symmetry context effects were not found, but
later were found when frame-like borders were used. Mojica and Peterson
reasoned that articulated outer borders were perceived as intrinsic to the
display and consequently prevented the interpolation of concave regions
into a background, whereas rectangular borders were perceived as extrin-
sic to the scene and allowed amodal continuation of the background. To
test the generality of frame effects, we used 2- and 6-region convexity dis-
plays with articulated borders. Consistent with the view that articulated
borders prevent the emergence of context effects, convex regions were no
more likely to be seen as figure in 6-region (62%) than in 2-region displays
(64%), p > .80, and were significantly less likely to be seen as figure in
6-region displays with articulated borders than rectangular borders (77%),
p<.03. These results show that figure-ground cues to do not operate locally.

Acknowledgement: MAP acknowledges support of NSF BCS 0960529

26.331 Using Extremal Edge to Decouple Closeness and Shape in
Figure-Ground Perception Tandra Ghose!(tandra@berkeley.edu), Mary A.

Peterson?; 'University of Kaiserslautern, Germany, 2University of Arizona, Tucson,
USA

Traditionally, the figure is defined as that side of a border that appears
both shaped and closer to the viewer than the abutting side. Both Extremal-
Edge (EE) and upright familiar configuration are figural cues. Ghose and
Palmer (2010) showed observers displays divided into two equal-area
regions by an articulated central border and instructed them to report
which side appeared closer. Observers chose the EE side on 100% of trials
when EE and familiar configuration were present on the same side of the
border (Congruent displays) and on 96% of trials when EE and familiar
configuration were present on opposite sides (Incongruent displays; the
difference of 4% was not statistically significant, p=0.20).Thus, observers
overwhelmingly reported that the EE side was closer than the abutting
side. We investigated whether the EE side is chosen as often when the task
is to report which side of a border appears to be shaped. EE reports were
significantly reduced when observers were instructed to report which was
the shaped side of a border rather than which was the closer side. Observ-
ers reported that the EE side was the shaped side on 94% and 81% of trials
with upright Congruent and Incongruent displays, respectively (p=0.029).
In addition, the difference between EE-side reports on Congruent and
Incongruent trials was larger for the shape task than for the relative dis-
tance task, at least when an upright familiar configuration was present
on the opposite side of the border of incongruent displays rather than an

inverted or a part-rearranged version of a familiar configuration, p <.05.
Thus, the figural attributes of shape and near surface can be decoupled.
Moreover, different figural cues differentially affect perceived shape and
perceived near surface. EE exerts a relatively stronger influence than famil-
iar configuration on the perceived-nearness than the perceived-shape.

Acknowledgement: This work was funded by a Marie Curie grant (CIG#293901)
from the European Union awarded to TG, a NSF grant (BCS 0960529) awarded
to MP.

26.332 Context Effects on Figure-Ground Perception with Both
Convexity and Extremal Edge Cues Katharina Mura'?(mura@rhrk.uni-kl.
de), Tandra Ghose'?, Mary A. Peterson?®; 'University of Kaiserslautern, Ger-

many, 2German Institute of Artificial Intelligence (DFKI-Kaiserslautern), Germany,
SUniversity of Arizona, Tucson, USA

Convexity context effects (CCEs) have been demonstrated in figure-ground
perception, where the figural bias of convexity increases from 57%-89%
as the number of alternating convex and concave regions increases from
2 to 8 in 100-ms displays (Peterson & Salvagio, 2008). In 2-Region dis-
plays Ghose and Palmer (2010) found that when convexity conflicted
with Extremal Edges (EE), the EE-side was perceived as closer on ~98%
of trials (2000-ms exposures). We examined whether CCEs are obtained
when convexity and EE cooperate (Congruent condition) or conflict (Incon-
gruent condition). Observers reported whether a red probe located on
the region to the left or right of a central border appeared to lie on the
region they perceived as figure or ground; they were instructed that fig-
ures were both shaped and closer near the border. Convex regions were
perceived as figures more often in 8-Region (92%) than 2-Region (77%)
Congruent displays, p<.0001. Thus, EE benefits from context when com-
bined with convexity. In contrast, convex regions were not perceived as
figures more often in 8-Region (45%) than 2-Region (37%) Incongruent
displays (p=0.089). Thus, when EE and convexity conflict, neither ben-
efits from context. EE regions were perceived as figures on the majority
of trials with Incongruent 2-Region displays (70%), replicating Ghose and
Palmer, yet our observers perceived EE regions as figures less often than
their observers perceived them as closer. Task or exposure duration differ-
ences may contribute to this result. A novel factor that affected 2-Region
displays only also contributes: EE regions were less likely to be perceived
as figure when they lay on the right (56%) versus left (84%) of the cen-
tral border (p<.0001). We attribute this new finding to an influence on EE
from a light-from-left bias that was overcome by context in 8-Region dis-
plays. Figure assignment is a complex interaction among a variety of cues.

Acknowledgement: This work was funded by a Marie Curie grant (CIG#293901)
from the European Union awarded to TG, a NSF grant (BCS 0960529) awarded
to MP.

26.333 Neural Signals Underlying the Convexity Context Effect
Jordan Lass!(jwlass@gmail.com), Ali Hashemi', Patrick Bennett!, Mary
Peterson?, Allison Sekuler!; !Department of Psychology, Neuroscience &
Behaviour, McMaster University, 2Department of Psychology and Cognitive Science
Program, University of Arizona

Convexity is relevant to figure assignment, but the relationship is dis-
play-dependent: Convex regions are more likely to be perceived as figures
in 8- than 2-region displays, provided concave regions are homogeneously
colored. This convexity context effect (CCE) may occur because multiple
homogeneous concave regions (8-region displays) are more likely than the
single concave region (2-region displays) to be interpolated into a surface
behind the convex regions, making convex regions stand out as figures in
3D. Without such interpolation, 2-region displays may appear flat. Here
we examined the neural signals underlying CCEs using electroencephalog-
raphy to determine the effect of region number and perceptual interpreta-
tion on those signals. On each trial, a small probe appeared on one of two
central regions of 2- or 8-region black & white displays. Observers (N=10)
indicated whether the region containing the probe was figure or ground.
Overall behavioural results were in the direction predicted by the CCE,
although there was considerable variability across individuals. Our most
consistent result was an effect of region number on the P2 amplitude for the
grand average evoked response potentials (ERPs), with greater amplitudes
for 8- than 2-region displays (p<0.0001). We found additional, but smaller,
effects of region number on P1 and N1 latency: 8-region displays led to
earlier peaks than 2-region. At the group level, there were no effects of fig-
ure-ground perception up to about 300 ms. Highly variable behavioural
CCEs obtained across subjects led us to examine effects of perceptual dif-
ferences on ERPs. When considering just subjects with strong behavioural
CCEs, P1 and N1 components showed an effect of perceptual interpreta-
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tion in the 8- but not 2-region displays. Overall, our results suggest that the
magnitude of CCEs may be correlated with differences in early neural sig-
nals, and that the P2 may be linked to the perception of 3-dimensionality.

Acknowledgement: Canada Research Chairs Program, Canadian Institutes for
Health Research, National Science Foundation (NSF BCS 0960529).

26.334 Can infants (5.5 months-old) use object repetition to seg-
ment objects from their backgrounds? Elizabeth Salvagio! ?(bsalvag@
email.arizona.edu), Rebecca L. Gomez'?, Mary A. Peterson'?; 'Psychology
Department, College of Science, University of Arizona, Cognitive Science Program,
University of Arizona

Brady and Kersten (2003) showed that some adults could learn to recog-
nize a novel object paired with a sound, at least when instructed to look
for it, when it was shown repeatedly against varying static backgrounds
(texture and shading of object and background were identical). Can infants
segment a novel object paired with a sound when it is shown repeatedly on
static backgrounds? If so, must the backgrounds vary and/or differ in tex-
ture and shading from the novel object? We measured infants’ preferences
for two novel 3D objects during a pre-test and then showed them one of
the novel objects repeatedly against varying backgrounds. During famil-
iarization the object was accompanied by a labeling phrase. At post-test,
infants viewed the familiarization object and the other object on a white
background while hearing the familiarization object’s phrase. If infants
segmented the object from the background during familiarization, their
post-test looking times at the familiarization object should be longer then
at pre-test. In Experiment 1, we showed a 3D object on varying 2D back-
ground patterns. Infants looked longer at the familiarization object, but not
the other object, post-test minus pre-test, p <0.006, indicating they had seg-
mented the object from the background during familiarization. In Experi-
ment 2, we showed the same 3D object on 3D versions of the backgrounds
with identical texture and shading as the object; the background differed
on every trial. Evidence of segmentation was not observed at post-test, p >
0.44. In Experiment 3, we showed the same 3D object on a constant 3D back-
ground. Again, no evidence of segmentation was observed at post-test, p >
0.36. 5.5 month-old infants can segment without explicit instruction, at least
when the background varies and differs in texture and shading from the
object. An in-progress experiment attempts to separate these two factors.

Acknowledgement: MAP: NSF BCS-0960529

26.335 Closure and global shape contributions to contour group-

ing Ingo Friind'(mail@ingofruend.net), James H Elder?; 'Center for Vision
Research, York University, Toronto, ON, Canada

Perceptual organization of natural scenes is effortless and immediate
despite fragmentation and obscuration of object boundaries caused by
occlusions and clutter. The standard model for boundary grouping is based
upon an “association field” that governs local grouping, and a Markov or
transitivity assumption that allows global contours to be inferred solely
from local properties. Psychophysical ‘path detection” experiments have
revealed sensitivity to local geometry consistent with this association field
hypothesis. Recently, however, it has been shown that detection of natural
animal shapes is more efficient than detection of “metamer’ contours that
match the natural contours in their local geometry but contain no global
regularities (Elder et al, 2010, J Vis, 10(7):1171). This suggests that global
shape also plays a role in contour grouping. Yet, since these metamer con-
trols are open contours, the findings may derive purely from the closure of
the natural shapes. To address this issue, we employ a novel MCMC meth-
odology (Friind & Elder, 2013, J Vis, 13(9):119) to produce closed metamer
contours, statistically matched in their local geometry to natural animal
shapes, but otherwise maximum entropy, containing no global regulari-
ties beyond closure. We conducted path detection experiments using these
3 stimuli (open metamers, closed metamers, natural shapes) at different
contour sampling rates (number of elements per contour), and estimated
noise threshold for criterion performance. At low sampling rates, perfor-
mance was similar for the three conditions. However, as sampling rate
was increased to 20 elements per contour, performance for natural shapes
and closed metamers exceeded performance for open metamers (t(7)>2.4,
p<0.04), and at 40 elements, performance for natural shapes exceeded
performance for closed metamers (t(10)=2.6, p=0.02). These results show
that the visual system exploits both closure and additional global prop-
erties of natural shape in the segmentation of bounding contours from
cluttered scenes, challenging purely local accounts of contour grouping.

Acknowledgement: This work was supported by an NSERC Discovery grant and
the German Research Foundation (Forschungsstipendium FR-2854/2-1).

26.336 Invariants of center-surround interactions Sunwoo Kwon!(k-
wsunwoo@salk.edu), Thomas Albright!, Sergei Gepshtein?; 'Salk Institute for
Biological Studies

Sensitivity to visual stimuli depends on their spatial and temporal context.
Effects of temporal context (as in motion adaptation) that appear to be con-
tradictory in narrow samples of stimuli follow a simple invariant pattern
when viewed broadly. Thus, local gains and losses of sensitivity caused
by motion adaptation added up to a global shift of the spatiotemporal
contrast sensitivity function (CSF; Kelly, 1979) when studied over the full
domain of CSF (Gepshtein, Lesmes & Albright, 2013). Similarly contradic-
tory results are commonly observed in studies of spatial contextual mod-
ulation (“center-surround interactions”) in narrow samples of stimuli. We
asked whether a simpler pattern of sensitivity changes can be discovered
in center-surround interactions when they are studied broadly, across the
domain of CSF. We measured contrast sensitivity using direction discrim-
ination in drifting Gabor patches with or without surrounding gratings.
Center stimuli were sampled from a constant-speed “slice” of CSF (i.e., at
constant ratio of temporal to spatial frequencies). When the surround was
present, its spatiotemporal frequency and contrast were fixed within an
experiment, its orientations was either collinear or orthogonal to the center,
and its motion direction was either same or opposite to the center. The
results varied across observers when center and surround moved in the
same direction, possibly due to individual effects of motion capture. But
the results were invariant across observers for all other conditions. What
looked like a different pattern of gains and losses of sensitivity for every
observer in narrow samples of stimuli, could be succinctly described as
shifts of CSF following the same pattern across observers. At low surround
contrasts, increasing surround frequency shifted the peak of CSF towards
higher center frequencies. And at high surround contrasts, increasing sur-
round frequency shifted the peak of CSF towards lower center frequencies.

Acknowledgement: NIH (3RO1EY018613)

26.337 Mechanisms of motion-based object segregation Woon Ju
Park!(wjpark@bcs.rochester.edu), Duje Tadin!23; 'Center for Visual Science,
University of Rochester, 2Department of Brain and Cognitive Sciences, University
of Rochester, *Department of Opthalmology, University of Rochester

Segregating objects from backgrounds is one of vision’s most important
tasks. A long-standing hypothesis links motion-based object segregation
with suppressive center-surround mechanism. This proposed functional
link has theoretical and neurophysiological support, but little direct behav-
ioral evidence exists. Here, we investigated the role of background motion
suppression in rapid object segregation. We hypothesized that perceptual
insensitivity to large, background-like moving stimuli (Tadin et al., 2003)
has a functional consequence of enhancing the relative visibility of moving
objects on moving backgrounds. METHODS: At both low and high contrast,
we measured subjects” ability to (1) detect moving stimuli (6°/s) across dif-
ferent sizes (1.5°-16° diameter) and (2) segregate a small moving object (1°
diameter) presented on different sized moving backgrounds (also 1.5°-16°).
Given our aim to study rapid motion segregation, we measured duration
thresholds using a custom-built 360Hz display system. RESULTS: Size and
contrast influenced both motion detection and segregation. Importantly, the
relationship between the two tasks was negative. At high contrast, duration
thresholds for motion detection gradually increased from ~6 ms for 1.5°
stimuli to over 12 ms for 16° stimuli. Over the same range of background
sizes, thresholds for motion segregation decreased from 12 to 5.5 ms.
Remarkably, subjects were considerably better at detecting a moving object
on a moving 16° background than detecting whether the same background
stimulus was moving or stationary. At low contrast, we found pronounced
spatial summation in the motion detection task (thresholds improved with
increasing size). As predicted, the segregation performance was poor, and,
unlike at high contrast, considerably worse than motion detection. CON-
CLUSION: These findings link spatial suppression with rapid motion
segregation. Spatial suppression effectively accomplishes background sub-
traction and, as a result, increases visual saliency of object motion. This is
a computationally and metabolically efficient strategy because object segre-
gation is accomplished by suppressing irrelevant background information.

Acknowledgement: RO1 EY019295, P30 EYO01319

26.338 Perceptual Characteristics of Natural Contours and Their
Contributions to Figure/Ground Segregation Ko Sakai'(sakai@
cs.tsukuba.ac.jp), Ken Kurematsu!, Shohei Matsuoka'; !Dept. Computer
Science, University of Tsukuba

A piece of local, natural contour may evoke the perception of figure. We
investigated what characteristics of natural contours provide the percep-
tion of figure. First, to examine what geometric factors could be the char-
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acteristics in the perception of contour, we performed similarity judgment
among local, natural contours. Specifically, we tested whether geometric
factors, such as convexity, closure and symmetry, explain perceptual sim-
ilarity among the contours. We defined geometrically the three factors:
for instance, convexity is defined as the logarithm of the curvature of the
inscribed circle that passes through a point of a contour. We collected 50
patches from nearly 10,000 of local patches trimmed from natural images
(the Berkeley Segmentation Dataset) so as to establish the equal distri-
bution of the three factors. We performed psychophysical experiments
to measure the similarity among the patches. MDS analysis showed the
agreement between the arrangement of perceptual similarity and that of
geometric factors, indicating that convexity, closure and symmetry are the
characteristics used in the perception of contour. Second, we examined
psychophysically whether convexity, closure and symmetry provide a
clue in the perception of the direction of figure (DOF). A number of stud-
ies have reported the contribution of each factor to figure/ground segre-
gation. In the present study, we focus on the combination of these factors,
as they usually coexist in natural contours. We performed psychophysical
experiments to judge the DOF at points along contours, and analyzed the
dependence of the perception on the three factors. MLRA indicated that
DOF is biased toward closure in comparison with convexity and symme-
try. The result suggests that closure is dominant in the perception of DOF
among mixtures of convexity, closure and symmetry as in natural contours.

Acknowledgement: Grant-in aids from JSPS (KAKENHI 22300090) and MEXT of
Japan (23135503 (Shitsukan))

Motion Perception: Depth, higher order,

illusions
Saturday, May 17, 2:45 - 6:45 pm
Poster Session, Banyan Breezeway

26.401 What do human observers see in dynamic image deforma-
tion? Takahiro Kawabe'(kawabe.takahiro@lab.ntt.co.jp), Kazushi Maruya!,

Shin’ya Nishida!; 'NTT Communication Science Laboratories, Nippon Telegraph
and Telephone Corporation, Japan

Image information of an object often deforms for various reasons. For exam-
ple, a non-rigid object such as a rubber ball or a fabric can deform due to an
external force and, as a consequence, produce an image deformation. On the
other hand, image deformation can occur without the physical deformation
of objects themselves. For example, an under-liquid scene is distorted due
to refraction at the surface of the flowing liquid. In this case, a refractive
transparent material intervening between the object and an observer causes
image deformation of the underlying object. How does the visual system
discriminate image deformation due to physical object deformation from
image deformation due to the intervention of a transparent layer? The pres-
entstudy examined what human observers see during dynamic image defor-
mation. We sinusoidally deformed the central area of two-dimensional 1/f
noise. The spatial and drift frequencies of deformation were manipulated.
Observers were asked to report the appearance of the deformed central
area using three alternatives (‘global object deformation’, ‘drifting grating’,
and ‘transparent layer’), which were derived from a preliminary observa-
tion. Object deformation was often reported when the spatial frequency of
deformation was low. Meanwhile, a transparent layer was predominantly
reported as the spatiotemporal frequencies of deformation increased (i.e.,
dynamic transparency). Importantly, however, dynamic transparency was
not observed when one-dimensional noise was employed as a background.
In one-dimensional noise, image deformation occurred along an edge with
consistent luminance polarity, and consequently enhanced perception of
a global shape deformation. The visual system likely utilizes spatiotem-
poral frequencies of deformation and global shape as diagnostic features
to discriminate image deformation due to physical object deformation
from image deformation due to the intervention of a transparent material.

Acknowledgement: This work was supported by MEXT KAKENHI Grant Number
22135004.

26.402 Perception at isoluminance: Role of spatial resolution and
background colour. Mark Edwards!(mark.edwards@anu.edu.au), Kimbra
Ransley?, Jason Bell'?, Stephanie Goodhew?; 'Research School of Psychology,
ANU, Australia, ?School of Psychology, UWA, Australia

Introduction. The isoluminance paradigm, in which chromatically defined
stimuli are matched for luminance, was developed to investigate the role
of colour information in various aspects of visual processing. Performance
is typically impaired, leading to the conclusion that particular tasks, e.g.

motion and stereo processing, are substantially colour blind. However,
other techniques that do not use isoluminance have shown that these pro-
cesses are strongly sensitive to colour. One such technique is the chromatic
noise-in-luminance approach: stimuli are defined by both colour and lumi-
nance, but the stimuli to be matched have opposite luminance polarities,
e.g. a chromatic dot changes its luminance polarity as is moves. This leads
to the question: why are some visual tasks impaired when isoluminant
stimuli are used, even though the system is sensitive to colour informa-
tion? Here we tested two possibilities: 1) colour sensitive cells have poor
spatial resolution, and hence are impaired when fine spatial-resolution is
required; 2) impairment is specific to isoluminant stimuli presented on a
red background (Breitmeyer & Williams, 1990 Vis Res). Methods. Motion
and form processing were assessed using global-dot-motion and Glass pat-
terns, respectively. A temporal 2AFC procedure was used. Dot/ dipole den-
sities varied from 1 to 2 dots/deg2. The background was either achromatic
(grey) or chromatic (red or green). Results. When the grey background was
used, performance for the isoluminant dots was not impaired by increasing
dot density. Thresholds being at least equal to the chromatic noise-in-lu-
minance condition. Use of a red background impaired performance, par-
ticularly with the motion stimuli. Conclusions. Increasing dot density does
not impair the processing of all isoluminant stimuli. However, when the
stimuli and the background are both chromatic (red and green) perfor-
mance is impaired, especially with motion stimuli on a red background.

Acknowledgement: Australian Research Council Discovery Grant DP110104553

26.403 A paradox: Apparent onset locations for moving stimuli
are more extrapolated following illusory reductions in speed. Paul

Miller!(paul.miller@ugconnect.edu.au), Derek Arnold!; Perception Lab, School
of Psychology, The University of Queensland

Humans make reliable errors when judging the instantaneous position
of moving objects. In the Frohlich effect, for example, the apparent onset
location of a moving object seems advanced along its trajectory relative to
static objects. We have found that this effect is malleable - exaggerated for
tests following adaptation to motion in the same direction. We used arrays
of rotating discs as an adaptor, and a single rotating disc in combination
with static markers as a test. Neither opposite directional adaptation nor
adaptation to slower movement had any impact. These data are count-
er-intuitive, as adaptation to fast motion reduced apparent test speeds, but
exaggerated illusory displacements. Our data are consistent with appar-
ent onset location being given by weighted positional estimates derived
from multiple mechanisms with different integration times. We suggest
that these estimates are re-weighted following adaptation to motion,
increasing the relative contribution of mechanisms with more protracted
integration times. This could be functionally adaptive, enhancing veloc-
ity judgments via increased temporal smoothing in dynamic conditions.

Acknowledgement: The Australian Research Council

26.404 Competing motion signals compromise to discrete percep-
tion Ryohei Nakayama'(nryohei@I.u-tokyo.ac.jp), Isamu Motoyoshi?, Takao
Sato!; 'Department of Psychology, Tokyo University, ?Department of Life Sciences,
Tokyo University

In natural scenes, motion of an object as a whole is usually consistent
with motion of local patterns contained within the object. We investigated
human visual motion perception in cases where these motions conflict
with each other, by using a Gabor pattern whose Gaussian spatial window
and carrier grating moved inconsistently with different directions and/or
speeds. We found that when spatial window moved constantly whereas
the carrier grating stayed still or drifted in the opposite direction, the whole
stimulus appeared to move only intermittently. This intermittent jumping
motion was most strongly observed when carrier temporal frequency (rela-
tive to the window) was 4-8 Hz, and spatial frequency was 0.5-1 ¢/ deg. The
similar data was obtained even when the observer tracked the moving spa-
tial window, indicating that the illusion is fundamentally determined at the
spatiotopic coordinate. The apparent temporal rate of the jumping increased
proportionally with the temporal frequency of the grating for a range from
4 to 10 Hz. Thus, the illusion is not determined by a fixed internal clock. The
illusion diminished when the spatial window was surrounded by a sharp
luminance edge. This jumping motion probably comes from resetting the
positional representation of Gaussian window that occurs only intermit-
tently. The visual system tolerates the discrepancy between the positional
information of carrier grating determined clearly by luminance and that
of Gaussian window determined only vaguely by a second-order motion
(contrast defined) edge, and when the accumulated discrepancy becomes
beyond certain limit, the positional representation of window is reset.
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26.405 Jumping Frogs: Prior Knowledge Influences the Ternus
Effect Patty Hsu!(patty.hsu@mail.utoronto.ca), Wil Cunningham!, Jay
Pratt!; 'Department of Psychology, University of Toronto

The Ternus effect is a robust bistable illusion of motion that produces
element motion at short interstimulus intervals (ISIs; <50ms) and group
motion at longer ISIs (> 50ms). Previous research has shown that the nature
of the stimuli (e.g., similarity, grouping), not just ISI, can influence the
likelihood of perceiving element or group motion. In the present study we
examined if prior knowledge is also capable of influencing what illusory
motion is perceived. To do so, our first experiment used a modified Ternus
display with pictures of frogs in a jump ready pose that were facing for-
wards or backwards to the direction of illusory motion. The forward facing
frogs afforded jumping over one another, which should promote element
motion, while the backwards facing frogs should promote group motion.
This was indeed found, as across ISIs ranging from 0 to 108 ms, partici-
pants perceived more element motion with the forward facing frogs and
more group motion with the backward facing frogs. Our second experi-
ment replicated the methods of the first experiment except that the frogs
were shown in a sedentary “non-jumping” pose. As expected, we did not
find a difference between forward facing and backward facing sedentary
frogs. Presumably, the forward facing frog in this case did not produce
more element motion because the sedentary pose did not afford a jump-
ing motion. Thus, these two experiments provide more evidence that the
Ternus effect cannot simply be attributed to the delay between the first
and second display or to the physical characteristics of the stimuli. Rather,
prior knowledge of the movement of certain animate objects, in this case
frogs, also can modulate the perception of element or group motion.

26.406 Revisiting the on-time effect: shorter exposure to static
stimuli increases perceived velocity in apparent motion Alon
Zivony'(alonzivony@gmail.com), Dominique Lamy?; 'School of Psychological
Sciences, Tel Aviv University, Tel Aviv

In apparent motion, static stimuli presented successively in shifted loca-
tions produce a subjective percept of continuous motion. It has been shown
that reducing stimulus exposure (or on-time) increases the perceived veloc-
ity of the apparent motion. Surprisingly, little investigation has followed
up on the illusion’s discovery. The objective of this study was to delineate
the boundary conditions of the on-time effect in order to clarify its under-
lying mechanism. Subjects viewed multi-item apparent motion displays.
At a random point during the trial, on-time duration either increased or
decreased, while objective velocity remained unchanged. Subjects were
asked to judge whether the motion became slower or faster. The on-time
effect was replicated in four experiments: it was observed in both fast and
slow apparent motion displays; it was not modulated by stimulus lumi-
nance, thus precluding an energy-summation account of the illusion; it gen-
eralized to a time-perception paradigm; finally, it was found to be specific
to apparent motion: with veridical motion, the effect reversed. We suggest
that perceived velocity in motion is derived from a weighted average of
exposure times to objective motion signals and to static motion signals.

26.407 Rotating Snakes lllusion - Quantitative analysis reveals
islands in luminance space with opposite illusory rotation Michael
Bach!(michael.bach@uni-freiburg.de), Lea Gérard?; 'Section Visual Function,
Eye Center, Freiburg University, Germany

The “Rotating Snakes” illusion is based on patterns with repeated asym-
metric luminance steps, arranged in concentric bands forming a “snake
wheel”. In the underlying luminance sequence “black - darker grey (g1)
- white - lighter grey (g2)” we varied the luminances of g1 and g2, and
measured illusion strength via a nulling task: On a gamma-corrected VDU,
repetitive saccades were performed passing a “snake wheel” that physi-
cally rotated, and the participants adjusted rotation direction and speed
until a stationary percept obtained. We found that our participants per-
formed perceptual nulling (in the range of + 1°/s) of the seeming rotation
quite reliably and convincingly; when the gaze was directed to the center
of the wheel after null-adjustment, the actual rotation could be quite sur-
prising (depending on the levels [g1, g2]). Typical settings for [g1, g2] as
measured from images by A. Kitaoka, are around [20%, 60%]. Indeed, we
found a marked illusion in an “island” region [g1={0-25%}, g2~{20-75%}].
Unexpectedly, we detected a second island around [60%, 90%] with oppo-
site rotation direction, although the relative order of g1 and g2 stayed the
same. Furthermore, there was also some rotation illusion when altogether
only 3 luminance levels were visible, e.g.: 0-0-50-100%. These quantita-
tive measurements of illusion strength have revealed new phenomena in
this illusion, which challenge the two explanatory models put forth so far.

26.408 Perception of Illusory Motion in the Rotating Snake by the
Aged: Pupil Size and Retinal Illumination Patricia Cisarik!(pcisarik@
sco.edu), Gabriel Fickett!; 'Southern College of Optometry

Decline of visual functions occurs with aging.l Perceived motion in
repeated asymmetric stationary patterns, such as Kitaoka's Rotating
Snakes, is no exception: Billino, et al. reported that only 23.7% of their
38 subjects 65+ years of age perceived the illusory motion, compared to
100% perception by young adults.2 Neurophysiology data provides evi-
dence that timing differences in V1 cell responses to luminance contrast
variations account for the illusion;3 therefore, degeneration of visual cortex
with age4 has been suggested to cause degraded perception of this illusory
motion.2 Since senescent optics of the eye insufficiently explain the decline
of several visual functions,6,7 the contribution of pre-cortical factors to the
age-related decline in illusory motion perception is presumed to be min-
imal and has not been investigated.Because reduced retinal illumination
degrades the perception in young subjects,5 we initiated a pilot study in
individuals aged 60+ years to qualitatively investigate the effects of reti-
nal illumination on illusory motion perception in the elderly. Inconsistent
with Billino, et al., 80% of our subjects perceived motion in the Rotating
Snakes, possibly due to the younger mean age of our group (69.6 vs. 73
years). A t-test for independent samples indicates that the mean age of
those who perceived the illusion is younger (67.8 vs. 76.2 years, p = .01)
and the mean pupil size is larger (3.8mm vs. 2.4mm, p = .002) than the
mean age and pupil size of those who did not perceive the illusion. In the
subset of pseudophakic subjects, no difference was found in the mean age
of those who did compared to those who did not perceive the illusion (p
= 0.2); however, those who perceived the illusion had a larger pupil than
those who did not (4.7mm vs. 2.3mm, p = 0.03). Our results suggest that
reduced retinal illumination contributes to the declined perception of
illusory motion in repeated asymmetric stationary patterns with aging.

Acknowledgement: None

26.409 lllusory rotation and motion capture in Pinna illusion
depend upon grouping of the superimposed elements. Makoto
Ichikawal(ichikawa@L.chiba-u.ac.jp), Yuko Masakura?; !Department of

Psychology, Chiba University, 2School of Computer Science, Tokyo University of
Technology

When viewing the concentric circles, which consist of oblique components,
the observers see an illusory rotation of the circles by changing the view-
ing distance (Pinna & Brelstaff, 2000, Vision Research, 40, 2091-2096). If
several additional elements were superimposed on the concentric circles,
they will see the illusory rotation not only for the circles, but also for the
superimposed elements (Ichikawa et al, 2006, Perception, 35, 933-946). This
illusory rotation of the superimposed elements, which have no means for
generating illusory motion themselves, is based on “motion capture”. In
this study, we examined how the grouping of superimposed elements
affect the illusory rotation for the circles (136mm in diameter) and motion
capture for the superimposed elements that were located at the inner area
of the concentric circles. The inner and outer rings each consist of black or
white 72 oblique lines on a gray background. Each line was tilted radially
by 30 degree. The sum of black and white dots was 40. Within those 40
dots, the amount of black dots was 0, 4, 10, 20, 30, 36, or 40. Observers
viewed the stimuli by repeatedly moving the head forward and backward
at a rate that felt comfortable. They reported the direction of the rotation,
and evaluated the magnitude of the illusory motion for the inner and outer
circles, as well as the superimposed dots. The illusory rotation for the
inner circle and motion capture most reduced when the amount of black
dots was 20, and grouping of dots was difficult because no proximal dots
organize a group in terms of similarity in luminance. These results sug-
gest that the motion capture for the superimposed elements is caused by
the leakage of motion signal from the oblique components, and accumu-
lation of that motion signal within each group of superimposed elements.

Acknowledgement: JSPS Grant-in-Aid for Scientific Research (B) #25285197

26.410 The effect of noise on motion binding is similar in younger
and older adults Jessica N. Cali!(calij@mcmaster.ca), Patrick J. Bennett!,
Allison B. Sekular!; !Psychology Neuroscience and Behaviour, McMaster Univer-
sity

The level of internal noise affecting motion processing is higher in older
than younger adults (Bennett et al., Vision Res, 2007; Bocheva et al., Exp
Brain Res, 2013). Normally, higher noise is associated with poorer perfor-
mance; however, Lorenceau(Vision Res, 1996) showed that visual stimulus
noise sometimes can help perception. In Lorenceau’s task, a square stimu-
lus composed of dots (5/side) maintained a fixed orientation while rotat-
ing around central fixation. The square’s rotation was decomposed into
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two sinusoidal components corresponding to the motion of the horizontal
and vertical lines. Critically, the corners of the square were removed, so
participants had to combine the two motion components to discriminate
the global rotation (clockwise or counter-clockwise). Lorenceau found
that motion binding was easier when noise was added to the individual
dots forming the square. Here we asked whether age-related changes in
internal noise would affect perception, with seniors potentially requiring
less external noise to perceive the global motion. We tested younger (19-27
years; N=6) and older (64-75 years; N=6) adults using Lorenceau’s stim-
ulus displayed for 4 durations (150ms, 300ms, 600ms, 1200ms) at 3 levels
of external noise (0.0002, 0.027, 0.081). In general, we found a similar pat-
tern of results as Lorenceau, with better performance at higher levels of
noise, but the effect of the noise depended on stimulus duration. At 150ms,
there was no difference across noise levels for younger or older adults.
As trial durations increased, performance increased in the moderate and
high noise conditions, and decreased in the low noise condition. A simi-
lar overall pattern was observed for both age groups, although maximum
performance differed numerically, but not significantly, for older (~85%)
versus younger (~95%) observers. Additional studies are examining
whether clearer age-related effects are seen at more extreme noise levels,
and whether seniors might benefit from even longer stimulus durations.

Acknowledgement: Canadian Research Chairs, Canadian Institutes for Health
Research, National Sciences and Engineering Research Council

26.411 Walking with Cornsweet: Polarity Reversals Induce Illusory
Motion Percepts Christopher Blair!(netiger@hotmail.com), Lars Strother!,
Gideon Caplovitz!; 'Psychology, University of Nevada, Reno

Here we present an original illusion in which polarity reversing, station-
ary Craik-O'Brien-Cornsweet stimuli viewed under maintained fixation
appear to move with dramatic unpredictable trajectories. Some stimulus
configurations can lead to significant distortions of shape. For example,
in addition to appearing to wander across the screen, a polarity reversing
circle may appear to continuously deform such that it appears like an oval
or even a polygon. Both the distortions and global motion largely arise from
the distribution of local motion signals that are generated along the polari-
ty-reversing contour. For example, a polarity reversing Cornsweet line may
appear to move in either of the directions orthogonal to its contour and does
not appear to deform. Whereas a pattern reversing circle, which has local
motion pointing in all directions, may appear to wander aimlessly across the
screen and deform in any number of ways. These effects appear to be stron-
gest when stimuli are viewed peripherally, and polarity reversals occur at
arate 8-12 Hz. These effects are greatly reduced for non-Cornsweet stimuli,
such as a light and dark line side by side, or a unipolar Gaussian contour.

Acknowledgement: NIGMS 5P20GM103650-02, NEI 1R15EY022775

26.412 Temporal Context Effect is not Specific to Brightness Joshua
Erb!(jde2131@columbia.edu), Chris Davies!, Jorge Morales?, Hakwan
Lau!3; Psychology, Columbia University, ?Philosophy, Columbia University, 3Psy-
chology, University of California Los Angeles

Many aspects of visual perception are affected by spatial context. However,
D. Eagleman has demonstrated that brightness, the perception of an object’s
luminance, is also affected by temporal context (1). This temporal context
effect (TCE) is organized such that in a two stimulus brightness compari-
son task, the short stimulus is perceived as brighter than an isoluminant
longer stimulus if offset-matched to the longer stimulus, and dimmer if
onset-matched. Eagleman'’s original model for how the TCE is achieved is
similar in spirit to the anchoring rule in brightness perception reported by
A. Gilchrist (2). However, one can imagine that other mechanisms based on
neuronal adaptation or normalization may also account for these findings,
but would predict that the TCE may generalize to other stimulus features
such as contrast and motion coherence. We examined whether the TCE
extends to the perception of motion coherence using motion dot stimuli.
Though we observed an effect less robust than the original TCE for bright-
ness, the proportion of trials in which the short stimulus was perceived as
more coherent than the long stimulus was greater in the offset-matched
condition than in the onset-matched one. To a somewhat lesser extent, the
effect also generalized to perceived contrast for gratings. Since one differ-
ence between our experiments and the original TCE brightness study was
our use of untrained psychophysics subjects, we replicated the brightness
TCE with untrained subjects and also showed compromised robustness,
suggesting that our observed effects are not necessarily weaker than the
brightness TCE. Theseresults call for amechanism for the TCE thatis not spe-
cific to brightness perception, and motivates neuroimaging experiments to
investigate a general neural mechanism (which are in progress). References:
1 -Eagleman D.M., Jacobson J.E., Sejnowski T.J. (2010). Nature, 428(6985),
854-856. 2 -Gilchrist, A., et al (1999). Psychological Review, 106(4), 795-834.

26.413 Can Preferential Looking be Used to Assess Depth Percep-
tion in Infants Who Are too Young to Reach? Vanessa Adamson!(ad-
ams944@umn.edu), Tobias Donlon!, Sherryse Corrow?, Albert Yonas';
1University of Minnesota-Twin Cities , 2University of British Columbia

It has been established that 7-month-old infants perceive 3-D layout from
motion-carried, binocular, and static-monocular depth cues, by using pref-
erential reaching. In these studies, infants reached to the apparently closer
part of the display. Reaching preference was compared under monocular
and binocular viewing conditions. Perception of depth from pictorial cues
was less consistent in younger infants. A different response is required to
gauge depth perception in infants who are too immature to reach with pre-
cision. There is some evidence that infants prefer to fixate the apparently
closer of two objects. The goal of the first study was to test the hypoth-
esis that young infants prefer to fixate the apparently closer portion of a
display. STUDY 1: Four-month-old infants (n=28) were presented with
boundary-flow (relative motion) information for depth. Infants viewed
the display binocularly because it is known that adults perceive a strong
depth effect when boundary-flow display is viewed binocularly. Eye fixa-
tion and duration were analyzed using an eye tracker. Results: We found
no evidence that the apparently closer part of the display received more
attention by 4-month-old infants. STUDY 2: Four to 5-month-old infants
(n=8) were presented with a highly effective combination of two pictorial
depth cues, familiar size and relative size, and a trapezoidal window dis-
play viewed with one or two eyes. Motion of the displays was presented
to attract attention. Results: We found no evidence that the apparently
closer part of the display received more attention monocularly than bin-
ocularly. CONCLUSIONS: Preferential looking may be an ineffective
method for evaluating the development of sensitivity to depth informa-
tion in infants too immature to reach. A tendency to look at closer objects
may appear between 4 months or 5 months as infants begin to reach to
objects within reach. We plan to test older infants to explore this possibility.

26.414 Systematic biases in 3D motion perception as a function
of sensory uncertainty Jacqueline M. Fulvio!(fulvio@wisc.edu), Monica
L. Rosen?, Bas Rokers!3; 'Department of Psychology, University of Wisconsin -

Madison, 2Department of Psychology, University of Central Florida, *Department of
Psychology, Utrecht University, the Netherlands

Many stereotypical behaviors in contour extrapolation, cue integration,
and motion perception can be understood as the result of optimal infer-
ence under sensory uncertainty. In 3D motion perception, observers’ esti-
mates of object motion are typically biased laterally: objects on a collision
course with the head are judged as missing the head (Harris & Dean, 2003;
Welchman et al., 2004). These biases have been modeled as the result of
differential reliability in lateral motion and motion in depth estimation
(Lages 2006; Welchman, 2008) combined with a prior expectation for slow
speeds (Simoncelli, 1993; Weiss et al., 2002; Stocker & Simoncelli, 2006).
A critical test of this explanation requires investigation of 3D motion esti-
mation under variable levels of uncertainty. Here we aim to advance the
understanding of the motion estimation biases through development of a
framework that supports systematic manipulation of sensory uncertainty.
On each trial, a target moved along a linear trajectory in the x-z plane for
1s before disappearing. The observer subsequently adjusted the position
of a “paddle” along a circular orbit, so that the paddle would have inter-
cepted the target, providing an estimate of the observer’s perceived motion
direction. We manipulated noise in two ways. In the external noise manip-
ulation, the target appeared at fixation with one of three contrast levels:
100%, 10%, 6.5%. In the internal noise manipulation, a 100% contrast target
appeared in a location in front of, behind, or at the fixation plane. Esti-
mated motion direction of 100% contrast targets at fixation was near veridi-
cal. However, significant lateral biases in trajectory estimates emerged with
both noise manipulations. Analyses of the depth and lateral components
of the estimates both reflected increased uncertainty due to noise. In con-
clusion, these results provide direct evidence that biases in visual process-
ing arise under sensory uncertainty, be it from internal or external noise.

26.415 Examining the role of eye movements in the size-speed illu-

sion. Helen E. Clark!(hclark@waikato.ac.nz), John A. Perrone'; 'University of
Waikato, New Zealand

Large objects appear to move slower than small objects (Leibowitz, 1985).
This size-speed illusion may account for collisions between motor vehicles
and trains at level crossings. Recent research has shown that approaching
computer generated trains appear to be moving more slowly than motor-
cars (Clark, Perrone, & Isler, 2013). What is currently not known is the
underlying mechanism responsible for this illusion. One possible reason
for the misperceived relative speed is that different patterns of eye move-
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ments occur for the different sized objects. The perspective image of an
approaching train is quite different to that of a car, with the front signifi-
cantly larger than the back. It has been shown that initial saccades made to
two unequal-sized stimuli land between the stimuli, but tend to fall closer
to the larger stimulus than the smaller stimulus (Findlay, 1982). The length
of such objects also appears to dictate saccadic landing positions, with
longer objects having a more “off-centre’ landing position (Vitu, 1991). We
therefore tested observers’ relative speed perception for two computer gen-
erated moving objects (short and long) moving obliquely in depth towards
the eye and presented sequentially. Image (x,y) position and eye velocity
were recorded as the observers judged the objects’ relative speed. Saccadic
behavior was different for the short and long objects; initial saccades were
localised around the visual centroid (‘center of gravity’) of the objects and
hence were further from the front of the larger, long objects than the smaller
ones. Pursuit velocities were also different and were slower for the long
object. When observers were forced to track a fixation point at the same
frontal location on the short and long objects the size-speed illusion was
eliminated. Therefore different fixation positions and pursuit speeds for
the small and large approaching objects seem to account for the illusion.

Acknowledgement: New Zealand Road Safety Trust

26.416 Minimum Motion/Pursuit Ratios for Unambiguous Depth
Perception from Motion Parallax Jessica Holmin!(jessica.holmin@
my.ndsu.edu), Mark Nawrot!; 'Center for Visual and Cognitive Neuroscience,
Department of Psychology, North Dakota State University

The unambiguous perception of depth from motion parallax (MP) relies
on both retinal image motion (d6) and extra-retinal pursuit eye movement
(da) signals, which are scaled with viewing distance (f). The motion/
pursuit ratio (M/PR) describes how relative depth from motion parallax
(dMP) can be quantified from these signals: dMP /f = d0/da. The pur-
pose of the current study is to determine the lower limits of the M/PR
parameter space in which observers can still accurately perform near/far
relative depth-sign discriminations for a translating motion parallax stim-
ulus. Stationary observers used pursuit to follow a translating random-dot
MP stimulus window depicting a vertical sinusoid. Their psychophysi-
cal task was to indicate the perceived depth-phase of the sinusoid, which
varied depending on the relative directions of the d0 and da components.
In separate conditions the MP stimulus window translated leftward or
rightward at one of several velocities (da: 1.3 - 25 d/s). Within conditions,
peak stimulus dot velocity (d0) varied in an interlaced staircase procedure
(for different directions of stimulus window translation) down to a floor
of 0.0067 d/s. The direction of stimulus dot movement, which determined
stimulus depth phase, was randomized. For most observers, the minimum
M/PR for the unambiguous perception of depth from motion parallax
is found to be constant around 0.02, across a range of pursuit velocities.
However, this changes for pursuit velocities less than ~7 d/s. Here, this
minimum M/PR begins to increase as the pursuit velocity decreases. This
likely reflects limits in retinal image motion processing (d6), during pur-
suit eye movements. This pattern of results, especially the transition at
~ 7 d/s, is similar to previous parallactic depth thresholds documented
by Ono and Ujike (2005) and Ujike and Ono (2001) when accounting for
the possible differences in head-stationary and head-moving conditions.

Acknowledgement: This work was supported by a Centers of Biomedical Research
Excellence (COBRE) grant: NIH P20 GM103505.

26.417 lllusory perception of alternating vertical apparent motion
in sequential random texture displays Jake Smith!(jakesmeeth11@

gmail.com), Yeram Cheong?!, John Rogers!, Nicolas Davidenko*; 'Psychology
Department, UC Santa Cruz

We report a novel illusion in the perception of sequential random texture
displays. In 3 experiments, participants consistently perceive alternating
vertical apparent motion when random textures were shown sequentially.
In Experiment 1, 18 participants viewed 6-frame sequences of 140x140 pixel
square arrays presented at 2.5 Hz. The first frame was a random array of
black and white pixels; the 5 subsequent frames were shifted by 4 pixels in
some cardinal direction, with additional pixels added to the receding edges.
Half of the displays showed alternating apparent motion (Up-Down-Up-
Down-Up or Right-Left-Right-Left-Right) and half showed same-direction
motion (Up-Up-Up-Up-Up or Right-Right-Right-Right-Right). Participants
were asked to indicate if they detected apparent motion, and if so, which
type. Across trials, varying amounts of noise were added to the frames,
ranging from 0-noise (100% coherence) to 1-noise (0% coherence). Partic-
ipants’ performance at 0-noise was nearly perfect (95.5%) and dropped
sharply as noise was added. Interestingly, strong biases emerged at noise
levels above 0.5. Specifically, at 1-noise participants reported perceiving

coherent motion on 41% of trials; of those, 56% were perceived as alter-
nating vertical, and 25% as alternating horizontal, indicating statistically
reliable alternating (p=0.002) and vertical (p=0.01) biases. In Experiments
2 and 3, we measured hysteresis by adding or subtracting noise dynam-
ically. In Experiment 2, 27 participants saw sequences starting at 0-noise
in which noise was incrementally added, and in Experiment 3, 35 partici-
pants saw sequences at 1-noise in which noise was incrementally removed,
revealing one of the 4 types of underlying apparent motion. In both exper-
iments, participants consistently perceived alternating vertical motion
even at 1-noise. Together our data indicate 3 biases in the perception of
sequential random texture displays: (1) perception of coherent apparent
motion when there is none; (2) perception of alternating (over same-di-
rection) motion; and (3) perception of vertical (over horizontal) motion.

Acknowledgement: none

26.418 Sensitivity to Newtonian mechanical regularities in causal
perception: Evidence from attention Jonathan Kominsky'(jonathan.

kominsky@yale.edu), Brent Strickland?, Frank Keil}; 'Yale University, 2Institut
Jean Nicod and Laboratoire de la Psychologie de la Perception

One of the most remarkable features of human perception is its ability to
represent causation. Here we demonstrate that causal perception is sensi-
tive to certain physical regularities in collision events that result from New-
tonian mechanics. Consider two balls, A and B, with A moving towards
B at 1 m/s and B at rest. When A is with B, A stops moving and B begins
moving in the same direction. According to Newtonian mechanics of col-
lisions, B cannot move faster than 2 m/s in this example, no matter the
difference in masses between A and B. It is well established that if B moves
at any speed less than 2 m/s, people will perceive this collision as a causal
“launching” event (Michotte 1946/1963). When participants observe col-
lision events that violate this principle, e.g. if B moves at 3 m/s, they still
perceive a causal relationship, but report that the event seems unnatural.
Building on these reports, the current project asks whether causal percep-
tion is sensitive to these regularities in Newtonian mechanics. We employ
a novel visual search task in which participants are required to locate a
single collision event with an unequal speed ratio between A and B (1:3
or 3:1) in the presence of two 1:1 launching events. We find that people
are robustly faster at detecting collision events that violate these regular-
ities (1:3 speed ratio) than collision events with the inverse speed ratio
(3:1), which are seen as launching. However, there is no such difference in
minimally different events that do not involve the perception of causality
(e.g., events with a temporal or spatial gap) (Fig. 1). These results suggest
that causal perception is sensitive to principles of Newtonian mechanics.

26.419 Differentiating between object-dependent and tran-
sient-dependent motion percepts through crowding Zheng
Ma'(zma4@jhu.edu), Michael McCloskey?, Jonathan Flombaum?; *Depart-
ment of Psychological and Brain Sciences, Johns Hopkins University, 2Department
of Cognitive Science, Johns Hopkins University

Motion can be perceived by detecting changes in an object’s location, or
by detecting transient changes in sensory channels (e.g. luminance). The
relative contribution of these mechanisms can be difficult to ascertain in
many situations. We used spatial crowding to dissociate object- and tran-
sient-dependent mechanisms, reasoning that crowding should impair
motion perception relying on object localization. Experiment] investigated
continuous motion, perception of which is typically thought to rely upon
transient detection. A gray disc moved continuously through 0.64°, and
participants reported the motion direction (left or right). Crowding of the
moving disc by stationary discs more severely impaired judgment accu-
racy for slow (.08°/s) than fast (0.64°/s) motion. This result suggests that
perception of slow continuous motion relies more on higher-level object
systems, probably because slow motion produces transient signals that
are too weak for summation. Experiment2 applied a crowding manipula-
tion to the Ternus display, which is known to elicit percepts of element
motion (one object moving with two stationary middle objects) or group
motion (all three objects moving together). We hypothesized that element
motion is possibly the output from transient detectors, since this percept
violates object coherence. In contrast, group motion should be the output
of an object-dependent system, as it arises from a construal of the least
coincidental change to all objects. Participants viewed Oms ISI displays,
and reported whether they saw group or element motion. With station-
ary bars crowding the Ternus stimuli, participants reported predominantly
element motion, whereas group motion was reported predominantly with
uncrowded stimuli. These results suggest that Ternus percepts are the out-
puts of independent motion systems, differentially reliant upon low-level

76 Vision Sciences Society

See page 3 for Abstract Numbering System



VSS 2014 Program

Saturday Afternoon Posters

transients vs. object position representations. Together, these experiments
evidence the utility of crowding to isolate motion systems, and suggest
a taxonomy of motion perception deriving from its informational basis.

26.420 Tilt-rate perception in vehicle simulation: the role of
motion, vision and attention Paolo Pretto!(paolo.pretto@tuebingen.
mpg.de), Alessandro Nesti!, Suzanne Nooij!, Martin Losert'?, Heinrich
Biilthoff'3; *Human Perception, Cognition and Action, Max Planck Institute for
Biological Cybernetics, Tiibingen, Germany, 2Department of Psychology, University
of Tiibingen, Tiibingen, Germany, 3Department of Brain and Cognitive Engineering,
Korea University, Seoul, Korea

In vehicle simulation (flight, driving) simulator tilt is used to reproduce
sustained acceleration. In order to feel realistic, this tilt is performed at a
rate below the tilt-rate detection threshold, which is usually measured in
darkness, and assumed constant. However, it is known that many factors
affect the threshold, like visual information, simulator motion in additional
directions, or active vehicle control. Since all these factors come together
in vehicle simulation, we aimed at investigating the effect of each of these
factors on roll-rate detection threshold during simulated curve driving. The
experiment was conducted on a motion-based driving simulator. Roll-rate
detection thresholds were determined under four conditions: (i) roll only
in darkness; (ii) combined roll/sway in darkness; (iii) combined roll/sway
and visual information whilst passively moved through a curve; (iv) com-
bined roll/sway and visual information whilst actively driving around a
curve. For all conditions, motion was repeatedly provided and ten partici-
pants reported the detection of roll in a yes-no task. Thresholds were mea-
sured by adjusting roll-rate saturation value according to a single-interval
adjustment matrix (SIAM) at every trial. Mean detection threshold for roll-
rate increased from 0.7 deg/s with roll only (i) to 6.3 deg/s in active driving
(iv) (mean threshold was 3.9 deg/s and 3.3 deg/s in conditions (ii) and
(iii) respectively). However, large differences between participants were
observed: for some the threshold did not increase from passive to active
driving; while for others about 3 times higher threshold was measured,
and lower level of attention was reported on questionnaires. We conclude
that tilt-rate perception in vehicle simulation is affected by the combina-
tion of different simulator motions. Similarly, an active control task seems
to increase detection threshold for tilt-rate, i.e. impair motion sensitivity.
Results suggest that this is related to the level of attention during the task.

26.421 Automatic selection during simultaneous motion pro-

cessing Reuben Rideaux!(reuben.rideaux@anu.edu.au), Mark Edwards’;
'Research School of Psychology, College of Medicine, Biology and Environment,
The Australian National University

Introduction. When confronted with multiple moving objects the visual
system can process them in two stages: an initial stage in which a lim-
ited number of signals are processed in parallel (i.e. simultaneously) fol-
lowed by a sequential stage. We previously demonstrated that during
the simultaneous stage, observers are capable of simultaneously extract-
ing direction information, which is bound to its corresponding element,
from up to 3 signals (Vis Res, In press). When the number of elements
presented exceeds this capacity, a subset of up to 3 can be automatically
selected and processed. Here we investigate which element characteristics
influence bottom-up saliency, driving this automatic selection process.
Method. This was achieved by briefly presenting observers with 8 local-
ized motion signals, each consisting of a group of four dots arranged into
a square formation, then post-cueing one of the signals and measuring the
accuracy at which observers identified its direction during the presenta-
tion. By systematically varying characteristics of the elements presented
and examining performance as a function of these, we determined pat-
terns of selection based on the following features: spatial location, direc-
tion, speed, and contrast. Results. The results show that when presented
with a heterogeneous population of motion signals exceeding the limit of
simultaneous processing, observers consistently demonstrated significant
selection bias based on these characteristics. Elements presented at greater
eccentricity, moving in cardinal directions, moving relatively faster, and of
higher contrast are more likely to be selected than their counterparts, i.e.
low eccentricity, oblique directions, slower, and low contrast. Conclusions.
This indicates that during simultaneous motion processing, the automatic
selection of signals is driven by variations in bottom-up saliency resulting
from relative differences in both motion-specific characteristics, i.e. direc-
tion and speed, and other characteristics, i.e. spatial location and contrast.

Acknowledgement: Australian research Council Grant DP110104553.

26.422 Facial feature changes are hard to track in the color wag-
on-wheel illusion Arthur Shapiro!(arthur.shapiro@american.edu), William

Kistler!; 'Department of Psychology and Center for Behavioral Neuroscience,
American University

Introduction: The color wagon-wheel illusion (Shapiro, Kistler, & Rose-
Henig, 2012) separates two opposing types of motion.For instance, consider
a rotating ring composed of twelve disks separated from each other by 30
deg, with eleven of the disks black and one yellow. If the ring rotates clock-
wise at 25 deg/frame, then the black disks appear to rotate counter-clock-
wise at 5 frames/sec (a first-order motion process) while the yellow disk
appears to rotate clockwise (a feature-tracking or third-order motion pro-
cess). Here, we use variations of the color wagon-wheel illusion to examine
the processes underlying our ability to track objects that differ from each
other in terms of the structure of their internal features. Methods: The basic
experiment presents a ring of twelve equally spaced faces: eleven identi-
cal faces and one that differs only in expression (same face for all twelve
disks). The experiment manipulated the features of the single odd face and
the speed of ring rotation. Observers responded as to whether they could
track the motion of the odd face. Results When the ring rotated at 30 deg/
frame, observers could easily track the motion of the odd face (>90 percent
of trials) since the only observable motion was the odd face shifting posi-
tion around the ring. When the ring rotated at speeds greater than or less
than 30 deg/frame, the motion of the odd face had to compete with the
aliased rotation of the ring. In such conditions, observers’ ability to track
the odd face was markedly degraded. However, observers were able to
track successfully at all rotation speeds if a luminance signal was added to
the odd face. Conclusion: Competing motion signals degrade an observers
ability to track motion based purely on changes in facial features but not
the ability to track motion that includes identifiable luminance information.

26.423 1st and 2nd order stimuli reaction time measures are very
sensitive to mild traumatic brain injuries. Jean-Claude Piponnier!(-
jean-claude.piponnier@umontreal.ca), Robert Forget?, Isabelle Gagnon?,
Michelle Mckerral*, Jean-Francois Giguere®, Jocelyn Faubert'; 'Visual Psy-
chophysics and Perception Laboratory, Ecole d’'Optométrie, Université de Montréal,
Montréal, Québec, Canada, 2Ecole de réadaptation, Université de Montréal, Mon-
tréal, Québec, Canada , 3Montreal Children’s Hospital, McGill University Health
Center, Montreal, Quebec, Canada, # Centre de Recherche en Neuropsychologie et
Cognition (CERNEC) and Department of Psychology, Université de Montréal, Mon-
tréal, Québec, Canada , °Department of Surgery, Sacré-Cceur Hospital affiliated
with Université de Montréal, Montréal, Quebec, Canada

We investigated the impact of mild traumatic brain injury (mTBI) on
visuomotor processing of first and second order contrast using flicker-
ing or motion defined sinusoidal gratings. Spatial frequency was 0.5 cpd
and temporal frequency was 2 Hz. Flicker consisted in contrast inversion,
and motion drifted right or left. Contrast was 12.5% for first and 100% for
second order, difference usually observed in perception thresholds, and
used to make measures of first and second order comparable. Reaction
times (RTs) of 15 adults diagnosed mTBI were compared to those of 15
matched controls. Measurements were obtained at 15 days, 3 months and
12 months after the injury, and at equivalent times for control participants.
Detection RTs, for the flicker condition, and direction discrimination RTs,
for the motion condition, were measured. For RTs corresponding to cor-
rect responses, means, standard deviations (SDs), medians, interquartile
ranges (IQRs) were calculated. In general, RTs of mTBI were longer than
control subjects as revealed by means (p=0.031) and medians (p=0.037).
For mTBI group motion condition, RTs corresponding to 1st order were
shorter than those corresponding to 2nd order stimuli (means: p=0.001;
medians: p<0.0001). SDs (p=0.031) and IQRs (p=0.040) were larger for
mTBI than for control participants. Control group SDs were smaller for
detection RTs than for direction discrimination RTs (p=0.007), but IQRs
revealed this was true for both groups (p <0.0001). For the mTBI group
motion condition, SDs (p=0.047) and IQRs (p=0.013) were larger for 1st
than for 2nd order. All these observations were made over the 3 sessions.
The use of RT measures, combined with stimulus properties, appear to be
a very sensitive method for measuring mTBl-induced visuomotor anoma-
lies. The different stimulus properties allow for fine probing of the under-
lying mechanisms in conditions where the brain is exposed to mild trauma.

Acknowledgement: Canadian Institutes of Health Research (CIHR)
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26.424 Deterioration of visual motion perception in mesopic vision
Sanae Yoshimoto!2(n1384003ys@gr.jwu.ac.jp), Mariko Uchida-Ota!, Katsu-
nori Okajima?®, Tatsuto Takeuchi!; 'Department of Psychology, Japan Women'’s
University, 2Japan Society for the Promotion of Science, 3Faculty of Environment
and Information Sciences, Yokohama National University

We empirically know that visual motion perception deteriorates in meso-
pic vision, where both rods and cones operate. Visual motion priming is a
phenomenon in which the perceived direction of a directionally ambiguous
test stimulus is influenced by the moving direction of a preceding prim-
ing stimulus. To examine the integration of motion signals at mesopic light
levels, where cones operate in the central retina and rods in the peripheral
retina (Raphael & MacLeod, 2011), we presented the priming and test stim-
uli in the central and peripheral retinae, respectively. Subjects judged the
perceived direction of the 180° phase-shifted sine-wave grating (rightward
or leftward) that was followed by a smoothly drifting priming stimulus
at different retinal illuminances (from —1.5 to 2.8 log Td). We found that
the strength of motion priming was greatly decreased at mesopic, but not
photopic and scotopic, light levels. When the test stimulus was presented
before the offset of the priming stimulus, motion priming was prominent
irrespective of the retinal illuminance. This finding indicates that the tem-
poral delay in the rod pathway weakens the integration of motion signals in
mesopic vision. In a separate experiment, subjects made a saccade after the
termination of the priming stimulus and then performed the task involv-
ing judging the direction in retinotopic and spatiotopic coordinates (Burr
& Morrone, 2012). In the spatiotopic condition, the priming and test stim-
uli occupied the same position on the display across a saccade. We found
that motion priming in the spatiotopic condition was greatly decreased at
mesopic, but not photopic and scotopic, light levels. These results suggest
that incompleteness in the integration of motion signals due to insufficient
build-up of the spatiotopic representation by the temporal delay in the rod
pathway causes visual motion perception deterioration in mesopic vision.

Motion Perception: Neural mechanisms
Saturday, May 17, 2:45 - 6:45 pm
Poster Session, Banyan Breezeway

26.425 The Responses of On-0ff Directionally Selective Retinal
Ganglion Cells to Sudden Motion-Onset Timothy Gawne!'(tgawne@
gmail.com), Allan Dobbins?, Franklin Amthor?; !UAB Dept. Vision Sciences,
2UAB Dept. Biomedical Engineering, SUAB Dept. Psychology

Introduction On-Off Directionally-Selective Retinal Ganglion cells (DS
RGCs) are robustly tuned for the direction of a moving visual stimulus,
but it is still not clear what their role in perception is. One possibility
could be in responding to the motion onsets caused by head movements,
which are important in computing distance via motion parallax. Because
On-Off DS RGCs exhibit hyperacuity-level discrimination for small move-
ments (Grzywacz et al. 1994), these cells might be especially well suited
for this task. Methods Pigmented rabbit retinas were prepared for sin-
gle-unit recording in a superfused eyecup preparation. A video image was
projected onto the retina. Visual stimuli were flashed in the center of the
RF, allowed to stabilize for one second, then moved abruptly at different
speeds and directions. Results Response latency decreased with increasing
speeds, with relatively little effect of stimulus direction or luminance. On
the other hand, the response magnitude (spike count) was a strong function
of stimulus direction, with relatively less effect of stimulus speed or lumi-
nance. Using only the first 300 msec of a single response, a neural network
predicted the stimulus speed (actual vs. predicted R=0.85). Again using
only the first 300 msec and a single trial, a simulated quartet of cells with
complementary directional tuning predicted the stimulus direction (actual
vs. predicted R=0.89). Conclusion Stimulus speed is encoded via the high
frequency content of the spike train, while stimulus direction is encoded in
the low-frequency information, permitting straightforward decoding. The
experiments and simulations demonstrate that an object’s speed and direc-
tion can be obtained rapidly after movement onset by On-Off DS RGCs.

Acknowledgement: NSF grant 10S 0622318

26.426 Effect of continuous theta burst stimulation (cTBS) of
human brain areas MT+ and V1 on color and motion perception.
Shaleeza Kaderali!(shaleeza.kaderali@mail.mcgill.ca), Yeon Jin Kim!, Alex-
andre Reynaud!, Kathy T. Mullen!; 'McGill Vision Research, Department of
Ophthalmology, McGill University

Introduction: Previous studies on chromatic and luminance defined global
motion have established a dissociation between visual thresholds for direc-
tion discrimination and stimulus detection (Michna & Mullen, JOV 8(5):10,
2008). Here we use cTBS (a repetitive TMS protocol) to investigate the differ-
ential effects of stimulation on these thresholds in areas hMT+ and V1. We
use both luminance and isoluminant chromatic global motion stimuli. Meth-
ods: Brain areas hMT+ and V1 were localized using the reported induction of
moving or stationary phosphenes, respectively. The vertex was stimulated
as a control. Eight participants performed a motion discrimination task in
which the direction of Gaussian dots in a random dot kinematogram was
identified, and a detection task, in which the dots was detected regardless
of motion, for isoluminant chromatic and luminance stimuli. Thresholds
were measured before cTBS and after stimulation for one hour. Results: For
the motion discrimination task, cTBS stimulation of area hMT+ selectively
impaired visual performance for both luminance and isoluminant chro-
matic stimuli in comparison to area V1 and vertex. Maximal effects occurred
3-18 minutes after stimulation, and by one hour performance had returned
to baseline. For the detection task, no selective effect of cTBS was observed.
Conclusion: Our study demonstrates that the use of ¢cTBS impairs the func-
tion of area hMT+, providing further evidence that hMT+ is involved in the
analysis of luminance defined global motion. Also, even though isolumi-
nant color vision is poor for motion perception, we show that area hMT+
is contributing to residual chromatic motion at isoluminance. The results
indicate a causal link between neural activity in area hMT+ and the per-
ception of chromatic motion. This effect may be mediated by the response
of M-cells to the chromatic stimuli, which feed into the motion pathway.

Acknowledgement: NSERC Grant (RGPIN 183625-05) & CIHR Grant (MOP
10819)

26.427 Interpolated visual features during apparent motion are
represented in primary visual cortex Ariana Familiar!(Ariana.familiar@
dartmouth.edu), Edmund Chong?, Won Mok Shim*; 'Psychological and Brain
Sciences, Dartmouth College, ?New York University

While we perceive apparent motion (AM) between two static objects, our
visual system interpolates an intermediate object, which is not present in
the bottom-up input, on the illusory path of AM (Kolers & von Grunau,
1976; Hidaka et al., 2011). Recent neuroimaging studies using pattern clas-
sification methods demonstrate that the intermediate representations on
the AM path can be decoded in regions of V1 retinotopically mapped to
the AM path, suggesting that such interpolated features are represented
at the earliest stages of cortical processing (Chong et al., 2011 VSS). How-
ever, it remains unclear whether the same population of neurons which
encode this intermediate feature when it is actually presented are recruited
during AM. Using fMRI and a forward encoding model, we examine the
population-level orientation tuning in the region of V1 corresponding to
the AM path while subjects view rotational AM induced by successive pre-
sentation of a right- (450) and left-tilted (1350) grating at the upper and
lower corners in the right visual field respectively. In the region of V1 cor-
responding to the AM path, we find clear orientation tuning functions that
peak at the supposed intermediate orientation (0o), and gradually decrease
as the distance from this orientation increases. Furthermore, this tuning is
similar to the orientation tuning profile evoked by actual presentation of
the intermediate grating on the AM path. Such orientation tuning is not
found when subjects visually imagine the same stimuli, nor when the per-
cept of AM is abolished by presenting the two gratings simultaneously.
Our results suggest that non-stimulated region of early visual cortex (V1)
represents features of a dynamic stimulus during AM even when those
features are not present elsewhere in the bottom-up input, and there-
fore such features must be interpolated through top-down processing.

26.428 Global versus local: double dissociation between MT+

and V3a in motion processing revealed by a TMS study Nihong
Chen'?*(cnh@pku.edu.cn), Peng Cai'??, Fang Fang!??; 'Department of Psy-
chology and Key Laboratory of Machine Perception (Ministry of Education), Peking
University, Beijing 100871, China, ?Peking-Tsinghua Center for Life Sciences,
Peking University, Beijing 100871, China, 3PKU-IDG/McGovern Institute for Brain
Research, Peking University, Beijing 100871, China

The functional properties of motion selective areas in human visual cortex,
including V3A, MT+, and IPS (intraparietal sulcus) are far from being
fully understood . To examine the functional specialization of these areas
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for global and local motion processing, we applied offline continuous
theta-burst transcranial magnetic stimulation (TMS) aided by MRI-based
neuronavigation to temporarily attenuate normal functioning of unilateral
V3a, MT+ and IPS in different daily sessions. Vertex was also targeted as
a control site. In each session, before and after TMS, subjects were asked
to discriminate the global directions of two successive random dot kine-
matograms (RDKs), which consisted of 400 black dots within a circular
area (9° in diameter). Four conditions were used: two motion coherence
levels (100% or 40%) at two stimulus locations (left or right 9° horizontal
eccentricity). We found that V3a stimulation selectively impaired discrim-
ination of the 100% coherence motion, while MT+ stimulation selectively
impaired discrimination of the 40% coherence motion. IPS stimulation
impaired discrimination of both motion stimuli. All the impairments
were specific to the stimuli presented contralaterally to the TMS site.
Vertex stimulation did not lead to any change in motion discrimination.
The double dissociation between the TMS effects on MT+ and V3a sug-
gest distinctive roles of these two regions in motion processing. Under the
100% coherence condition, motion discrimination could be a local motion
task because every dot moves in the same direction, so that local pro-
cessing of motion signals is sufficient for identifying the direction of the
RDK. However, under the 40% coherence condition, global processing is
required to integrate different motion directions from many dots to form
a coherent motion perception. Thus, our results suggest that MT+ and
V3a dominate in global and local motion processing, respectively, and the
outputs of these two areas may both project to IPS for further processing.

Acknowledgement: the Ministry of Science and Technology of China
(2011CBA0O0400 and 2010CB833903), the National Natural Science Foundation
of China (Project 30925014 and 31230029), Special Financial Grant from the
China Postdoctoral Science Foundation 2013T60011

26.429 Abnormal contrast saturation in V5/MT+ following damage
to V1 Sara Ajina'%(sara.ajina@ndcn.ox.ac.uk), Christopher Kennard?,
Geraint Rees®*, Holly Bridge!?; 'FMRIB Centre, University of Oxford, 2Nuffield
Department of Clinical Neurosciences, University of Oxford, 3Wellcome Trust
Centre for Neuroimaging, University College London, “Institute of Cognitive Neuro-
science, University College London

Residual vision, or blindsight, following damage to V1 appears to be par-
ticularly salient when high contrast moving stimuli are presented in the
blind field. In healthy cortex V1 shows a steady increase in response with
increasing luminance contrast. In comparison, V5/MT+ shows an early
saturation effect with contrast, and even very low contrast levels elicit
significant activation above baseline. Here we use fMRI to determine the
pattern of response to contrast in V5/MT+ when V1 is damaged. Meth-
ods: 10 patients with adult-acquired homonymous hemianopia and chronic
unilateral V1 damage and 9 age-matched controls were recruited. fMRI
responses to drifting achromatic Gabor stimuli (5 or 8 degree diameter)
were measured while participants performed a fixation task. Five contrast
levels (1%, 5%, 10%, 50%, 100%) were presented to each hemifield (within
the scotoma when in the blind field) in 3 scan runs (300s each). In sepa-
rate 2-AFC psychophysical testing participants indicated whether a stim-
ulus appeared in the first or second time-interval. Results: In the control
group, V1 showed a linear increase in BOLD signal change with increas-
ing contrast (R2=0.97). Response in V5/MT+ was best described by a log-
arithmic curve (R2=0.92), suggesting an early saturation effect. In patients,
response in V5/MT+ in the damaged hemisphere showed a positive linear
relationship with increasing contrast (R2=0.89), a pattern that correlated
significantly with healthy V1 response in the sighted hemifield of patients,
and control V1 response (r=0.30, p=0.03; r=0.92, p=0.02). There was no cor-
relation with V5/MT+ response in patients” sighted hemifield, or to V5/
MT+ in controls (r=0.17, p=0.24; r=0.78, p=0.12). Conclusions: V1 appears
to be required for typical early-saturation responses to contrast in V5/MT+.
When V1 is damaged, detection of stimuli within a scotoma improves as
contrast increases. fMRI signal change in V5/MT+ in the damaged hemi-
sphere also increases with contrast, according to a linear relationship.

Acknowledgement: Wellcome Trust (SA and GR), Royal Society (HB), NIHR Oxford
Biomedical Research Centre (CK)

26.430 Dynamic neural encoding of component directions of trans-
parently moving stimuli in cortical area MT Xin Huang'(xhuang43@
wisc.edu), Jianbo Xiao!; !Department of Neuroscience, Physiology Graduate
Training Program, University of Wisconsin - Madison

The responses of cortical neurons elicited by two perceptually separable
stimuli have been shown to follow the average of the responses elicited
by the constituent stimuli. Such a scheme poses a challenge in segmenting
two stimuli that differ only slightly, because averaging essentially takes

away the information regarding the stimulus components. Here we inves-
tigate how spatially-overlapping stimuli moving transparently in slightly
different directions are encoded in the middle-temporal (MT) cortex of
macaque monkeys. Visual stimuli were two overlapping random-dot
patches moving simultaneously within a static aperture in two directions
separated by 60°. We recorded from 155 MT neurons in two monkeys as
they performed a fixation task. Based on the response averaging, the pre-
dicted tuning curve of a MT neuron to our bi-directional stimuli typically
had a single peak, located when the vector-averaged direction of the stim-
uli was at the neuron’s preferred direction (PD). However, we found that
the tuning curves of half of the neurons deviated from the averaging pre-
diction. About 1/3 of the neurons showed tuning curves that were biased
toward one of the component directions. The tuning curve averaged across
these neurons had a single peak located when one of the component direc-
tions was near the PD. For another 1/7 of the neurons, they showed two
separate peaks in their tuning curves, which peaked when either one of the
component directions was near the PD. Interestingly, these direction tuning
curves evolved gradually over time. During the initial response period of
~50 ms, the tuning curve was symmetric with a single peak. Over a period
of an additional 50 ms, the response tuning was either biased toward one
component direction, or split into two peaks. These nonlinear response
properties of MT neurons may manifest a dynamic solution of segmenting
slightly different component directions of transparently moving stimuli.

Acknowledgement: UW-Madison School of Medicine and Public Health, Graduate
School, Department of Neuroscience and Wisconsin Alumni Research Foundation.

26.431 Battenberg summation reveals larger psychophysical
receptive fields for motion signals Thomas McDougall'(mcdout0l@

student.uwa.edu.au), J. Edwin Dickinson!, David R. Badcock!; !School of
Psychology, University of Western Australia

Classic area summation studies increase the overall size of the stimulus
to increase signal area. The results of this approach can be obfuscated by
summation of additional internal noise as stimulus size increases. This
study re-evaluated summation extent for motion signals using a Batten-
berg stimulus (Meese, 2010) designed to circumvent internal noise changes
by holding display size constant. In the checkerboard stimulus, the size of
the checks containing signal (3 cycles/deg luminance-modulated drifting
sinewave gratings) can be varied to measure dependence on signal area.
Experiment 1 used either, signal checks alternating with uniform, mean
luminance, checks (single-motion condition), or alternate checks containing
gratings moving in opposite directions (opposing-motion condition). The
latter tests whether summation extent changes when segregating regions
based on motion direction. Contrast thresholds for motion detection were
measured using a 2IFC task in conjunction with adaptive staircase proce-
dures in four observers, for a range of check sizes (0.7° to 3.2°). Results
show summation over an area of at least 3.2° in size and this was found
for both motion combinations, providing no evidence that the summation
extent differs when segregating patterns based on motion direction, at the
absolute detection threshold. However, high-contrast stimuli increase sur-
round suppression (Tadin, Lappin & Blake, 2003). Therefore, Experiment 2
employed a suprathreshold, 20% contrast, pedestal in the signal checks in
both intervals of the 2IFC; a contrast discrimination task. The aim was to
determine whether differences in summation extent arise when segregation
processes become more active. The results showed no dependence on check
size, thus no evidence of summation for either the single-motion or oppos-
ing-motion stimulus for contrast discriminations well above threshold,
across the range of sizes tested. This supports findings that motion sum-
mation diminishes at high-contrast, but provides no evidence that summa-
tion extent is dependent on motion combination, at suprathreshold levels.

Acknowledgement: Australian Research Council DP110104553

26.432 Interaction of color-defined and luminance-defined motion
signals in human visual cortex Ichiro Kuriki2(ikuriki@riec.tohoku.
ac.jp), Hongfei Xie?, Rumi Tokunaga'?, Kazumichi Matsumiya'?, Satoshi
Shioiri!?; 'Research Institute of Electrical Communication, Tohoku University,
2Graduate School of Information Sciences, Tohoku University

It has been tested by motion aftereffect in a psychophysical study that col-
or-defined and luminance-defined motion signals can interact. We tested
direction selective aftereffects of color-defined and luminance-defined
motions by psychophysics and fMRI to investigate its neural correlate. We
used a ring-shaped stimulus with sinusoidal modulation, which moved in
either clockwise (CW) or counter-clockwise (CCW) direction at the speed
of 1/6 rotation-per-second; temporal frequency of the contrast modulation
was 1 Hz, since the spatial modulation of the radial pattern was 6 cycles-
per-round. There were four combinations for adaptation and test stimuli:
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color/luminance x CW/CCW. Color stimuli were adjusted subjectively
to be isoluminant in each subject. The subject adapted to one direction of
motion, defined by either color or luminance, during an experimental run.
The duration of initial adaptation was 27 s, and the durations of top-up
adaptation were randomly jittered between 12 * 3 s. The test stimulus
was randomly selected among the four combinations (color/luminance
x CW/CCW), and was presented for 3 s between the continuous adap-
tation stimuli. Subjects performed a direction-discrimination task for the
test stimulus, in addition to a fixation point task conducted throughout
the run by counting the number of changes to a particular color. Psycho-
physical results were evaluated by the difference of reaction times to the
test stimuli in the same and opposite direction of adapting stimulus, and
cross-adaptation effects between color and luminance motions were con-
firmed. The direction selectivity of fMRI results was evaluated in each
visual area ROIs with the difference in the BOLD-response amplitudes to
the two directions of test-stimulus motion. Cross adaptation effects were
found at 3-9 s after the onset of the test stimulus in most visual areas, while
MT+ exhibited uncrossed aftereffect. The details and possible mecha-
nisms of crossed adaptation effects will be discussed in the presentation.

Acknowledgement: JSPS Kakenhi 24330205 to IK.

26.433 Detection of phi and reverse-phi direction-specific
responses using the steady-state VEP Keiko Momose!(k-momose@
ieee.org), Alexandra Yakovleva?, Anthony Norcia?; *Faculty of Human Sci-
ences, Waseda University, 2Department of Psychology, Stanford University

Noninvasive methods for probing direction-selective neuronal activity are
of significant value for understanding human motion perception. Previ-
ous work using the Visual Evoked Potential has used adaptation to reveal
direction-specific activity. Here we present a method that reveals motion
mechanisms directly through a signature predicted by the motion energy
model: motion energy detectors produce opposite-signed responses to phi
and reverse-phi stimuli. We generated apparent motion displays comprised
of an array of pairs of 1 deg adjacent square patches that were separated by
2 deg. One patch was flashed on and off at 5.14 Hz, the other at 6.0 Hz.
Thirty-three pairs of patches were presented on a hexagonal lattice. Two
white squares flashing on a gray background comprised the phi condition.
Pairs consisting of one white and one black square comprised the reverse-
phi condition. Experienced observers saw apparent motion at the differ-
ence-frequency (0.84 Hz). When presented side-by-side, synchronized phi-
and reverse-phi displays appeared to move in opposite directions. EEG
was recorded in nine normal vision adults using a 128-channel Geodesic
Sensor Net with 0.1-50 Hz filtering. Fourier analysis was used to extract the
response at the 0.84 Hz difference-frequency as an index of the spatio-tem-
poral nonlinearity underlying the motion energy computation. As predicted
by the motion energy model, the phase of difference frequency response
for reverse-phi was shifted by 180 deg from that of the phi condition over
occipital (O1, Oz and O2) and occipito-temporal cortex. The shift was also
found at electrodes over the temporal lobe (near T3 and T4). Because the
difference frequency component bears the signature expected of motion
energy units, we consider it to be a direct marker of direction-selectivity.

26.434 A direct measure of the role of attention in apparent
motion Francesca Pei'(fpei@stanford.edu), Anthony Norcia'; 'Psychology
Department, Stanford, 2Stanford Autism Center at Packard Children’s Hospital

Two fundamentally different motion-processing mechanisms have been
proposed, one “passive” and the other “active” (Cavanagh, 1991, 1992;
Lu and Sperling, 1995, 2001). The passive system is a purely feed-forward
process that utilizes a motion energy computation. The active system has
been shown to be rely on attentive or feature-tracking mechanisms, and can
account for motion percepts that are present in specialized stimuli where
energy computations do not produce a specific direction. The extent to
which active and passive mechanisms contribute to the processing of an
“ordinary” stimulus is difficult to asses on the basis of perceptual judgments
alone because one does not know which signal the subject uses to make
the report and because it is difficult to determine what type of processing
occurs in the absence of attention. Evoked Potential measures are ideal for
studying this question because measurements of motion processing can be
made equally well when attention is directed to motion or diverted from
it. Arrays of small grating patches were presented to 12 adults at different
spatial displacements and temporal offsets to produce either a vivid per-
cept of apparent motion or a percept of flashing without motion. Two spa-
tial separations of paired-flash targets were used (0.25 wavelength of the
grating or 3 wavelengths). Patch onsets were sequential (apparent motion)
or simultaneous (control). Observers either fixated a cross in the center
of the screen and attended to the patches or performed a difficult letter
discrimination task at fixation to divert attention. There was a small, but

measurable effect of attention in the motion conditions, but a substantially
larger one in the control conditions. In both cases attention effects were
largest in the interval of 200 to 400 msec indicating that classic apparent
motion displays engage processes that are largely independent of attention.

Acknowledgement: Bass Society of Pediatric Scholars

26.435 Behavioral consequences of perceptual decision-making in
oculomotor brain structures Sung Jun Joo'*3(sjjoo@utexas.edu), Alex-

ander C. Huk!?3; 'Center for Perceptual Systems, 2Institute for Neuroscience,
3Department of Psychology, University of Texas, Austin, TX, USA

Neurons in several oculomotor brain areas (such as the lateral intraparietal
area and superior colliculus) carry a multitude of signals. Even within a
single task, individual neurons may exhibit responses related to visual/
sensory events, decision formation, and saccade execution. Little is known
about whether these signals interact and if such interactions have func-
tional consequences. To test for interactions between decision-making and
saccade execution signals, we used a behavioral dual-task paradigm that
measured saccade reaction time (SRT) to a decision-irrelevant target while
observers conducted a motion direction discrimination task. Observers
(n=5) judged the direction (leftward versus rightward) of a random dot
motion stimulus (of variable coherence; speed: 5 °/s). At the offset of the
dots, a target appeared either left or right side of the fixation point (dis-
placed by 20°). Observers were instructed to make an eye movement to
the target as quickly as possible. After the eye movement, the direction of
preceding dot motion was reported with a button press. We tested whether
the SRT to the target was affected by the direction and strength of motion
stimuli presented during the direction-discrimination task. Indeed, SRTs
were faster on congruent trials (when the direction of motion was same as
the saccade direction) compared to incongruent trials (F1,4=26.23, p<0.01).
Furthermore, SRTs progressively decreased with increased coherence
(F4,16=5.45, p<0.05). Thus, simple visually-guided saccades were affected
by the ongoing buildup of activity related to decision formation, in a manner
that was direction-selective and parametrically affected by motion strength.
Our results are not due to the mere presence of motion stimuli because the
dependencies on coherence and directional congruency were eliminated
in a single-task (saccade only) control experiment. Revealing such interac-
tions between decision making and saccade executions suggests that these
two types of signals cannot be completely demixed in neural circuitry.

Acknowledgement: This research is supported by NIH grants RO1-EY017366 and
RO1-MH099611 to ACH.

26.436 MEG Beta band oscillations index perceptual form/motion
integration Jean Lorenceau!(jean.lorenceau@upmc.fr), Charles Aissani!,

Jacques Martinerie!, Lydia Yahia Cherif’, Anne-Lise Paradis’; !CRICM
CNRS UPMC UMR7225

Scalp recordings of electrophysiological oscillations in humans reveal
activity in different frequency bands correlated to perceptual, attentional,
motor and cognitive processes. To probe the hypothetical roles of Gamma
and Beta band activity in perceptual form/motion binding, we conducted
a MEG study on 12 healthy participants using visual moving stimuli that,
depending on subtle modifications of the distribution of luminance, could
either be perceived as a whole square-shape moving along a Lissajou’s
figure (bound percept) or as two pairs of bars oscillating independently
along horizontal and vertical axes (unbound percept). Each pair of bars
moved at different frequencies (2.3 & 3Hz), so as to evoke different tagged
cortical responses. After each trial, participants were to report their per-
cept as bound, unbound (or unclassified). Randomizing the position of
color coded responses required remapping the motor response on each
trial, thus avoiding motor preparation that could contaminate the data. We
report evoked tagged responses at the fundamentals and 1st harmonics
of oscillations frequencies in parieto-occipital cortex independently from
perception and identified significant differences in frontal sources at a 10.6
Hz intermodulation product for bound as compared to unbound percepts.
Further, enhanced bilateral parietal Beta power (15-25 Hz) for bound as
compared to unbound states and trial-by-trial classification of perception
from Beta power suggest Beta oscillations provide a marker of percep-
tual states. Activity in the Alpha (8-12 Hz) and Gamma band (40-80 Hz),
although significantly different during visual stimulation than during base-
line, did not distinguish perceptual states. Our results indicate that Beta
activity index perceptual states and favor the view that Beta oscillations
serve to facilitate the long-range communication involved in integrating
moving elements into a global object motion across both hemispheres.

Acknowledgement: ANR -08-BLAN-0250-01
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26.437 The effect of attention and dot coherence on fMRI
responses to 3D structure-from-motion Cheng Qiu'(qiuxx077@umn.
edu), Daniel Kersten!, Cheryl A. Olman!; !Psychology, University of Minnesota

Humans can easily perceive the three-dimensional structure of a rotating
object from a group of moving dots that are fixed relative to this rotating
structure. Previous research has suggested that area V1 provides spatially
localized motion measurements to MT, where they are integrated resulting
in a coherent 3D interpretation (Bradley et al., 1998). However, it is not
clear how external noise and attention may influence cortical responses.
We used fMRI to measure the BOLD activity in visual cortex while sub-
jects viewed structure-from-motion (SfM) stimuli of varying coherence in
blocks. Subjects performed either a fixation task (unattended condition)
or a shape recognition task (attended condition). Novel 3D shapes were
generated using perturbations in spherical harmonics. External noise was
induced by aligning 0%, 33%, 66%, or 100% of the moving dots with the
structure, while the rest were shifted randomly a small amount away
from the structural surface. Low-level stimulus features such as dot den-
sity, velocity vectors and static shape information were tightly controlled.
We found that only intermediate and higher-level visual areas were sig-
nificantly modulated by coherence level of the SfM stimuli. Responses in
the early/mid-/higher-level visual areas were all influenced by attention.
Visual areas hV4, LO1 and LOC showed interactions between attention
and dot coherence. Responses of cortical areas further away from the ret-
inal input showed greater dependence on the coherence level. Attention
to the 3D structure also increased response dependence on coherence, and
enlarged dynamic range of BOLD responses to variations in coherence.
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Lack of auditory stimulation experienced by the congenitally, profoundly
deaf can lead to greater visual sensitivity, particularly to peripheral visual
motion (Buckley et al. 2001). Previous research attributes this advantage
in part to greater recruitment of area V5 in deaf than hearing individuals
(Bavelier et al. 2001). However, recent data have shown that structural dif-
ferences as early as the retina correlate with peripheral motion sensitivity
in deaf and hearing adults (Codina et al. 2011). The current study eval-
uated neural responses in early visual cortical areas and investigated the
relationship between cortical activation and visual performance differences
in deaf and hearing adults. Participants included fourteen hearing and
four congenitally, profoundly deaf adults without visual deficits. Motion
direction discrimination thresholds were measured in each individual
using an optic flow stimulus restricted to the central (0-5°) or peripheral
(40-72°) visual field. FMRI responses were measured from each partic-
ipant while viewing retinotopic mapping and optic flow motion stimuli.
Peripheral stimuli extended out to +/-72° to include the far peripheral
visual field, where visual sensitivity differences are greatest in the deaf.
Activity within visual areas V1 and V5 was measured and correlated
with psychophysical thresholds for each individual. V1 response magni-
tude in the far-peripheral representation was greater in deaf than hearing
participants. Peripheral motion direction discrimination thresholds in all
participants were significantly correlated with V5, but not V1 activation.
V5 activation correlated with behavioural motion sensitivity in optic flow
tasks in all participants, supporting this area’s role in motion process-
ing. In addition, deaf participants exhibited greater activation in far-pe-
ripheral representations in V1, advocating early visual pathway changes
in response to hearing loss. Motion sensitivity did not correlate with V1
responses, however, suggesting that changes in early visual pathways may
not mediate improved sensitivity for all types of peripheral motion tasks.
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Repeated sub-concussive head trauma is common in many popular sports,
however the cognitive effects are not well studied. Many of the studies
that have failed to find cognitive differences following subconcussive head
blows have used more formal and complicated cognitive testing that lacks
sensitivity to more subtle changes, is vulnerable to substantial practice
effects, and is susceptible to malingering. Further complicating the detec-
tion of any subtle deficits in cognitive function related to subconcussive
head blows is the well-known cognitive enhancement related to exercise.
Our lab has developed a novel tablet measure based on eye-tracking tasks
that may prove more sensitive in detecting cognitive changes. The pro-
point task is a more reflexive task and involves making a movement to a
stimulus, while the anitpoint task tests voluntary/executive function and
involves making a motor movement in the opposite direction of a stimu-
lus. Using this novel measure, we measured sensorimotor and cognitive
functioning in professional boxers performing boxing workouts either
with (spar workout) or without (bag workouts) head blows. We compared
performance changes across two different time intervals: (1) immedi-
ate- before and after a workout; and (2) delayed- before and 24-48 hours
after a workout. We find significant improvements (faster times) on both
tasks immediately following a vigorous bag workout. In contrast, sub-
jects show no improvement on either task immediately following a spar
workout. Furthermore, 24-48 hours following a workout, subjects show
significant improvement on both tasks with a bag workout, whereas they
show significant slowing on the antipiont task with a spar workout. These
results indicate that exercise alone may be immediately improving perfor-
mance on these tasks, exercise with subconcussive head blows obliterates
this improvement. Further, 24-48 hours later, a bout of exercise without
subconcussive blows continues to show significant beneficial effects
whereas exercise with subconcussive blows results in significant slowing.

26.502 Rhythmic oscillations of visual contrast sensitivity trig-
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Lauro De Bosis 15, 00135 Roma, ltaly, 3Department of Translational Research on
New Technologies in Medicine and Surgery, University of Pisa, via San Zeno 31,
56123 Pisa, ltaly

Spontaneous oscillations of brain activity can be synchronized by external
stimuli, or by allocation of attention, and this can lead to small synchronous
modulation of visual perceptual performance (Landau and Fries, 2012,
Thut et al., 2012). Increasing evidence shows that motor processing affects
perception in many ways. Here we investigated whether performing an
action can generate rhythmic oscillations of visual contrast sensitivity.
We measured visual contrast sensitivity for orientation discrimination of
briefly (33 ms) displayed Gabors (spatial frequency 1 c¢/deg; eccentricity 7.5
deg to the left or to the right of fixation) tilted at + 45 degrees and embedded
within dynamic noise (refreshed every frame) that lasted more than 3 s.
Participants were asked to execute reaching movements towards the dis-
play behind an occluder (which hid the movement: open loop) in the same
direction of the position of the right visual target. The visual stimuli were
randomly presented at different times with respect to the movement (from
~ 500 ms before to ~ 300 ms after movement onset) and for each subject
more than 2000 trials were collected to obtain stable psychometric func-
tions densely sampled over time. Visual contrast sensitivity for both eccen-
tricities varied by about 0.2 log-units, oscillating with periodicity in the
theta range (~ 5 Hz). Interestingly, the oscillations in visual performance
began before movement onset, suggesting that a motor preparatory signal
might be responsible for synchronizing activity in primary visual areas.
The present results reinforce growing evidence that sensory and motor
functions are 