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Poster Schedult

Please Note: Each poster session has two Author Presents times.

Poster Session A, Friday, May 11

5:45 - 8:45 pm
Setup: 5:30 -5:45 pm
Author Presents 1: 5:45 - 7:15 pm
Eye Movements: Cognitive |
2D Motion |
Perceptual Learning |
Author Presents 2: 7:15 - 8:45 pm
Face perception: Experience and Context
Rivalry and Bi-stability |
3D Perception: Cue Integration
Cortical Receptive Fields and Perception

Take Down: 8:45 - 9:00 pm

Poster Session B, Saturday, May 12

8:30 am - 1:00 pm

Setup: 8:15 -8:30 am

Author Presents 1: 8:30 - 10:15 am
Locomotion |: General
Visuomotor Control: Hand Movements
Attention: Neural Mechanisms

Author Presents 2: 10:30 am - 12:15 pm
Eye Movements: Saccades and Smooth Pursuit
Scene Perception |
2D Shape and Form
Special populations: Development

Take down: 1:00 - 1:30 pm
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Poster Session C, Saturday, May 12

2:00 - 6:30 pm
Setup: 1:30 -2:00 pm
Author Presents 1: 2:00 - 3:45 pm
Brightness, Lightness and Luminance
Adaptation and Aftereffects
3D Perception: Space
Visual Control of Movement: Neural Mechanisms

Author Presents 2: 4:00 - 5:45 pm
V1 and Thalamus: Anatomy and Organizationg
Spatial Vision: Contrast and Masking
Multisensory Processing

Take down: 6:30 - 6:45 pm

Poster Session D, Sunday, May 13

8:30 am - 1:00 pm

Setup: 8:15 -8:30 am

Author Presents 1: 8:30 - 10:15 am
Rivalry and Bi-Stability |l
Time Perception and Temporal Processing
Perception and action I

Author Presents 2: 10:30 am - 12:15 pm
Motion Integration
Attention: Selection, Enhancement, & Orienting

Take down: 1:00 - 1:30 pm
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Poster Session E, Sunday, May 13

2:00 - 6:30 pm
Setup: 1:30 -2:00 pm
Author Presents 1: 2:00 - 3:45 pm
Perceptual Learning lll
Biological Motion |
Reading
Special Populations: Disorder and Disease

Author Presents 2: 4:00 - 5:45 pm
Color and Surface Perception
Face Perception: Parts, Wholes, Features, and Configu-
rafions
Attention and Inhibition

Take down: 6:30 - 6:45 pm

Poster Session F, Monday, May 14

8:00 am - 12:30 pm
Setup: 7:45 - 8:00 am
Author Presents 1: 8:00 - 9:45 am
Spatial Vision: Mechanisms and Orientation
Eye Movements: Attention and Search
Attention: Divided Attention, Inattention, and Inhibition

Author Presents 2;: 10:00 am - 11:45 pm
Perceptual Organization: Contours I
Face Perception: Neural mechanisms
Visual Working and Short-Memory Memory

Take down: 12:30 - 1:00 pm

Poster Session G, Monday, May 14

2:00 - 6:30 pm

Setup: 1:30 -2:00 pm

Author Presents 1: 2:00 - 3:45 pm
Color Vision Mechanisms
Eye Movements: Effects on Perception
Motion Adaptation and Aftereffects
Motion in Depth and Optic Flow

Author Presents 2: 4:00 - 5:45 pm
Attention: Interaction with Memory or Emotion
Attention: Training Effects and Subitizing
Search |
Navigation

Take down: 6:30 - 6:45 pm

Poster Schedule

Poster Session H, Tuesday, May 15

8:30 am - 1:00 pm

Setup: 8:15 -8:30 am

Author Presents 1: 8:30 - 10:15 am
Visual Memory
Auditory-Visual Interactions
Multiple Object Tracking

Author Presents 2: 10:30 am - 12:15 pm
Binocular Vision: Stereopsis and Fusion
3D Perception: Shape and Depth
Face Spaces and Adaptation

Take down: 1:00 - 1:30 pm

Poster Session |, Tuesday, May 15

2:00 - 6:30 pm
Setup: 1:30 -2:00 pm
Author Presents 1: 2:00 - 3:45 pm
Grouping and Segmentation I
Attention: Theoretical and Computational Models
Spatial Vision: Natural Scenes and Texture
Author Presents 2: 4:00 - 5:45 pm
Object Perception
Face Perception: Emotion |
Motion: Apparent Motfion and lllusions

Take down: 6:30 - 6:45 pm

Poster Session J, Wednesday, May 16

8:30 am - 1:00 pm

Setup: 8:15 -8:30 am

Author Presents 1: 8:30 - 10:15 am
Locomotion Il: Walking and Posture
Processing of Objects
Scene Perception lI
Search |l

Author Presents 2: 10:30 am - 12:15 pm
Attention: Object-based Selection
Attentional Capture
Attention: Temporal Selection
Attentional Modulation of Early Vision

Take down: 1:00 - 1:15 pm
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Talk S

Saturday, May 12

Time

8:30- 10:00 am
10:30 am - 12:15 pm
2:00 - 3:30 pm

4:00 - 5:45 pm

Sunday, May 13
Time
8:30- 10:00 am

10:30 am - 12:15 pm
2:00 - 3:30 pm

4:00 - 5:45 pm

Monday, May 14
Time

8:00 - 9:30 am

10:00 - 11:45 am

2:30-4:15 pm

Tuesday, May 15
Time

8:30 - 10:00 am

10:30 am - 12:15 pm

2:00 - 3:30 pm
4:00 - 5:45 pm

chodule

Hyatt Ballroom North

3D Perception

The Many Functions of the Ventral Stfream
Perceptual Organization: Contours |
Attention: Objects, Scenes, and Search

Hyatt Ballroom North

Eye Movements: Mechanisms
Object Recognifion
Spatial Vision |

Spatial Vision |l

Hyatt Ballroom North

Biological Motion |l

Visuomotor Control: Goal-Directed Hand
Movements

Attention: Tracking and Shifting

Hyatt Ballroom North

Blindness, Amblyopia, Dyslexia, and
Rehabilitation

Motion Mechanisms

Color, Luminance and Receptors

Binocular Vision: Rvalry and Mechanisms

Wednesday, May 14

Time
8:30 - 10:00 am
10:30 am - 12:15 pm

Hyatt Ballroom North

Eye Movements: Cognitive |l
Temporal Processing
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Hyatt Ballroom South

Perceptual Learning |l

Global Motion and Motion Integration
Perception and Action |

Face Perception

Hyatt Ballroom South

Grouping and Segmentation |
Early Visual Processing: Receptive Fields
Attention Modulation of Sensory Signals: Physi-

ology
Memory

Hyatt Ballroom South

Early Visual Development
Lightness and Brightness

Face Perception: Development, Learning, and
Expertise

Hyatt Ballroom South
Shape, Picture, and Scene Perception

Attention to Locations and Features
Perceptual Learning IV
Attention: Selection Over Space and Time

Hyatt Ballroom South

Face Perception: Emotion |l
2D Motion I



ember-Initiated Symposia

Friday, May 11, 2007

Schedule Overview

Friday, May 11, 1:00 - 3:00 pm

Visual Organization and Computation, Hyatt Salons A/B
Multivariate Decoding of Neural Representations in Electrophysi-
ology and Functional Imaging, Hyatt Salons E/F

Visual Plasticity in Abnormal and Damaged Adult Brains,

Hyatt Salons C/D

Neural Substrate of Bottom-up and Top-Down Visual Attentional
Selection, Hyatt Salons G/H

Friday, May 11, 3:30 - 5:30 pm

How to Use Individual Differences to Isolate Functional, Neural
and Genetic Mechanisms of Vision, Hyatt Salons A/B

Natural Scene Understanding: Statistics, Recognition and Repre-
sentation, Hyatt Salons G/H

Neural Mechanisms of Depth Perception, Hyatt Salons C/D
Classification Images in Vision Research, Hyatt Salons E/F

Visual Organization and Computation

Friday, May 11, 1:.00 - 3:00 pm, Hyatt Salons A/B

Organizers: Sergei Gepshtein (Brain Science Institute, RIKEN) & Lau-
rence T. Maloney (Psychology & Neural Science, NYU)

Symposium Summary

In many visual tasks, the goal is to draw accurate inferences about proper-
ties of the world. One potential source of relevant information are joint dis-
tributions of co-occurrence of features in the environment. Wilson Geisler
and Jitendra Malik will describe two distinct approaches to measuring
such prior distributions and modeling how a visual system might make
use of them in perceptual organization. James Elder will then describe a
coarse-to-fine Bayesian algorithm for perceptual organization. In his
approach, candidate contours are extracted at a coarse scale and then used
to generate spatial priors on the location of possible contours at finer
scales. Jacob Feldman will describe an alternative model of spatial organi-
zation as a hierarchical (‘tree’) structure. A Bayesian approach to percep-
tual organization then reduces to Bayesian estimation of this tree; the
perceived organization will correspond to the tree that best explains the
observed spatial configuration.

A fundamental challenge to research of perceptual organization is to dis-
cover how different factors interact to affect perception. Michael Kubovy
will describe experimental work on perceptual grouping. He will show
that in some static displays, such as dot lattices, emergent organizations
(presumably generated by nonlinear processes) combine additively. He
will discuss examples using multi-stable regular dots patterns and develop
a mathematical model of perceptual organization of such stimuli.

Sergei Gepshtein will present a normative theory based on optimal alloca-
tion of neural ‘resources’, analogous to neoclassical economic theory. In
this theory the visual system allocates resources to different conditions of

R

stimulation according to the degree of balance between measurement
uncertainties and stimulus uncertainties. He will describe how the theory
predicts maximal-sensitivity and isosensitivity sets of human vision and
how it helps to reconcile apparently inconsistent data on perceptual orga-
nization of dynamic stimuli.

The symposium will conclude with a guided discussion (Laurence T. Mal-
oney).

Presentations

S1 A Bayesian multi-scale model of perceptual organization
James Elder & Francisco Estrada; York University, Canada

Humans have a remarkable ability to rapidly group and organize image
data into coherent representations reflecting the structure of the visual
scene. However current computer vision algorithms are by comparison
relatively primitive in their performance. Key issues include the combina-
torial complexity of the problem and difficulties capturing and combining
global constraints with local cues. In this work we develop a coarse-to-fine
Bayesian algorithm that addresses these issues.

In our approach, candidate contours are extracted at a coarse scale and
then used to generate spatial priors on the location of possible contours at
finer scales. In this way, a rough estimate of the shape of an object is pro-
gressively refined. The coarse estimate provides robustness to texture and
clutter while the refinement process allows for the extraction of detailed
shape information. The grouping algorithm is probabilistic and uses multi-
ple grouping cues derived from natural scene statistics. We present a
quantitative evaluation of grouping performance on natural images and
show that the multi-scale approach outperforms single-scale contour
extraction algorithms. We suggest that the substantial feedback connec-
tions known to exist in ventral stream of the visual cortex may support an
analogous refinement of perceptual representations in the human brain.
S2 Seeing the forest in a tree: Bayesian estimation of hierarchi-
cal spatial organization

Jacob Feldman; Rutgers University

Vision is about more than little local patches in the image; as the Gestaltists
emphasized, it is also about the apprehension of the spatial organization
among all the little patches. Spatial organization can conveniently be
depicted via a tree diagram that represents the spatial relations among
visual elements---and the spatial relations among groups of elements (sub-
trees), and among groups of groups of elements, and so forth, in a hierar-
chical manner. A Bayesian approach to perceptual organization then
reduces to Bayesian estimation of this tree; the perceived organization will
correspond to the tree that best explains the observed spatial configura-
tion, including both its many local relations (smaller subtrees) and its over-
all configural structure (larger subtrees). This approach formalizes the
notion of a qualitative interpretation, allowing us to understand the formal
rules (including but not limited to Bayesian ones) that make one tree inter-
pretation of the image "better" (more Pragnant) than another. In this sense
the "forest" - the whole - is best apprehended by estimating the right
"tree."
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S3 Bayesian scene statistics and perceptual organization
Wilson S. Geisler; University of Texas at Austin

There are two general types of natural scene statistics. “Absolute statistics”
characterize probability distributions of properties either within the envi-
ronment or within the retinal October 23, 2006 2 of 5 image. They are use-
ful for understanding coding and representation, but say little about the
relationship between the environment and the retinal image, and hence are
not very useful for understanding the information relevant to specific nat-
ural tasks. In most natural tasks, the goal is to draw accurate inferences
about properties of the physical environment (e.g., physical boundaries,
shapes, motions, distances, and so on) from properties of the retinal image.
In this case, the relevant statistics are “Bayesian statistics,” which charac-
terize the distribution of distal physical properties, conditional on proper-
ties of the retinal image. A potentially powerful method for measuring
Bayesian statistics is to analyze natural images that have been hand seg-
mented by human observers. The central assumption is that humans can,
under some circumstances, perform veridical segmentations of images to
provide an approximate “ground-truth.” These ground-truth segmenta-
tions can then be used to determine the likelihood and prior probability
distributions needed for optimal (Bayesian) perceptual inference. I will
describe examples of measuring Bayesian statistics that illustrate their
potential value for (i) understanding the information relevant for perform-
ing natural perceptual organization tasks, (ii) generating plausible hypoth-
eses for neural mechanisms, and (iii) designing experimental tests of those
hypothesized mechanisms.

S4 Non-Bayesian normative theory of dynamic perceptual
organization

Sergei Gepshtein & Ivan Tyukin; Brain Science Institute, RIKEN

Visual perception is constrained by such basic factors as the measurement
principle of uncertainty (Gabor, 1946) and the structural stability of visual
measuring devices (receptive fields). We propose a new normative theory
in which the aforementioned constraints, together with statistics of optical
stimulation, control the ability for perceptual organization of dynamic
stimulation. Similar to how the optimal allocation of resources is achieved
in neoclassical economic theory, in our theory vision allocates its resources
to different conditions of stimulation in proportion to the degree of bal-
ance between measurement uncertainties and stimulus uncertainties:
These conditions are (A) optimal where the uncertainties are balanced
exactly, and (B) equally suboptimal where the uncertainties are unbal-
anced to the same degree. We show that the maximal sensitivity set (pre-
dicted by A) and the isosensitivity sets (predicted by B) of human vision
follow the optimal prescription. Statistics of natural stimulation affect the
shapes of both predictions A and B, making them closer to empirical data.
Changes in the statistics of stimulation (as in adaptation studies) and in
system goals (e.g., induced by change of task: localization vs. identification
of moving objects) also affect the shapes of predicted sets. But these
changes are only modulatory; the overall shape of human motion sensitiv-
ity (e.g., summarized by the spatiotemporal sensitivity function; Kelly,
1979) is determined by the balance of measurement uncertainties. The the-
ory explains why well-known but seemingly inconsistent results on
suprathreshold apparent motion are consistent with one another and with
measurements at the threshold.

S5 Grouping by spatial distance is additive with other forms of
static dissimilarity but not with distance in time

Michael Kubovy; University of Virginia

In some static displays such as dot lattices, pairs of emergent organiza-
tions, presumably generated by nonlinear processes, combine additively to
affect perceptual organization. I will discuss two examples, both using
multistable regular dots patterns briefly presented well above threshold, in
which different organizations compete for perceptual salience. For exam-
ple, when lightness is pitted against spatial distance, the greater the heter-
ogeneity of lightness in the organization which is heterogeneous with
respect to lightness, the smaller the spatial distance must be between these
heterogeneous elements to be in equilibrium with an alternative organiza-
tion in which the elements are homogeneous with respect to lightness and

10 Vision Sciences Society
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the distance between elements is held constant. As one manipulates these
variables, relative distance and some other grouping principles additively
affect the probability of seeing one organization rather than its competi-
tors. This is true even when the competition is between curved and recti-
linear organizations. These results are consistent with Garner's ideas about
the separability of types of similarity in the determination of multidimen-
sional similarity, and it raises the question of whether we should think of
spatial distance as a form of similarity. On the other hand, in dynamic dis-
plays, grouping by spatial proximity and grouping by temporal proximity
interact inseparably. Spatial configuration #1, presented at time tl1, is
affected by spatial configuration #2, presented at a later time t2, when
apparent motion is perceived. A fundamental challenge to theories of per-
ceptual organization is to discover what determines how different factors
interact to affect perceptual organization.

S6 Ecological statistics of perceptual organization

Jitendra Malik; University of California at Berkeley

Visual grouping and figure-ground discrimination were first studied by
the Gestalt school of visual perception nearly a century ago. However,
they left open (at least) three major problems (1) there wasn't a precise
operationalization of the various grouping and figureground factors for
general images, (2) the interaction of these factors was ill understood (3)
and there was no justification for why these might be helpful to an
observer interacting with the visual world. In my research group, we have
tackled these problems in the framework of what we call "ecological statis-
tics". We start with a set of natural images and use human observers to
mark the perceptual groups and assign figure-ground labels to the various
boundary contours. We construct computational models of various group-
ing and figure-ground factors inspired by corresponding mechanisms in
visual cortex. Finally we calibrate and optimally combine the grouping
and figure-ground factors by using the principle that vision evolved to be
adaptive to the statistics of objects in the natural world. Over the last few
years of research in this framework, we have been able to quantitatively
characterize the grouping cues of brightness, color, and texture similarity
and curvilinear continuity, and figure-ground cues of size, lower-region
and convexity. I shall summarize some of these results in my talk. We have
also made an initial attempt at a computational model which pulls these
cues together. This research is joint work with Charless Fowlkes, David
Martin and Xiaofeng Ren.

Multivariate Decoding of Neural Representations in
Electrophysiology and Functional Imaging

Friday, May 11, 1:00 - 3:00 pm, Hyatt Salons E/F

Organizers: John-Dylan Haynes (Max Planck Institute for Cognitive
and Brain Sciences) & Nikolaus Kriegeskorte (Laboratory of Brain and
Cognition, National Institute of Mental Health)

Symposium Summary

Neural representations are inherently a parallel, multi-unit phenomenon.
In order to fully understand them, many channels should be measured
simultaneously and the analysis should handle their multivariate com-
plexity. This Symposium explores a current trend of convergence between
neuroimaging and electrophysiology, in which multi-channel measure-
ment and multivariate decoding are combined to address basic questions
about neural representations. We bring together key researchers following
this approach in the still largely separate neuroimaging and electrophysi-
ology communities. The presentations will take a fresh look at the degree
to which neural codes are sparse or distributed as well as at their conscious
accessibility and temporal dynamics. Data presented stem from single-cell
and multiunit recordings in humans and monkeys, local field potentials, as
well as conventional and high-field/high-resolution fMRI. We will show
how multi-channel measurement combined with multivariate decoding
can dramatically increase the sensitivity to subtle effects and help bridge
the gap between fMRI and cell recordings. Information theory and decod-
ing have long been central to neuroscience. But only recently have they
emerged as a powerful theoretical and data-analytical framework to deal
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with the increasing complexity of massively multi-channel data. This com-
mon theory-and-analysis framework will help integrate animal and
human studies as well as neuroimaging and invasive cell recording.

Presentations

S7 Decoding conscious and unconscious perception from
dynamic brain patterns

John-Dylan Haynes; Max Planck Institute for Cognitive and Brain Sciences
It has recently emerged that the sensitivity of fMRI can be dramatically
increased if the full information present in large ensembles of voxels is
appropriately taken into account. For example, supervised learning can be
used to train a pattern classifier to distinguish between several orientation
stimuli viewed by a subject based on the characteristic distributed brain
responses they evoke in visual cortex. This holds even though the relevant
features are represented at a finer spatial scale than the nominal resolution
of single voxels, which is consistent with a biased sampling model. Here
several studies will be presented that apply such pattern recognition to the
study of conscious and unconscious perception in humans. In one study
the information about a stimulus that is available to a subject for a percep-
tual decision is compared to the information that can be decoded from
early visual areas. This reveals that V1 has information about stimulus fea-
tures even when they are rendered completely invisible due to masking,
suggesting that V1 can have information about visual stimuli that is not
available for conscious access. A second study demonstrates that pattern
classification can be used to accurately predict on a second-by-second
basis participants' conscious perception while it undergoes many sponta-
neous changes during binocular rivalry. Importantly, this reveals that the
source of predictive information differs between visual areas, being more
eye-based in V1 and more percept-based in V3. Taken together this pro-
vides valuable information about the nature of perceptual coding in these
areas.

S8 Obiject recognition by decoding spikes and local field
potentials

Gabriel Kreiman; Children’s Hospital Boston, Harvard Medical School

One of the most remarkable abilities of our visual system is the possibility
of recognizing (e.g. categorizing or identifying) objects under many differ-
ent views and transformations. We directly quantified the ability of popu-
lations of spiking units in macaque monkey inferior temporal (IT) cortex to
encode information about complex objects by using a biologically plausi-
ble statistical classifier. We observed that we could accurately read out
information about object category and identity (performance > 90%) in
very brief time intervals (12.5 ms) using a small neuronal ensemble
(approximately 100 neurons). The performance of the linear classifier that
we used for decoding could, at least in principle, correspond to the infor-
mation available for read-out by targets of IT, such as a neuron in prefron-
tal cortex. During such short 12.5 ms intervals, neurons typically conveyed
only one or a few spikes, suggesting the possibility of a binary representa-
tion of object features. We also showed that we could decode information
from the local field potentials (LFP) in inferior temporal cortex. The LFP
signal is composed mostly of dendritic potential and shows a stronger cor-
relation with the BOLD measurements in fMRI. Importantly, the popula-
tion response generalized across object positions and scales. This scale and
position invariance was evident even for novel objects that the animal
never observed before. Furthermore, we showed that the observations
obtained upon recording from populations of IT neurons can be explained
by a hierarchical non-linear model of object recognition. The model quanti-
tatively matches the performance of IT neuronal populations.

S9 Discovering regional macropopulation codes for visual
objects by information-based brain mapping

Nikolaus Kriegeskorte; Laboratory of Brain and Cognition, National Institute
of Mental Health

Brain mapping analysis in neuroimaging has focused on the discovery of
activation, i.e. of extended brain regions whose average activity changes
across experimental conditions. Here we ask a more general question of
the data: Where in the brain does the activity pattern contain information
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about the experimental condition? To address this question we scan the
imaged volume with a spherical “searchlight”, whose contents are ana-
lyzed multivariately at each location.

We apply this method to explore human inferotemporal response patterns
to single object images (high-resolution fMRI at 3T and 7T), searching the
measured volume for regional macropopulation codes. For each region of
interest, we estimate in bits the amount of between- and within-category
information present in the spatial response patterns. This approach yields
some unexpected results. Fusiform face and parahippocampal place
regions both contain category information not only in the spatial-mean
response usually studied but also in the spatial shape of their response pat-
terns. The combinatorial representation in these regions seems to empha-
size the object category at the expense of the idiosyncrasies defining object
identity. Although the fusiform face region is considered to serve individ-
ual-level face representation, we do not detect face-exemplar information
there. Face exemplar-information appears to be more pronounced in ante-
rior inferotemporal cortex.

S10 Distributed representations of faces and objects analyzed
as multi-voxel patterns in fMRI

James Haxby; Princeton University

S11 Decoding visual inputs from human single cell recordings
Rodrigo Quian Quiroga; Department of Engineering, University of Leicester
We recently reported the presence of neurons in the human medial tempo-
ral lobe (MTL) that fire in a remarkably selective manner to different views
of familiar individuals and objects. These data supports a sparse and
invariant representation in MTL, suggesting that the identity of individu-
als is encoded by a small number of neurons. Given such explicit represen-
tation, we asked whether it is possible to predict which stimuli was shown
in each trial from the activity of these cells.

Subjects were 11 patients with pharmacologically intractable epilepsy
implanted with depth electrodes in order to localize the focus of seizure
onsets. Stimuli were different pictures of individuals, animals, objects and
landmark buildings. Using a novel spike detection and sorting algorithm,
in 35 experimental sessions we recorded from 1547 units (45.5 units per
session) and for each session we predicted the presentation of images
using a linear classifier.

About 4 spikes triggered between 300-600 ms in a handful of neurons pre-
dicted the identity of images far above chance. Decoding performance
increased linearly with the number of units considered, peaked between
400 and 500 ms, did not improve when considering correlations among
simultaneously recorded units and generalized to very different images.
These results show that it is possible to predict visual sensory inputs from
a handful of neurons, further supporting the idea of sparse and explicit
neuronal representation in the human medial temporal lobe. Besides get-
ting further understanding on mechanisms of visual perception, the possi-
bility of reading-out information from simultaneously recorded neurons in
humans is of great value to assess the feasibility and constrains of brain
machine interfaces and the development of neural prosthesis.

S12 Tracking category-specific cortical representations during
memory search

Sean M. Polyn; Department of Psychology, University of Pennsylvania
Pattern-classification techniques give us unprecedented temporal resolu-
tion in the domain of fMRI - allowing us to characterize patterns of brain
activity present in a single brain image. These algorithms generate esti-
mates based on the signal present in many voxels simultaneously, which
opens the possibility of tracking time-varying cognitive processes as they
unfold. Here, I describe an experiment in which we applied these tech-
niques in the domain of human memory search (Polyn et al., 2005). These
pattern-classification techniques were used to characterize the patterns of
brain activity associated with the study of three stimulus categories: celeb-
rity faces, famous locations and common objects. The technique was then
applied to data from the recall period of the experiment, in which subjects
were asked to recall the studied items in any order they liked. The reap-
pearance of a given category’s activity pattern correlates with verbal
recalls from that category and precedes the recall event by several seconds.
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These results are consistent with the hypothesis that these category-related
patterns of brain activity are being used to cue the memory system to recall
stored items. By its very nature, the recall period of a free-recall paradigm
is resistant to analysis: Each subject uses an idiosyncratic strategy to carry
out a self-paced memory search. Pattern classification techniques can be
fruitfully applied in this and other domains, and open up the possibility of
tracking the contents of thought on a second-by-second basis.

Visual Plasticity in Abnormal and Damaged Adult
Brains

Friday, May 11, 1:00 - 3:00 pm, Hyatt Salons C/D

Organizers: Arash Sahraie (University of Aberdeen) & Krystel R. Hux-
lin (University of Rochester Medical Center)

Symposium Summary

Structural re-organisation is well-described following pre-natal brain
insults such as porencephalic cysts or brain tumours, and following dam-
age early in post-natal development. As a result of extensive spontaneous
re-organisation, the permanent deficits caused by such lesions are far less
than those expected from identical damage in the adult brain. While most
of the evidence to date favors the existence of significant functional plastic-
ity in the adult visual system, conditions that have to be met to trigger
functionally-useful changes in abnormal or damaged adult visual systems
are not fully understood. This has given rise to significant controversy in
the field. As part of this symposium, a panel of neuroscientists who use a
wide range of experimental approaches, will discuss the types of changes
in visual performance that can be attained following visuo-behavioral
manipulations in abnormal or damaged visual systems. This phenomenon
will be explored in several adult mammalian species, including humans.
The panel will address the following specific questions: (1) Is adult visual
plasticity fact or fallacy? (2) What forms does it take? (3) What conditions
need to be met for it to occur? (4) Does physical damage to visual circuitry
preclude significant plasticity in the adult - i.e. is greater plasticity attained
in amblyopes or cases of monocular deprivation because the visual system
is intact, albeit misconnected? It is hoped that insights gained from this
symposium will assist us in attaining some consensus about the degree of
plasticity that is inherent and/ or inducible in the adult visual system. Such
understanding is essential if we are to design more effective strategies to
treat disorders of the visual system in our aging population.
Presentations

S13  Plasticity in human blindsight

Arash Sahraie; University of Aberdeen

Lesions of occipital cortex or optic radiation can lead to impairments in the
corresponding visual field, termed cortical blindness. Apart from some
spontaneous recovery that takes place shortly after the initial injury, it is
thought that any remaining visual deficits are permanent. Some residual
visual capacities may persist within the field defect and are termed blind-
sight. Detailed psychophysical investigations of mechanisms leading to
blindsight indicate that such processing channels have specific spatial and
temporal properties. Repeated stimulation of field locations deep within
the blind visual field by stimuli designed to be optimally detected by chan-
nels of processing mediating blindsight, result in increased visual sensitiv-
ity. These findings show evidence for plasticity within the adult visual
system, in chronic stages of brain damage.

S14 Improving global motion perception in the blind field of
adult humans with V1 damage

Krystel R. Huxlin; University of Rochester Medical Center

Damage to the adult primary visual cortex (V1) is an important cause of
blindness in humans. By contrast with well-documented cases of training-
induced recovery following damage to adult motor and somatosensory
cortices, reports of training-induced recovery after V1 damage remain con-
troversial. This raises questions about the ability of the adult visual system
to attain functional recovery after permanent damage, a level of plasticity
that appears inherent in other cortical systems. Our experiments in a small
number of patients with stable, stroke-induced homonymous visual field
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defects suggest that improvements of global, visual motion thresholds can
be achieved in adult humans with permanent V1 damage. These improve-
ments, while spatially localized to retrained locations, generalized to per-
formance on perimetric visual field tests and to the detection of moving
objects in an immersive, dynamic, three-dimensional virtual environment.
These data provide evidence for significant perceptual plasticity in the
damaged, adult visual system in the absence of one of its principal compo-
nents. It also suggests that by forcing the damaged visual circuitry to dis-
criminate complex moving stimuli in the absence of V1, a recovery of
conscious visual motion perception can be reliably attained.

S15 Improving vision in adult amblyopia by perceptual learn-
ing

Uri Polat; Goldschleger Eye Research Institute, Faculty of Medicine Tel Aviv
University, Sheba Medical Center

Amblyopia is characterized by several functional abnormalities in spatial
vision including reductions in visual acuity, contrast sensitivity function,
and abnormal spatial interactions. The visual deficiencies are thought to be
irreversible after the first decade of life, by which time the developmental
maturation window has been terminated. We employed perceptual learn-
ing procedure that was designed to train the deficient neuronal popula-
tions by efficiently stimulating their spatial interactions. By systematic
low-level training of an adult visual system, we show that induction of low
level changes might yields significant perceptual benefits that transfer to
higher visual tasks. The training procedure resulted in a twofold improve-
ment in contrast sensitivity and in visual acuity. Even though the training
was monocular (amblyopic eye), the binocular functions were improved as
well. The improved visual functions retained after one year of testing.
These findings demonstrate that perceptual learning can improve basic
representations within an adult visual system that did not develop during
the critical period.

S16 Reactivation of juvenile-like ocular dominance plasticity in
the adult visual cortex

Elizabeth M. Quinlan, Ph.D.; Department of Biology Neuroscience and Cog-
nitive Sciences Program University of Maryland

The shift in ocular dominance induced by monocular deprivation is a sen-
sitive index of the synaptic plasticity available in the binocular visual cor-
tex. In juvenile rats, brief (<3 days) monocular deprivation induces a rapid
shift in ocular dominance (OD) toward the non-deprived eye. In adults,
brief monocular deprivation is ineffective. We have recently shown that
persistent, juvenile-like OD plasticity can be restored in the adult visual
cortex following visual deprivation. In visually-deprived adults, brief
monocular deprivation induces a rapid depression in the response to stim-
ulation of the deprived eye, previously only reported in juveniles, and an
acceleration of the potentiation of the response to stimulation of the non-
deprived eye, previously found to emerge slowly in juveniles and adults.
This is associated with a significant decrease in the level of GABAA recep-
tors relative to AMPA receptors, and a return to the juvenile form of
NMDA receptors. We propose that these two activity-dependent changes
enable the reactivation of rapid OD plasticity in deprived adults. The abil-
ity to recover visual function in an eye deprived of vision from birth
declines significantly with age. In juveniles, removing the occlusion and
patching the previously non-deprived eye can facilitate recovery of vision
in the occluded eye. In adults, such reverse occlusion therapy is ineffective.
However, reverse occlusion successfully reverses the effects of lifelong
monocular deprivation in adults if performed following a period of visual
deprivation. The reactivation of ocular dominance plasticity by visual dep-
rivation in adults provides evidence that the adult cortex maintains signif-
icant potential for synaptic plasticity and demonstrates that ocular
dominance plasticity can be bi-directionally regulated by visual experience
throughout life.

S17 Primate area V1 reorganization following retinal lesions:
where do things stand?

Stelios Smirnakis, M.D. Ph.D.; Brigham and Women'’s Hospital, Depart-
ment of Neurology
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To what extent does the adult brain have the capacity to reorganize after
injury? This question is a first step towards understanding the mecha-
nisms that potentiate neural recovery at the systems level. Several aspects
of cortical organization are thought to remain plastic into adulthood,
allowing cortical sensori-motor maps to be modified continuously by
experience. This dynamic nature of cortical circuitry is important for learn-
ing, as well as for repair following nervous system injury. Electrophysiol-
ogy studies suggest that adult macaque primary visual cortex (area V1)
undergoes large-scale reorganization within a few months after retinal
lesions, but this issue has not been conclusively settled (Horton and Hock-
ing, J. Neurosci. 18: 5433-55, 1998). Here we apply functional magnetic res-
onance imaging (fMRI) to study how cortical topography changes in
macaque V1 after binocular retinal lesions. FMRI allows non-invasive, in
vivo, long-term monitoring of cortical activity, sampling signals from mul-
tiple neurons per unit cortical area. We show that, contrary to the majority
of prior studies, adult macaque V1 topography does not shift towards the
de-afferented zone’s interior and V1 does not approach normal responsiv-
ity during 7.5 months of follow up after homonymous retinal lesions
(Smirnakis et al., Nature 435:300-7, 2005). Multi-unit electrophysiology
experiments corroborated the fMRI results. This suggests that macaque V1
has limited potential for spontaneous reorganization in adulthood.
Human fMRI studies of V1reorganization in subjects with macular degen-
eration have so far provided conflicting results. We will discuss potential
reasons for the differences and explore ways that promise to enhance the
degree of cortical reorganization.

Neural Substrate of Bottom-up and Top-Down Visual
Attentional Selection

Friday, May 11, 1:00 - 3:00 pm, Hyatt Salons G/H

Organizer: Jan Theeuwes (Cognitive Psychology Vrije Universiteit
Amsterdam)

Symposium Summary

One of the most fundamental questions in vision is the extent to which we
are able to exert control over what we select from the environment. Overt
or covert selection may either be controlled by the properties of the stimu-
lus field or by intentions, goals and beliefs of the obser~ver. When an
observer intentionally selects only those objects required for the task at
hand, selection is said to occur in a top-down, voluntary, goal-directed
manner. When specific properties present in the visual field determine
selection independent of the observer’s goals and beliefs, selection is said
to occur in an involuntary, bottom-up, stimulus-driven manner. We
hypothesize that bottom-up signals, mediated primarily by magnocellular
visual inputs, combine with top-down signals at several cortical (e.g., fron-
tal, parietal) and subcortical (e.g., basal ganglia, superior colliculus, thala-
mus) stages to guide spatial attention and target selection. Bottom-up and
top-down controls of attention represent the interplay of exogenous (feed-
forward) and endogenous (feedback) neuronal activities within the cortex.
Over the last years, within several of the vision research disciplines,
research efforts have been devoted to the very basic question of the control
of visual selection. In this symposium we bring together researchers from
diverse disciplines (physiology, modeling, psychophysics and cognitive
neuroscience) each having their own unique view on this central research
question. The different perspectives will lead to stimulating discussions
and may result in a deeper understanding of the mechanism and neural
substrates involved in top-down and bottom-up control of visual selection.
Presentations

S18 Early bottom-up and later top-down attentional selection
Jan Theeuwes; Cognitive Psychology Vrije Universiteit Amsterdam

On the basis of a series of experiments we show that top-down control for
non-spatial information cannot modulate the initial sweep of information
through the brain. This suggests the first feedforward sweep is bottom-up
and not biased by top-down information. The saliency map encodes the
saliency of objects in their visual environment. Neurons in this map com-
pete among each other giving rise to a single winning location (cf. winner
take all) that contains the most salient element. After the initial feedfor-
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ward sweep, the initial bottom-up saliency map may be modified by recur-
rent processing. Information is assumed to flow through varies horizontal
connections within and between areas and feedback connections from
higher areas back to lower ones. We assume that the modifications of the
initial bottom-up saliency map through recurrent processing is the way
top-down control is implemented in the brain. The reentrance signals
deriving from various parts of the brain modulate the neural activity
within the saliency map to fit the current goals of an observer. Thus over
time, initial bottom-up driven selection may become more and more goal-
driven as more reentrance signals arrive at the saliency map.

S19 Visuomotor transformations guiding overt and covert ori-
enting

Doug Munoz; Centre for Neuroscience Studies Queen’s University

Salient events in the visual world have consequences on future actions.
Stimulus-driven (bottomup) events in the visual world activate compo-
nents of the “visual grasp reflex” having implications on attention (covert)
and oculomotor (overt) processing. An abrupt onset is capable of captur-
ing attention overtly via an express saccade or covertly without an eye
movement. Here we will show that many of the behavioural consequences
of reflexive overt and covert orienting arise from direct mapping of visual
signals onto motor systems that need not implicate higher brain structures
or strategies. Our lab has been using an oculomotor cueing task to investi-
gate bottom-up and topdown components of overt and covert orienting.
We have monitored neuronal activity is several brain structures including
the superior colliculus (SC). In this task, subjects fixate a central marker
while a cue is flashed somewhere in the visual field. Then, the central
marker disappears and a target is presented simultaneously at either the
same location as the cue or to the opposite. By varying the time between
cue and target presentation, we can induce attention capture (CTOA <100
ms) or inhibition of return (CTOA > 100-200 ms). We have demonstrated
that signals recorded from visuomotor neurons in the SC correlate highly
with behaviour. Top-down inputs to the SC can interact directly with these
bottom-up signals to alter behaviour.

S20 Top-down attention on the visuomotor processing without
the primary visual cortex (V1); an experimental study in mon-
keys with unilateral lesion of V1

Tadashi Isa; Developmental Physiology National Institute for Physiological
Sciences

It has been described that patients with damage to the primary visual cor-
tex (V1) exhibits loss of visual awareness, but some of them exhibit ability
to reach their arm to, or direct their gaze to the objects presented in the
“blind” part of the visual field. Such phenomenon is called “blindsight”
and suggests the function of the visuomotor pathway that bypasses V1. In
this study, we investigated whether the visuomotor processing through
the pathway that bypasses V1 is subject to top-down attention or not, by
testing the performance of 2 macaque monkeys (Macaca Fuscata) with uni-
lateral V1 lesion. The monkeys were trained to perform the saccade ver-
sion of Posner’s central cueing paradigm, in which saccade targets appear
in the hemifield predicted by the direction of an arrow presented at the
central fixation point with 50-400ms delay in 80 % of the trials (valid cue
trials), while the targets are presented on the contralateral side in the
remaining 20% of the trials (invalid cue trials). Both monkeys exhibited
higher success ratio and shorter reaction time in valid cue trials than in
invalid trials. These results suggest that the visuomotor processing
through the pathway bypassing the V1 is subject to top-down attention.
S21 Beyond bottom-up: A computational model of task-
dependent influences on eye position during natural vision
Laurent Itti & Robert |. Peters; Computer Science University of Southern
California

Recent studies have shown that high-level cognitive states are intimately
linked with observers' eye movements during the performance of natural,
interactive visual tasks, yet the underlying neurocomputational mecha-
nisms for these task-dependent influences remain largely unknown.
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Some existing computational models for predicting eye position have
focused exclusively on bottom-up factors, while other models have
included top-down factors but have been applied only to static images or
artificial laboratory stimuli. We describe a fully computational model that
draws from a large body of literature and is able to predict eye movements
in a dynamic and interactive visual task with naturalistic stimuli. This
model moves beyond purely stimulus-driven bottom-up models, by cap-
turing task-dependent top-down influences on eye movements. We find
that thetopdown model alone predicts eye position about twice as well as
does the bottom-up model alone; in addition, when the two models are
combined by simple point-wise multiplication, the combined prediction is
significantly better than either the bottom-up or top-down model alone.
Qualitatively, the combined model predicts some easy-to-describe but
hard-to-compute aspects of gaze, such as observers gazing leftward when
approaching a left turn.

Thus, the proposed architecture and computational model for task-depen-
dent effects offers some of the strongest purely computational general-pur-
pose eye movement predictions to date; yet it relies only on simple visual
features, without requiring any high-level semantic scene description.

How to Use Individual Differences to Isolate Functional,
Neural and Genetic Mechanisms of Vision

Friday, May 11, 3:30 - 5:30 pm, Hyatt Salons A/B

Organizer: Jeremy B. Wilmer (University of Pennsylvania)

Symposium Summary

Individual differences provide a powerful source of information for frac-
tionating and associating behavioral mechanisms and for tying them to
their biological bases (Kosslyn et al, 2002; Plomin & Kosslyn, 2001). How-
ever, the study of individual differences in vision is still in its infancy. This
symposium showcases recent work isolating basic functional and biologi-
cal mechanisms of vision through a consideration of individual differ-
ences. This work encompasses a broad range of techniques
(psychophysics, eye-tracking, event-related potentials, fMRI, behavioral
genetics) as well as topic areas (motion, color, faces, objects, attention, ste-
reopsis, contrast, oculomotor control, and visual working memory).
Individual differences are useful to researchers with a variety of goals: At
the level of behavior, our speakers use individual differences to demon-
strate that diverse aspects of vision, for example perception and action,
rely upon common mechanisms; and that potentially seamless aspects of
vision, for example face and object processing, rely upon distinct mecha-
nisms. At the level of underlying biology, our speakers correlate individ-
ual differences with genetic and neural variation to uncover biological
substrates of functions such as stereopsis and visual working memory.

It is worth emphasizing that individual differences not only inform us
about basic functional and biological mechanisms. They also enhance our
understanding of how such mechanisms vary, easing the translation of
basic science for clinical use while helping to answer the question: “What
is this visual mechanism good for?

This symposium is the first demonstration of the broad utility of individ-
ual differences-based methods to vision science. Our target audience: Any-
one who is curious about the origins or consequences of individual
differences observed in their own research, or who wants to know what
can be learned about basic visual mechanisms by systematically studying
such differences. Attendees from a variety of content areas should come
away with ideas for how to make use of individual differences in their
own work.

Presentations

S22 Cracking sensory codes using individual differences

David H. Peterzell; University of California at San Diego

The careful study of variability allows researchers to extract sensory, cog-
nitive, neural and genetic codes from data, and to discover their functional
interconnections. In this (mostly) non-statistical review and tutorial, I pro-
vide a short history of individual differences in vision and a general frame-
work for thinking about the various approaches presented at this
symposium. I show that variability in data is often systematic (not due to
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error). I review how I and others have harvested covariance and indepen-
dence to a) develop computational models of structures and processes
underlying human and animal vision, b) analyze and delineate the devel-
oping visual system, c) compare typical and abnormal visual systems, d)
relate visual behavior, anatomy, physiology and molecular biology, and e)
interrelate sensory processes and cognitive performance. My examples
will come primarily from my nearly 20 years of factor-analytic research on
spatiotemporal, chromatic, and attentional processing in adults and
infants. Past successes in studying individual differences in vision seem to
provide a roadmap for future discoveries.

S23 Faces and objects are processed by independent mecha-
nisms: Evidence from Individual differences

Galit Yovel; Tel Aviv University

It is well established that faces engage specialized mechanisms. However,
the nature of processing of these mechanisms and the extent to which they
are used for non-face stimuli are still under extensive investigation. Most
studies examining these questions have used the group-based approach, in
which differences across individuals are treated as noise. However, some
of the variance in visual processing abilities is reliable and can be used to
assess whether faces and objects are processed by common or distinct
mechanisms. Our first study examines whether information about the
shape of parts and the spacing among them in faces and non-face stimuli
are processed by distinct or common mechanisms. Our findings show that
spacing and parts are extracted by a common mechanism for only upright
faces, but by distinct mechanisms for inverted faces and non-face stimuli.
In the second experiment we examined the recent findings that bodies may
be processed by 'face-like' configural mechanisms. Our correlational analy-
ses showed that faces and bodies are processed by stimulus-specific, dis-
tinct mechanisms at perceptual stages, but by stimulus-general memory
mechanisms. Finally, in functional MRI studies we revealed that the vari-
ance in size or response of the FFA is closely linked to two wellestablished
face-specific behavioral effects: the face inversion effect and the left-visual-
field superiority in face recognition. Taken together, our studies show that
the individual differences approach can provide information that is com-
plementary to the traditional group-based approach and thus expand our
understanding on the nature and structure of perceptual mechanisms.

S24 Two distinct visual motion mechanisms for smooth pursuit,
and a behavioral genetic study of stereopsis

Jeremy B. Wilmer; University of Pennsylvania

I present two results whose inferences depend critically upon individual
differences: the first suggests that two distinct visual motion processing
mechanisms contribute independently to smooth pursuit eye movements;
the second suggests that individual differences in precision of stereoscopic
depth processing are substantially genetic.

Study 1. Smooth pursuit eye movements to a moving target are more accu-
rate after the first saccade than before, an enhancement that is poorly
understood. We present a novel individual differences based method for
identifying mechanisms underlying a physiological response, and use it to
test whether visual motion signals driving pursuit differ pre- and post-sac-
cade. Correlating moment-to-moment measurements of pursuit over time
with two psychophysical measures of speed estimation during fixation, we
find two independent associations across individuals. Presaccadic pursuit
acceleration is predicted by the precision of low level (motion energy
based) speed estimation, and postsaccadic pursuit precision is predicted
by the precision of high level (position tracking) speed estimation. These
results suggest that the precision of postsaccadic pursuit is determined by
a high level motion signal independent of the low level motion signal that
putatively drives pursuit acceleration presaccade.

Study 2. Large individual differences exist in stereoscopic depth process-
ing, yet the relative contribution of genes and environment to these differ-
ences is unknown. I present preliminary results from an ongoing twin
study, which suggest that a large portion of these differences may be
genetic in origin. This work provides a first step toward identifying genes
that influence stereopsis.
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S25  Visual working memory capacity as an index of attentional
control: A neurally-based individual differences approach
Edward K. Vogel; University of Oregon

The capacity of visual working memory is well known to be highly lim-
ited, but it is also known to vary considerably across individuals. Individ-
ual differences in memory capacity appear to be a stable trait of the
observer and are often positively correlated with many high-level aptitude
measures such as fluid intelligence and reasoning. In this presentation, I
will describe recent work from my laboratory in which we examine the
relationship between an individual's visual working memory capacity and
their ability to control the focus of selective attention. In particular, we use
a new event-related potential technique that allows us to measure the
active representations of objects within the focus of attention across differ-
ent task conditions. In general, we have found that low memory capacity
individuals are substantially poorer than high capacity individuals in
terms of their attentional filtering efficiency as well as in their ability to
attentionally track multiple moving objects. These results suggest a tight
relationship between the constructs of memory capacity and the control of
attention.

S26 Individual differences in perceptual norms

Michael A. Webster; University of Nevada, Reno

Many percepts are consistent with a norm-based code, in which stimuli are
represented relative to a prototype that has a neutral and potentially spe-
cial status. Individuals often differ in the stimuli that they judge as neutral.
Do these subjective differences reflect sensitivity differences in the norms
underlying visual coding? This question can be addressed by probing sen-
sitivity with adaptation, in order to define the neutral adapting stimulus.
For example, adapting to red causes the hue of stimuli to appear greener
and vice versa, and thus an intermediate adapting level can be found that
does not bias the observer’s achromatic point. This level reflects the intrin-
sic sensitivity norm of the mechanisms affected by the adaptation, and
should covary with the observers’ subjective white point if the norm is
established at the adaptation site. Conversely, a dissociation between sub-
jective and sensitivity norms predicts paradoxically that adaptation to a
stimulus that “appears” neutral will nevertheless induce an aftereffect.
Applications of these ideas will be illustrated for both color perception and
face perception. The same tests can also be applied to differences within a
single observer (e.g. at different retinal loci, or during development or
aging) and these will be illustrated by comparing perceptual norms and
adaptation tocolor and blur in the fovea and periphery. Such measures
provide a tool for exploring the relationships between visual coding and
phenomenology and for exploring how and at what levels norms are
established in visual representations.

S27 Developmental prosopagnosia

Ken Nakayama; Harvard University

Human beings vary widely in their ability to recognize faces. In a normal
population, there are a surprisingly large number of individuals whose
abilities are as poor as the classic cases of acquired prosopagnosia. Two
independent estimates place the frequency of developmental prosopag-
nosics (DP) at approximately 2%. This high incidence provides a unique
opportunity to examine the mechanisms of face processing. The pattern of
deficits in this large population support several key aspects of Bruce and
Young's theory on the architecture of face processing. This includes: (1) a
separate parallel stream for semantic knowledge about faces: emotion,
attractiveness, and gender. (2) a set of sequential stages(face detection, face
perception and face memory) each of which limits the performance of later
stages. We also report that prosopagnosia runs in families as do its differ-
ent forms (pure prosopagnosia vs prosopagnosia accompanied by "within
category" agnosia). This raises the possibility of two object level visual
functions having different genetic origins.

Natural Scene Understanding: Statistics, Recognition
and Representation

Friday, May 11, 3:30 - 5:30 pm, Hyatt Salons G/H
Organizers: Fei-Fei Li (Princeton University) & Aude Oliva (MIT)

Member-Initiated Symposia

Symposium Summary

From oriented bars to isolated objects, the field of vision science is moving
rapidly forward to uncover the mechanisms that enable the perception of
our visual world. Natural scene understanding therefore stands as one of
the most challenging and yet unsolved problems in vision: humans are
able to ascribe meanings to complex natural images, achieving a remark-
able level of understanding within a single glance and with little effort.
Over the last decade, researchers have made substantial progress toward
understanding the cognitive, neural and computational underpinning of
scene analysis. In this symposium, 6 speakers from representative
domains in the visual sciences will present an integrative view on the
mechanisms and representation subtending natural image understanding.
From computational analysis to studies of scene gist, each speaker will
offer a multidisciplinary view in their presentation, with the aim of inte-
grating classical theories with recent breakthroughs in the behavioral, cog-
nitive neuroscience and modeling aspects of scene understanding.

Dr. Simon Thorpe’s works using ERP studies on the speed of image cate-
gorization have challenged traditional theories of visual recognition. He
will review the speed at which natural image analysis occurs in the brain,
as well as introduce paradigms dedicated to evaluating the computational
constraints of feed-forward analysis. Addressing the topic of image statis-
tics from a cognitive neuroscience perspective, Dr. Bruno Olshausen will
describe the fundamental role of image statistics in shaping brain mecha-
nisms of natural image recognition. Next, leading the discussion to
address semantic comprehension, Dr. Russell Epstein will portray the
brain network involved in real world scene and place recognition based on
fMRI studies. Dr. Irving Biederman will describe a cognitive neuroscience
theory of how human emotion and preference shape our immediate per-
ception of the natural world. Dr. Aude Oliva will review computational
neuroscience accounts of scene gist understanding, and evaluate the role
of spatial layout and objects in place recognition. Finally, Dr. Fei-Fei Li will
further illustrate the striking robustness of natural scene and gist percep-
tion in behavioral studies, as well as present a computer vision model for
scene categorization in a Bayesian framework.

Presentations

S28 Natural scene categorization: from humans to computers
Fei-Fei Li; Princeton University

This talk will be divided into two halves. In the first half, we will discuss
psychophysics experiments that probe into the rapid perception of real-
world scenes by human subjects. Our experiments show that rapid natural
scene categorization can easily escape visual attention, while seemingly
much simpler stimuli cannot. We will also present a series of recent results
on experiments aimed to titrate how much humans can perceive from a
briefly presented real-world image. We propose a working definition of
the gist of a natural scene. In the second half of the talk, we will briefly
present a computer vision model for natural scene recognition based on
local patches and their textures. This probabilistic model attempts to char-
acterize natural scenes by grouping local patches into hidden themes, and
then themes into categories. We will shows experimental results of the
model using a dataset of 13 classes of natural scenes. (Joint work with
Asha Iyer, Rufin VanRullen, Christof Koch and Pietro Perona).

S29 Building the gist of the scene from spatial envelope proper-
ties

Aude Oliva; MIT

Human scene understanding is truly remarkable: with only a brief glance
at an image, we comprehend an abundance of information (spatial layout,
scene function, semantic label, etc). Traditionally, behavioral and model-
ing research in scene understanding has concentrated on the objects that a
scene contains. According to an object-centered approach, high-level scene
recognition would need first to parse the image input into candidate
objects, understand the identity of these objects as well as their relation-
ships and, with all of this information, interpret the scene before you. More
recent work has raised trouble for this account by demonstrating condi-
tions under which observers can categorize a scene without being able to
recognize its composite objects. Based on behavioral and computational
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evidence, we will describe a holistic and space-centered theory of scene
gist understanding, which does not rely on object analysis. The space-cen-
tered approach is based on a statistical summary of spatial layout proper-
ties of the scene (such as perspective, mean depth) that collectively
combined to provide superordinate and basic level description of the
scene. We will provide behavioral evidence that these properties are used
by human observers during rapid scene categorization as well as formal
evidence that these spatial layout properties alone can be sufficient for
comprehend the gist of real world scenes (Joint work with Michelle Greene
and Antonio Torralba).

S30 A neural basis of natural scene perceptual preference
Irvine Biederman; University of Southern California

Our selection of which movie to see, whether to stay in a conversation at a
party or freshen our drink, and where to look with our next fixation is
decidedly non random. What controls this selection when an individual is
not engaged in the classical survival modes of satisfying hunger, avoiding
harm, searching for her car keys, etc? And how can this expression of inter-
est be manifested in real time, at the rate of three visual fixations per sec-
ond? The surprising discovery of a gradient of mu-opioid receptors in
cortical areas associated with perception and cognition may provide the
key for understanding the spontaneous selectivity of perception and
thought. These receptors are sparse in the early sensory areas and dense in
the association areas. If we assume that experiences are preferred that
maximize this opioid activity, then preferred inputs will tend to be those
that are richly interpretable (not just complex) insofar as they would pro-
duce high activation of associative connections in areas that have the great-
est density of mu-opioid receptors. Once an input is experienced, however,
competitive learning would serve to reduce associative activity and hence
opioid activity, resulting in habituation and boredom. Behavioral and neu-
roimaging tests while viewing natural scenes provide some confirmation
of this account. This system serves to maximize the rate at which we
acquire new but interpretable information--rendering us infovores--and
leads to an understanding of the neural basis of visual scene and space aes-
thetics (Joint work with Xiaomin Yue and Edward Vessel).

S31 EEG and behavioral studies of object recognition in natural
images

Bruno Olshausen; University of California, Berkeley

Many studies have now shown that early stages of processing in the visual
system are well matched to the structure of natural images. Here we
explore how later stages of processing are matched to natural images by
using a combination of EEG and behavioral studies of object recognition.
Target-related responses to objects embedded in natural scenes arise in the
EEG between 150-300 ms, depending on reaction time, suggesting that the
timecourse of recognition is extremely fast but also varies with task diffi-
culty. Moreover, these neurophysiological signals appear to correspond to
post-sensory processes, meaning that perceptual categorization may occur
even earlier. When objects are only partially visible due to either occlusion
or deletion, subjects exhibit higher accuracy when occluders are present
rather than absent, suggesting that the visual system is well adapted to the
compositional structure of natural scenes. (Joint work with Jeff Johnson,
UC Davis)

S32  Neural systems for visual scene recognition

Russel Epstein, Ph.D.; University of Pennsylvania

fMRI studies have identified cortical regions that respond more strongly to
visual scenes such as landscapes, cityscapes, and rooms than to other stim-
uli such as faces or decontextualized objects. This network includes the
parahippocampal place area (PPA), retrosplenial cortex (RSC), and the
transverse occipital sulcus (TOS). These findings are intriguing when con-
sidered in the light of behavioral results that indicate that human observ-
ers can interpret visual scenes very rapidly. Thus, one possibility is that
these regions form a network for scene recognition, which might be com-
plementary to other cortical networks dedicated to face or object recogni-
tion. But what kind of scene recognition? Recent data from our laboratory
suggest that these regions might be particularly involved in location iden-
tification -- the use of visual information to identify one's location and ori-

16 Vision Sciences Society

VS§S 2007 Abstracts

entation within the larger spatial environment -- rather than other scene
recognition tasks such as scene categorization. Furthermore, our data
argue for a certain amount of specialization within the PPA-RSC-TOS cor-
tical network, with PPA and TOS more concerned with the perceptual rep-
resentation of the currently-visible scene and RSC more concerned with
linking the current scene to stored representations of the broader environ-
ment that extends beyond the current horizon. Thus, the preferential
response to scenes in these regions seems to reflect the engagement of
mechanisms that support the transformation of visual input into spatial
codes useful for navigation. These results indicate that scene recognition is
not a unitary phenomenon; rather, different neural circuits are engaged by
different scene recognition tasks.

S33 Ultra-rapid scene processing: Temporal constraints and
neural computation

Simone Thorpe, Ph.D.; Centre de Recherche Cerveau et Cognition - CNRS -
University P. Sabatier Toulouse 3

Ten years ago we reported that humans can decide whether a natural
scene contains an animal on the basis of roughly 150 ms of processing
(Thorpe et al, 1996). Recently, we have developed another experimental
paradigm using a saccadic choice task that demonstrates that underlying
processing must be even faster (Kirchner & Thorpe, 2006). When subjects
are presented with two images, they can initiate saccades to the side con-
taining an animal in as little as 130 ms. This time includes not just visual
processing but also response execution. Recently, we have found that the
speed with which these saccades can be initiated depends on the specific
target and is particularly fast for certain highly familiar visual forms such
as faces that elicit reliable saccades from just 100-110 ms. Few computa-
tional models are consistent with such severe constraints, but one option
uses the wave of spikes generated by the onset of the stimulus. Simulation
studies have shown that it is possible to develop robust selectivity for pat-
terns by learning which combinations of neurons in V1 fire first when the
stimulus is presented. Furthermore, we have found that an unsupervised
learning mechanism based on Spike Time Dependent Plasticity naturally
learn to detect those visual patterns that are particularly frequently present
in the input. We argue that this ability to rapidly detect important and fre-
quently occurring diagnostic feature combinations may be a key to under-
standing the extraordinary speed of scene processing. (Joint work with
Holle Kirchner, Sebastien Crouzet, Rudy Guyonneau & Tim Masquelier).

Neural Mechanisms of Depth Perception
Friday, May 11, 3:30 - 5:30 pm, Hyatt Salons C/D
Organizer: Peter H. Schiller (Massachusetts Institute of Technology)

Symposium Summary

Reconstruction of the third dimension in the visual scene from the two
dimensional images formed on the retina is one of the central tasks of the
visual system. To accomplish this several neural mechanisms have
evolved that can process such depth cues as disparity for stereoscopic
vision, motion parallax and shading. The past few years have provided us
with significant new findings about how these cues are processed in the
brain. The purpose of this symposium is to present some of the major new
advances that have been made by outstanding investigators in the field.
The speakers will present material based on both human and monkey psy-
chophysical studies, on physiological studies carried out in monkeys, and
will consider various relevant models of depth perception. The first
speaker, lan Howard, will review the evidence that depth can be created
by monocular zones. The second speaker, Suzanne McKee, will describe
how the images from the two eyes are combined to create a unique depth
map and what accounts for the exquisite sensitivity to relative disparity.
The third speaker, Ralph Freeman, will provide new facts about how sin-
gle neurons in area V1 encode the fine resolution of stereoscopic images
and how these findings bear on models of stereoscopic vision. The fourth
speaker, Gregory DeAngelis, will describe the role of extrastriate area MT
in stereoscopic depth perception. The last speaker, Peter Schiller, will
describe the role various retinal parallel channels play in stereopsis and
motion parallax.
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Presentations

S34 What role do the parallel channels of the retina play in the
processing of stereopsis and motion parallax?

Peter H. Schiller; Massachusetts Institute of Technology

Previous work has established that (1) the parasol retinal ganglion cells in
the primate retina receive convergent input from the red, green and blue
cones, have dendritic arbors and receptive fields three times those of
midget cells, and are not capable of processing information at high spatial
frequencies, and (2) the midget and koniocellular cells break down color
information along two major axes, the red/green and the blue/yellow
(Derrington, Krauskopf and Lennie, 1984). We have developed a random-
dot display that can provide disparity and motion parallax cues separately
or in combination. By systematically manipulating the spatial frequency
and chrominance of the display, the parallel channels of the retina could be
selectively inactivated. The parasol system was rendered unresponsive by
using high-spatial-frequency isoluminant random dot displays. When this
was done, performance of the animals was greatly attenuated on the
motion parallax task but was largely unaffected on the disparity task sug-
gesting that in monkeys the parasol system plays a central role in the pro-
cessing of motion parallax information. The red/green and blue/yellow
axes in our experiments were selectively activated by presenting cone iso-
lating displays at isoluminance. When this was done, performance of the
monkeys on the disparity task remained outstanding with red/green dis-
plays, but became significantly impaired with blue/yellow display sug-
gesting that the red/green midget cells of the retina play a central role in
processing stereopsis and that the blue/yellow midget and koniocellular
cells play a minor role in this process.

Stereoscopic phenomena that present difficulties for disparity-detection
mechanisms.

S35 Stereoscopic phenomena that present difficulties for dis-
parity-detection mechanisms

Ian P. Howard; Centre for Vision Research, York University

I will review binocular depth effects that disparity-detection mechanisms
do not seem to explain. We can detect the sign of depth of a vertical line
with up to about 10° of disparity relative to a fixated line, with both lines
on the midline. There are three problems for this stimulus. 1) The images
in the two eyes are in reversed order. 2) A fused image lies between the
disparate images. Thus, the disparity gradient is <2 and the disparate
images cannot be fused. 3) The disparate images project to opposite sides
of the brain. In each hemisphere there is a monocular image adjacent to a
fused image, which is Panum’s limiting case. But our results indicate that
disparity limits exceed those predicted from Panum’s limiting case. I will
discuss the possible relationships between DaVinci stereopsis and
Panum’s limiting case. Depth can be created by monocular zones that indi-
cate partial occlusion of one surface by another (DaVinci stereopsis).
Depth can also be created by monocular zones that create an impression of
transparency. Also, under certain circumstances, binocular rivalry can cre-
ate an impression of depth.

S36 Stereo matching and stereoacuity

Suzanne P. Mckee; Smith Kettlewell Eye Institute

Thirty years ago, the burning questions in stereopsis were 1) how are the
two monocular images combined to create a unique depth map and 2)
what accounts for our exquisite sensitivity (10 arcsec) to relative disparity.
We now believe that we have adequate answers for both these questions.
Any half-way decent computational algorithm can resolve the matching
ambiguity of a random dot stereogram; the secret is to use some combina-
tion of the distributed activity across scaled disparity detectors. Stereoacu-
ity, like all the other hyperacuities, is undoubtedly limited by the contrast
sensitivity of fine scale disparity detectors, probably hiding out in V1.
Curiously, the modelers who explain stereo matching seldom worry about
stereoacuity, perhaps because it seems like a passive property of the sys-
tem - if the disparity signal is above the noise, the homunculus will find it.
In fact, fine stereoacuity is not determined by the most sensitive disparity
mechanism. Instead it is contingent on stereo matching; the chosen match
determines whether the observer has access to the finest disparity signal.

Member-Initiated Symposia

Using wallpaper patterns that support multiple matches, we found that
stereoacuity could either be very poor or exquisitely fine without any
change in the physical stimulus. Our particular ‘wallpaper’ was a grating
segment, 6 deg in width. These segments are initially matched at the dis-
parity of the edges, in this case, a disparity of 20 arcmin. However, if the
eyes are converged steadily on a plane in front of the segment, the segment
appears to shift forward to the fixation plane after a few seconds. Stereoa-
cuity for the initial match at the edge disparity was about 60 arcsec; once
the match shifted to the fixation plane, thresholds fell to ~12 arcsec.

S37 The physiological basis of stereoscopic depth

Ralph Freeman; University of California, Berkeley

The fine resolution of stereoscopic vision is accomplished via a compari-
son of very small positional differences between left and right eye images.
The classical idea is that the required information is encoded by differ-
ences in receptive field positions of right and left eyes. An alternative
notion, based on the energy model, is that stereoscopic information is
encoded by a system in which differences in the internal structure of right
and left eye receptive fields are compared. These internal structural or
phase differences are then encoded. The required information is transmit-
ted to simple cells in the visual cortex. The information is then carried for-
ward in a hierarchical manner to a subset of complex cells which are
especially suited for the processing of depth information. A review will be
given of physiological data from studies of cats and monkeys that are rele-
vant to the alternative encoding notion.

S38 Roles of area MT in coarse and fine stereopsis revealed
through reversible inactivation

Gregory C. DeAngelis; Washington University School of Medicine
Although much is known about how single neurons signal disparity in
early stages of the visual cortex, the functional roles of different visual
areas in 3D vision remain largely unclear. With regard to area MT, we
have previously shown that microstimulation of MT influences coarse
depth judgments in the presence of noise (DeAngelis et al. 1998). However,
it has also been shown that permanent lesions of MT do not disrupt fine
depth discrimination (Schiller 1993). To clarify the roles of MT in coarse vs.
fine stereopsis, we have reversibly inactivated area MT (using muscimol)
in monkeys trained to perform both coarse and fine depth tasks. Prior to
any training on the fine depth task, inactivation of MT devastates perfor-
mance of the coarse depth task (as well as direction discrimination). How-
ever, after training on the fine depth task, MT inactivation has little or no
effect on coarse stereopsis (but still disrupts direction discrimination). MT
inactivation has no significant effect on the fine depth task, consistent with
the results of Schiller (1993). These results establish a selective role for MT
in coarse stereopsis, and demonstrate dramatic training-induced plasticity
in the 'read-out' of disparity signals from MT that inform perceptual deci-
sions. We suggest that this pattern of results is explained by the fact that
MT neurons represent absolute disparities, but do not code the relative
disparities needed for fine depth discrimination.

Classification Images in Vision Research

Friday, May 11, 3:30 - 5:30 pm, Hyatt Salons E/F

Organizer: Dario Ringach (Department of Neurobiology and Psychol-
ogy, UCLA)

Symposium Summary

The use of stochastic stimuli has been a hallmark in electrophysiological
studies of receptive fields in the visual system, from the retina to the visual
cortex. In recent years, however, analogous methods have also found
broad applicability in the design and analysis of psychophysical tasks.

A central goal of the symposium is to showcase the application of classifi-
cation images in a wide range of studies of visual perception. The five talks
proposed will address: (a) perceptual learning of Vernier acuity in amblyo-
pia (Dennis Levi and Roger Li), (b) the processing and detection of tex-
tured surfaces (Jonathan Victor and Mary Conte), (c) the study of
crowding in letter identification (Anirvan Nandy and Bosco Tjan), (d) the
investigation of the information driving eye movements and the underly-
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ing attentional mechanisms of spatial neglect in human patients (Miguel
Eckstein et al); and (e) the dynamics of contour grouping (Brian Keane,
Hongjing Lu and Phil Kellman).

Presentations

S39 Processing of low- and high-order image statistics studied
by classification images extracted via regularized regression
Jonathan D. Victor & Mary Conte; Department of Neurology & Neuro-
science, Weill Med Col Cornell University

Classification images (CI's) provide an appealing psychophysical strategy
to gain insight into the neural computations underlying visual perception
(Ahumada & Lovell JASA 1971; Eckstein & Ahumada, JOV 2002). Determi-
nation of CI's typically requires analysis of thousands of psychophysical
trials, and usually consists of "reverse correlation" of the psychophysical
responses with the individual trial images. It thus presents a computa-
tional problem similar to that of receptive field analysis and functional
brain imaging, both in terms of its highly multivariate nature and the
potential for inaccuracy due to chance correlations within the multivariate
dataset. Here, we determine Cl's in a texturediscrimination task, and adopt
strategies that have proven useful in imaging and receptive-field mapping
in an attempt to improve on a reverse correlation analysis.

Subjects were asked to identify the location of a 16 x 64-pixel texture-
defined target, which could appear at one of four positions within a 64 x
64-pixel background array. The target and the background texture were
chosen from a two-dimensional perceptual space of binary textures. One
axis in this space, gamma, specifies the bias in luminance statistics
(gamma= 1 for all white, 0 for a 50:50 mix, -1 for all black). The second axis,
alpha, specifies the bias in local fourth-order statistics (Julesz et al. 1978),
with alpha=1 for the "even" texture, and -1 for the "odd" texture. Gamma
and alpha vary independently within a gamut, and each pair uniquely
specifies a Markov random field texture. We varied the parameters along
eight rays emanating from the origin, over a range for which performance
varied from just above chance to near ceiling. Data from 4320 such trials
were collected from each of four subjects. As previously reported (Victor,
Chubb, & Conte, Vision Res. 2005) psychophysical performance along each
ray was well-described by a Weibull function with exponent near 2. Sensi-
tivity along the luminance axis (gamma) was approximately four times the
sensitivity along the fourth-order axis (alpha). For oblique directions, cues
combined in a manner consistent with probability summation, leading to
elliptical isodiscrimination contours. CI's were determined after prepro-
cessing each stimulus to create "derived images" that represented of pixel-
by-pixel estimates of gamma or alpha, reduction to a 32 x 32 grid, and
alignment to the perceived target location. Standard reverse correlation
yielded CI's that identified the footprint of the target but did not reveal
internal structure. These CI's showed no difference between derived
images based on gamma or alpha. While regression alone did not yield
useful CI's (the number of trials was only slightly larger than the number
of grid points), regression combined with regularization identified consis-
tent structure not seen in the reverse correlation Cl's. In particular, for reg-
ularized CI's based on luminance statistics, there is an accentuation at the
perceived target edge and attenuation in the interior of the target -- essen-
tially a Mach band. Regularized CI's based on local fourth-order correla-
tion show no interior scalloping within the target. That is, the regularized
CI's suggest that low-order statistics contribute to texture segmentation via
local comparisons, while high-order statistics are pooled over larger areas.
These findings were present with several kinds of regularization strategies
(ridge regression (Hastie et al. 2001), penalized regression (Machens et al.
2004), and a GIFA-like approach (Yokoo et al., 2001)), alone and in combi-
nation, for a wide range of regularization parameters. They demonstrate
the utility of such procedures in CI analysis, and that CI's reflecting nonlin-
ear processes may be readily obtained via analysis of appropriately
derived images.

5S40 Eclectic classification image investigations

Miguel Eckstein; Department of Psychology, University of California, Santa
Barbara
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We discuss two studies using classification images. In the first, we intro-
duce a new technique, saccade-contingent reverse correlation, that mea-
sures the time course of visual information accrual driving the first and
second saccades. Observers searched for a contrast-defined target among
distractors. Independent contrast noise was added to the target and dis-
tractors every 25 ms. Only noise presented in the time interval in which the
brain accumulates information will influence the saccadic decisions.
Therefore, we can retrieve the time course of saccadic information accrual
by averaging the time course of the noise, aligned to saccade initiation,
across all trials with saccades to distractors. Results show that before the
first saccade, visual information is being accumulated simultaneously for
the first and second saccades. Furthermore, information presented imme-
diately before the first saccade is not used in making the first saccadic deci-
sion but instead is stored and used by the neural processes driving the
second saccade. In the second study, we describe how the classification
image method was successfully used to study attentional mechanisms in
two patients with spatial neglect.

S41 Psychophysical Reverse correlation — a new tool for learn-
ing about learning in normal and amblyopic vision

Denis Levi & Roger Li; School of Optometry, University of California, Ber-
kely

Studies of perceptual learning suggest that the adult brain shows a
remarkable of plasticity, both in normal and amblyopic vision. A key ques-
tion is what is learned? Psychophysical reverse correlation can be used to
retrieve “perceptive fields” (classification images or templates) that are
remarkably similar to analogous receptive fields in single neurons (Neri &
Levi, 2006). However, standard reverse correlation procedures often
require many thousands of trials, so they are not well suited to capturing
the changes that may occur during perceptual learning. We have devel-
oped a very efficient method reverse correlation method using a Vernier
acuity target made of discrete samples, each subjected to binary positional
noise to estimate the behavioral perceptive field in as little as 100 trials,
and a novel “ten-pass” method to quantify the internal noise that limits
position acuity. Our results show that in normal foveal vision, perceptual
learning results in a roughly 25% improvement in performance. This
improvement is accompanied by a re-tuning of the perceptive field, mak-
ing it more efficient, and the observer more acute, over the course of 3000
trials. In contrast, adults with amblyopia show substantially greater learn-
ing over the course of more than 30 kilotrials, with a marked change in the
perceptive field and a considerable reduction in internal noise. We believe
that this slow learning is unprecedented in normal vision. Understanding
the time-course, limits and mechanisms involved is essential to under-
standing the neural changes that occur both in perceptual learning and in
the course of treatment of amblyopia.

S42 The nature of letter crowding as revealed by first- and sec-
ond-order classification images

Bosco Tjan & Arnivan Nandy; University of Southern California

Visual crowding refers to the marked inability to identify an otherwise
perfectly identifiable object when it is flanked by other objects. Crowding
places a significant limit on form vision in the visual periphery; its mecha-
nism is, however, unknown. Building on the method of signal-clamped
classification images (Tjan & Nandy, 2006), we developed a series of first-
and second-order classification-image techniques to investigate the nature

“u

of crowding without presupposing any model of crowding. Using an “o
vs. “x” letter-identification task, we found that: 1) crowding significantly
reduced the contrast of first-order classification images, although it did not
alter the shape of the classification images; 2) response errors during
crowding were strongly correlated with the spatial structures of the flank-
ers that resembled those of the erroneously perceived targets; 3) crowding
had no systematic effect on intrinsic spatial uncertainty of an observer nor
did it suppress feature detection; and 4) analysis of the second-order classi-
fication images revealed that crowding reduced the amount of valid fea-
tures used by the visual system while at the same time it increased the
amount invalid features used. Our findings strongly support the feature
mis- localization or source confusion hypothesis as one of the proximal
contributors of crowding. Our data also agrees with the inappropriate fea-
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ture integration account with the requirement that feature integration be a
competitive process. However, the feature masking account and a front-
end version of the spatial attention account of crowding are not supported
by our data.

543 Classification images of spatiotemporal illusory figures:
Interpretations and implications

Brian Keane, Honjing Lu, & Phil Kellman; Department of Psychology,
UCLA

A major goal of vision science is to understand how the visual system rep-
resents the shape of static or moving objects, given the inconstancies asso-
ciated with dynamic environments (due to occlusion, articulation, etc.).
We investigated this issue by examining interpolation between fragments
that appear sequentially. Interpolation between simultaneously presented
object parts is affected by the luminance of points near the interpolation
path (Gold, Murray, Bennett, & Sekuler, 2000), but here we examine if the
same result holds when object parts are separated by gaps in space and
time. In two experiments, participants discriminated sequentially pre-
sented “fat” and “thin” noise-corrupted figures, when the figures were sta-
tionary or moving, and when the vertical connections across gaps were
either real (real condition), interpolated (illusory condition) or absent
(fragmented condition). For both stationary and moving objects, resulting
classification images reveal that noise pixels affect discrimination perfor-
mance comparably in the real and illusory conditions, but significantly less
so in the fragmented condition. Thus whether object parts are presented
simultaneously or sequentially, interpolated shape depends partly on the
luminance information near interpolation paths. We then offer a novel
interpretation of classification image characteristics, such as contrast polar-
ity, and suggest that noise pixels in the fat/thin task bias interpolation in a
way that is consistent with perceived object lightness. We derive implica-
tions of our interpretation, and conclude by addressing potential criticisms
of classification imaging as a tool for understanding visual representa-
tions.
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Friday, May 11, 5:45 - 8:45 pm, Municipal Auditorium

Face Perception: Experience and Contfext (101-119)
Eye Movements: Cognitive | (120-132)

2D Motion | (133-140)

Perceptual Learning | (141-150)

Rivalry and Bi-stability | (151-164)

3D Perception: Cue Integration (165-173)

Cortical Receptive Fields and Perception (174-182)

Face Perception:
Experience and Context
Author Presents: 7:15 - 8:45 pm

A1 101 View-invariant representation of unfamiliar faces in
the fusiform face area

Galit Yovel® (galit@freud.tau.ac.il), Inbal Bartal'; 'Department of Psychology,
Tel Aviv University, Israel

The role of the FFA in the processing of face identity has been convincingly
demonstrated in several studies. However, it is still unclear whether face
identity information is represented in a view-invariant or view-specific
manner. Specifically for unfamiliar faces, most studies that examined this
question concluded that the FFA representation is view-specific. In the
current study we used an event-related fMR-adaptation paradigm with a
very short delay (ISI=150 ms) between the first and second face. Subjects
viewed sequential presentation of pairs of same-view unfamiliar faces that
were of the same-identity or different-identity, as well as pairs of same-
identity/ different-view faces that differed in 30, 60 or 90 degrees. Behav-
ioral data we collected in a sequential face matching task show that sub-
jects discrimiated pairs of faces that differed in 30 and 60 degrees as well as
two same-view faces, but performance deteriorated for faces that differed
in 90 degrees. Functional MRI findings showed higher response to differ-
ent-identity /same-view than same-identity/same-view pairs of faces
(fMR-adaptation effect), which replicates pervious reports. Importantly,
consistent with our behavioral findings, we found an fMR-adaptation
effect for same-identity/ different-view pairs of faces that differed in 30 or
60 degrees, but not for same-identity/different-view faces that differed in
90 degrees. Our results suggest that the representation of the identity of
unfamiliar faces in the FFA is view-invariant, at least for angular differ-
ences of 30 and 60 degrees. We hypothesize that the FFA maintains such a
general identity representation for a very short period of time and there-
fore it has not been revealed in fMRI repetition studies that have employed
longer repetition delays.

Acknowledgement: supported by a grant from the Adams Super Center for Brain
Studies

A2 102 FMR-adaptation reveals a view-invariant representa-

tion for familiar faces in the fusiform face area.

Timothy — Andrews!  (tandrews@psych.york.ac.uk), ~ Michael — Ewbank’

IDepartment of Psychology, University of York, York UK, 2MRC Cognition and
Brain Sciences Unit, Cambridge UK

Recognising complex objects, such as faces, is a simple and effortless pro-
cess for most human observers. However, as we move about or as gaze or
expression change, the size and shape of the face image on the retina also
changes. To facilitate recognition, the visual system must take into account
these sources of variation. The aim of this study was to explore whether
face recognition is dependent on a viewpoint-dependent or viewpoint-
invariant neural representation. Using the technique of fMR-adaptation,
we measured the MR response to repeated images of the same face. We
report that activity in the face-selective FFA was reduced following
repeated presentations of the same face. This adaptation was similar for
both familiar and unfamiliar faces. To establish if the neural representation
of faces in the FFA was invariant to changes in viewpoint, we varied the
viewing angle of the face between successive presentations. We found that
adaptation to familiar faces was apparent across all changes in viewpoint.
In contrast, we found signficant adaptation in the FFA to unfamiliar faces
only occurred when the viewing angle between successive images was 2
degrees or less. Face-selective regions in the superior temporal lobe failed
to adapt to repeated presentations of the same face. These results are con-
sistent with cognitive models of face perception that predict a view-invari-
ant neural representation underlies the recognition of familiar faces.

A3 103 Our own faces: perceiving fluctuating asymmetry in
the highly familiar objects

Kazuya Ishibashi® (isibasi@lit.kobe-u.ac.jp), Shinichi Kita; IDepartment of Psy-
chology, Kobe University, Japan

The human visual system shows skilled performance in perceiving famil-
iar objects. Visual search experiments have been employed to investigate
this superiority of familiar objects. One of the most useful indexes is search
asymmetry that familiar targets are less detectable than unfamiliar ones
against the homogeneous background. Familiarity concerns faces. Faces
are almost symmetrical, but strictly speaking, they are pseudo-symmetri-
cal because of the slight differences between normal and mirror-reversed
images of them. The present study focuses on this fluctuating asymmetry
by examining if the human visual system draws a line between the normal
and mirror-reversed images of our own faces in the visual search experi-
ment. Before examining the facial asymmetry, we confirmed the validity of
search asymmetry by comparing the search performance for our own faces
and that for other faces. Observers made a slower response in the condi-
tion of their detecting the image of their own faces against the background
of the images of others than in the reversed condition. This asymmetrical
result reflected the specialty in perceiving our own faces. The same proce-
dure was applied to examine the discrimination between the normal and
mirror-reversed images of our own faces. The result showed the availabil-
ity of the slight differences between the normal and mirror-reversed
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images of observers' own faces. This acute sensitivity thus yielded search
asymmetry that better performance was obtained in the condition that the
observers searched the mirror-reversed image among normal images com-
pared with the reversed condition. This search asymmetry reflected the
advantage of mirror-image over the normal image in familiarity. The
human visual system holds a refined representation for our own faces as
mirror-reversal. Such sensitivity may refer to the upper-bound of the
visual ability for objects, because daily experiences of viewing the mirror-
reversed face in the mirror have sharpened the sensitivity up to the highest
level.

A4 104 The importance of spatial frequency and familiarity in
face recognition

Karin Pilz"? (karin.pilz@tuebingen.mpg.de), Heinrich Biilthoff', Quoc Vuong®;
IMax Planck Institute for Biological Cybernetics, Tiibingen, Germany, *Graduate
School of Neural and Behavioural Sciences, Tiibingen, Germany, Division of
Psychology, Newcastle University, Newcastle upon Tyne

Using a delayed visual search paradigm, we showed that non-rigidly mov-
ing faces are better encoded than static faces (Pilz. Thornton and Biilthoff,
2006). In this task, observers learned one dynamic and one static face, and
then searched for either target in a static search array. Here, we used high
(HSF) and low (LSF) frequency filtered faces during visual search to inves-
tigate whether the difference lies in the encoding of different spatial fre-
quencies. In Experiment 1 (N=12), we used a learning procedure which
only required observers to rate the targets along different character traits.
We found no advantage for dynamically-learned faces, but HSF faces were
recognized more accurately (p<.05). In Experiment 2, we used our previ-
ous learning procedure which required observers to assess both targets’
personality and facial features using a detailed questionnaire. Observers
(N=8) were faster at finding dynamically-learned faces (p<.05), and more
accurate at finding LSF faces (p=0.07). Taken together, these results show
that the nature of learning can affect face encoding strategies. Further-
more, the frequency effects suggest that less familiar faces may be recog-
nized more from features than from configural information. In Experiment
3, we tested whether the dynamic advantage was due to the higher famil-
iarity of dynamically-learned faces. Observers (N=8) searched for a col-
league and an unfamiliar face, learned with the procedure from
Experiment 2. We found that observers were faster (p<.01) and more accu-
rate (p<.01) at finding their colleagues, which suggests that the dynamic
advantage partly depends on the level of familiarity with the target face.

A5 105 Sex matters when you ask the right question: What
affects eye movements in face comparison tasks?

Regine Armann’ (regine.armann@tuebingen.mpg.de), Isabelle Buelthoff'; "Max
Planck-Institut for Biological Cybernetics, Tuebingen, Germany

Eye-tracking studies on face perception have mostly investigated
observer’s eye movement behavior when studying single faces. However,
in day-to-day situations, humans also compare faces or try to match a per-
son's face to a photograph. During comparison, facial information remains
visually accessible. This frees observers from time and encoding con-
straints (Galpin & Underwood, 2005). Here, we present eye movement
data of participants required to compare two faces that were presented
side by side. We used (1) two different tasks (discrimination or categoriza-
tion), and (2) two types of face stimuli: faces differing either in identity or
in sex. In addition, we varied for (3) task difficulty i.e. the similarity of the
two faces in a pair. Eye-fixations in predefined facial regions were
recorded and analyzed, for example, with regards to their frequency and
duration. Our findings reveal, for instance, that the eyes were fixated more
often in the discrimination tasks (38% of all fixations) than in the categori-
zation task (29%), while the total number of fixations increased signifi-
cantly with increasing task difficulty (p < 0.001 in all cases, N=20). Faces
differing in sex were more difficult to discriminate than faces differing in
identity (63 % versus 76 % correct responses), which was reflected by
increased fixations to face pairs that differed in sex (14.4 versus 11.8 fixa-
tions per trial). Unexpectedly, we found a striking effect of tasks on perfor-
mance measures, as over 80 % of participants could detect the more
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feminine of two faces (categorization task) even at the most similar level,
but for the same face pairs their performance in a discrimination task was
less than 30 % correct. Viewing behavior of male and female participants
differed, but only when the sex of the faces was relevant for the task.

Aé 106 Influence of encoding context on face recognition

Isabelle Biilthoff! (isabelle.buelthoff@tuebingen.mpg.de), Quoc Vuong?; 1Max-
Planck-Institut fiir biologische Kybernetik, Tiibingen, Germany, >Division of Psy-
chology, Newcastle University, Newcastle upon Tyne, UK

We quickly and automatically categorize faces, for example, as Asian or
Caucasian, or as male or female. At the same time we are also good at rec-
ognizing individual faces. One issue is whether face categorization and
recognition are parallel or serial processes. Here we investigated whether
the presence of other faces of the same category interacts with the recogni-
tion of individual faces. More specifically: Do participants encode a more
robust face representation when there is more than one face of the same
race as the encoded face? To investigate this question we used sets of six
faces which had different numbers of Caucasian and Asian faces (1-5, 3-3,
and 5-1). On each trial, Caucasian participants performed an ancillary task
to insure that they looked at all faces during an encoding stage. Subse-
quently, their recognition performance was tested in a same/ different task
on a single target face in each set . The results of two experiments showed
that Caucasian participants were more accurate at recognizing Caucasian
targets when five same-race faces were present instead of a single same-
race face, while this effect was not evident for Asian targets. Surprisingly,
the participants were significantly better at recognizing Asian than Cauca-
sian targets in 3-3 sets. A similar series of experiments using novel objects
instead of faces tested possible alternative explanations such as similarity
and expertise . Overall, the effect of encoding context suggests that face
categorization and recognition processes interact, pointing to a high
degree of interdependency of these two processes.

A7 107 The role of surface and shape information in the other-
race face effect

Caroline Michel® (caroline.michel@psp.ucl.ac.be), Bruno Rossion!, William
Hayward?, Isabelle Buelthoff, Quoc Vuong®; Unite Cognition et Developpement
et laboratoire de neurophysiologie, UCL, ouvain-la-neuve, Belgium, Department
of Psychology, University of Hong Kong, Hong Kong, 3Max Planck Institute for
Biological Cybernetics, Tiibingen, Germany

Both shape and surface dimensions play an important role in face (e.g.
O’Toole et al., 1999) and race recognition (Hill et al., 1995). However, the
relative contribution of these cues to other-race (OR) face recognition has
not been investigated. Some facial properties may be diagnostic in one race
but not in the other (e.g. Valentine, 1991). Observers of different races
would rely on facial cues that are diagnostic for their own-race faces, a
phenomenon which could partly explain our relative difficulty at recog-
nizing OR faces at the individual level (the so-called other-race effect).
Here, we tested this hypothesis by examining the relative role of shape and
surface properties in the other-race effect (ORE). For this purpose, we used
Asian and Caucasian faces from the MPI face database (Vetter & Blanz,
1999) so that we could vary both shape and surface information, only
shape information (in which the surface texture was averaged across indi-
vidual faces of the same race), or only surface information (in which shape
was averaged). The ORE was measured in Asian and Caucasian partici-
pants using an old/new recognition task. When faces varied along both
shape and surface dimensions, Asians and Caucasians showed a strong
ORE (i.e. a better recognition performance for same- than other-race faces).
With faces varying along only shape dimensions, the ORE was no longer
observed in Asians, but remained present in Caucasians. Finally, when
presented with faces varying only along surface dimensions, the ORE was
not found for Caucasians whereas it was present in Asians. These results
suggest that the difficulty in recognizing OR faces for Asian observers can
be partly due to their inability to discriminate among surface properties of
OR faces, whereas ORE for Caucasian participants would be mainly due to
their inability to discriminate among shape cues of OR faces.
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Women, but not men, prefer to fixate on the right side

Joan Chiao’ (jchino@northwestern.edu), Steven anconzril; INorthwestern Uni-
versity

Previous studies have shown that people perceive greater emotion from
the right-side relative to the left side of the face. Additionally, females have
been shown to have greater emotional acuity relative to males. Here we
examined gender differences in face perception using eye-tracking. Female
and male participants viewed pictures of female and male neutral faces,
separated by blank intervals, and were asked intentionally encoded each
face while eye movements were recorded. Each of the total 33,000 fixations
were coded as falling in one of 22 individual face regions. For each subject,
the average percentage of the 5 second looking time spent in each region
was calculated, and 4 regions were fixated a standard deviation more than
the rest. Results indicate that females preferred to look at the eye region
significantly more than males, regardless of the gender of the face target.
Moreover, females especially preferred to look at the right eye relative to
the left eye o! f both female and male faces while males did not demon-
strate a laterality preference. By contrast, males spent significantly more
time looking at the upper nose region relative to females, regardless of
whether they were looking at a male or female face. Taken together, these
results reveal a striking gender difference in the visual strategy employed
during face encoding, and this lateralization difference in perceptual strat-
egy may have further implications for understanding how and why gen-
der differences in emotional acuity occur.

A9 109 Jane and Ling: Holistic Processing and Sensitivity to
the Spacing of Features in Own- versus Other-race Faces

Natalie Elms! (natalie.elms@brocku.ca ), Catherine Mondloch?, Daphne Maurer’;
Ipsychology Department, Brock University, Ontario, Canada, *Department of
Psychology, Neuroscience & Behaviour, McMaster University, Ontario, Canada

Adults' expert face recognition is limited to the kinds of faces they encoun-
ter on a daily basis (typically upright human faces of the same race).
Adults process own-race faces holistically (i.e., as a gestalt) and are exquis-
itely sensitive to small differences among faces in the spacing of features.
Previously we showed that adults' expertise is shaped by experience: they
were 9% more accurate in seeing differences in the spacing of features in
upright human than in upright monkey faces (Mondloch et al., 2006). Here
we report evidence for poorer processing of spacing among features in
other-race than in own-race faces, despite matching physical differences
and despite evidence for robust holistic processing of other-race faces. We
tested Caucasian adults (n=30) living in rural Pennsylvania who had mini-
mal exposure to other-race faces. We created four versions of two faces
(Chinese and Caucasian) that differed only in the spacing of features. Par-
ticipants showed an own-race advantage when making same/different
judgments (p < .01), consistent with two recent studies that used different
manipulations of spacing cues (Hayward et al., in press; Rhodes, et al.,
2006). We also tested them on a composite face task (Young et al., 1987), a
measure of holistic processing. Adults find it difficult to recognize that the
top halves of two faces are the same when they are aligned with different
bottoms; their accuracy improves when the two halves are misaligned, a
manipulation that disrupts holistic processing. The size of this composite
face effect did not differ with race of face (p > .20), in contrast to the results
of Michel et al. (2006). The results indicate that an other-race disadvantage
for the processing of the differences among faces in the spacing of features
can co-exist with holistic processing.

A10 110 The face of race: Revedling the visual prototype of
Black and White faces in Caucasian subjects

Daniel Fiset! (fisetda@uuic.ca), Brandon Wagurl, James Tanakal, Frederic
Gosselin®3, Daniel Bub'; 'Department of Psychology, University of Victoria,
Departement de Psychologie, Universite de Montreal, 3Centre de Recherche en
Neuropsychologie et Cognition

Poster Session A

What is the information mediating race categorization? Mangini & Bieder-
man (2004; see also Konsevitch & Tyler, 2004) have recently proposed an
original application of the reverse-correlation technique in which the base
stimulus (i.e. the stimulus on which the decision is done) is ambiguous
with respect to the task at hand (e.g. in a task where the subject had to
identify John Travolta and Tom Cruise, the stimulus was a morph of both).
This methodology permits to reveal the information mediating face classi-
fication and the combination of the noise classification image with the base
stimulus explicitly shows the prototype used by the subject for the deci-
sion process in the task. We selected 6 faces of White and Black men. Each
pair of black/white faces (36 possible combinations) was morphed by
incorporating different amount of the black and white faces (e.g. 10%
white, 90% Black; 16% white, 84% Black and so on) to find the combination
that led observers to categorize the stimulus as Black (or White), 50% of the
time. We then asked 5 subjects to categorize 10,000 times the resulting 36
ambiguous stimuli embedded in white Gaussian noise. The subjects were
unaware that each base face was ambiguous with respect to race, with only
the noise tipping one way or the other. We then computed the classifica-
tion image by subtracting the average noise fields for which the subjects
responded “White”, from the average noise fields for which they
responded “Black”. The resulting classification images, computed on an
individual basis, reveal what information mediates race categorization as
well as the prototype used by each subject to respond. These results will be
discussed in relation to the racial prejudices shown by each individual
subject.

A11 111 Face adaptation does not improve perceptual
salience

Minna Ng¥? (mng@salk.edu), Geoﬁcrezy Boynton?, Ione Fine’; 1Psychology Dept,
University of California, San Diego, “Systems Neurobiology, The Salk Institute
for Biological Studies, 3Department of Ophthalmology, Zilkha Neurogenetic Insti-
tute, University of Southern California

Purpose: Adaptation to female faces makes a face that was previously seen
as gender-neutral appear male (Webster et al., 2004). This face adaptation
technique has been widely used as a tool for examining selectivity for
properties such as identity and expression. Here, we asked what might be
the perceptual benefit of selective face adaptation by examining whether
adaptation affects the relative salience of faces. Methods: Subjects were
pre-adapted for 3 minutes to a series of faces (1 face/sec). Adaptor faces
belonged to 3 of 4 categories, for example: male Asian, female Caucasian,
and male Caucasian. On each trial subjects were asked to detect target
faces in either a rapid serial visual presentation (RSVP) or visual search
(VS) task. Each subject was tested on two target categories: an unadapted
category (female Asian in this example), and a fully adapted category
(male Caucasian). Each trial was followed by a 12 sec top-up adaptation
period. Each target category was tested in a separate session, and in each
session we measured performance both before and after adaptation. All
combinations of adaptors and targets were tested for each subject. In the
2IFC RSVP task, subjects were asked to indicate which interval contained a
face belonging to the target category. Masks consisted of faces belonging to
the remaining three categories. Percent correct was measured as a function
of presentation rate. In the VS task, 4 faces appeared simultaneously: the
target and faces from the remaining three categories. Subjects reported the
spatial location of the target. Response time and accuracy was recorded.
Results: We found no evidence that adaptation affects saliency. We saw no
effects of adaptation between fully adapted and the non-adapted targets,
in either task, both within and across subjects.

Acknowledgement: EY12925, EY14645

A12 112 Squirrel monkeys’ (Saimili sciureus) peculiar facial
recognition in the discrimination between own and other spe-
cies.

Ryuzaburo Nakata? (ryu3@din.or.jp), Yoshihisa Osada’; Rikkyo University,
2]SPS Research Fellow

Vision Sciences Society 23

=
o
Q
<
=
o
(%]
a
o
)




%)
S
(0]
-—
0
(o]
o
P
O
3
S
w

Poster Session A

PURPOSE: Previous research shows that squirrel monkeys have two dif-
ferent strategies for facial recognition in the individual discrimination of
their own species and those of other species: one strategy is similar to that
of humans, while the other is specific to squirrel monkeys. But it is unclear
whether the monkeys use the same strategies for the discrimination
between faces of their own and other species. This is the question we
explore in this research.

METHOD: Subjects were two squirrel monkeys. The stimuli were faces of
squirrel monkeys and humans, which were unfamiliar to the subjects. In
the training phase, the subjects were trained to discriminate between
squirrel monkey and human faces so as to achieve a performance of 80%
correct. In the test phase, we introduced several types of probe stimuli.
Presented were only some facial features of the training stimuli (e.g., con-
figuration of eyes, outer facial boundary and so on), and the whole body of
both species.

RESULTS AND DISCUSSION: One monkey could discriminate between
his own and other species. The configuration of eyes had a significant
effect (binominal test < .05) on the discriminating performance in choosing
other species in distinction from his own species. Furthermore, the mon-
key could use outside features of monkey faces in choosing his own spe-
cies. These results suggest that squirrel monkeys utilize the same cues for
discrimination between species through facial recognition as well as for
individual discrimination between their own species. These two alterna-
tive strategies of facial recognition may reflect the face information includ-
ing both communality to comprehensive species and peculiarity to
particular species.

Acknowledgement: This work was supported by RARC (Rikkyo Amusement
Research Center) and JSPS Research Fellowship for Young Scientists.

A13 113 Universality and cultural specificity in social domi-
nance perception: Effects of gender and culture on facial judg-
ments

Donna Bridg61 (jchiao@northwestern.edu), Zhang Lil, Michelle Tsao’, Joan
Chiao®; "Department of Psychology, Northwestern University

People are able to rapidly infer social dominance from facial cues. What
aspects of social dominance perception are universal and culturally-speci-
fied? In this experiment, participants viewed greyscale images of Cauca-
sian and Chinese male and female facial postures, varying in eye gaze
direction (i.e. direct or averted) and vertical head orientation (i.e. up,
straight or down), followed by a greyscale mask. Presentation duration
was parametrically varied (i.e. 17ms, 33ms, 68ms, 167ms, unlimited) and
participants were asked to judge how dominant each face seemed on a Lik-
ert scale of 1 (not at all) to 7 (very much). All groups of participants judged
male faces as significantly more dominant to female faces. By contrast,
Caucasian-American and native-born Chinese participants judged own-
culture faces as significantly more dominant relative to other-culture faces.
Interestingly, Chinese participants living in America did not show a signif-
icant difference in judgments of social dominance for Chinese and Cauca-
sian faces. Hence, the effect of gender on perceived social dominance did
not vary across groups of participants; however, culture had a significant
effect on perceived social dominance such that faces of one's own cultural
group were perceived as more dominant relative to faces of individuals
from another culture, except in participants with a bicultural identity who
perceived faces of both cultures as equally dominant. These results reveal
both universality and cultural specificity in facial judgments of social dom-
inance.

Al14 114 What drives the political gender gap?: The role of
gender on facial judgments of politicians

Nicholas E. Bowman’ (nickbowman80@gmail.com), Joan Y. Chiao'; Department
of Psychology, Northwestern University

In U.S. electoral politics, men are more likely to run and be elected to polit-
ical office (Fox and Lawless, 2004). Moreover, previous research demon-
strates that perceived competence from facial appearance alone can predict
the outcome and margin of victory in political races, such as the U.S. Sen-

24  Vision Sciences Society

VS§S 2007 Abstracts

ate and U.S. House of Representative elections (Todorov et al., 2005). How-
ever, little is known about the role of gender on facial judgments of elected
political officials. Here we examine the role of gender on facial judgments
of male and female winners of recent U.S. House of Representative races.
Twenty-three college-aged participants judged how competent, dominant,
warm and approachable the faces of elected U.S. Representative leaders
seemed on a Likert scale from 1 (not at all) to 7 (very much). All partici-
pants judged faces of male politicians as significantly more competent rel-
ative to female politicians. Moreover, participants judged the faces of
female politicians as significantly more dominant and more approachable
relative to faces of male politicians. There was no difference in perceived
warmth of male and female elected officials' faces. These results suggest
that the political gender gap may be driven by differences in perceived
competence of male and female political leaders from the face and that
female politicians who are elected, succeed potentially due to a highly
dominant and approachable facial appearance.

A15 115 Who's looking at you? Gender and familiarity modu-
late gaze cueing.

Jocelyn L. Sy" (sy@psych.ucsb.edu), Barry Giesbrecht'; 'University of California,
Santa Barbara

Gaze direction is an important social cue that can induce shifts of attention
(Friesen & Kingstone, 1998). Recent studies have found that familiarity of
male faces modulates the degree that gaze directs attention in females but
not in males (Deaner et al., 2006). It is possible that this familiarity effect is
unique to female viewers, however, it is also possible that the familiarity
effect occurs in both genders but is strongest when the gaze is displayed by
the opposite gender. We tested these two hypotheses by manipulating the
familiarity of both male and female face-cues. In the 'familiar' condition,
participants were exposed to, and tested on, information about the identity
and background of a male and a female face. In the 'unfamiliar' condition,
the same participants were exposed to different male and female faces, but
were not given any information about them. Each trial began with the pre-
sentation of a familiar or unfamiliar face with the eyes diverted to the left
or right. Participants discriminated a target letter presented in the gazed-at
or the non-gazed-at location. The face-target SOA ranged from 147-1200
ms and the gaze direction did not predict the target location. The analysis
revealed an interaction between familiarity, target location (gazed-at vs.
not-gazed-at), face gender, and participant gender. In the unfamiliar con-
dition, gaze cueing was greater when the genders of the face and partici-
pant were the same than when the genders were different. The reverse
pattern was found for familiar faces: gaze cueing was largest when the face
and participant genders were different than when the genders were the
same. Results suggest that the extent to which both women and men are
sensitive to gaze direction depends on familiarity and the gender of the
observer in relation to the gender of other individuals.

Acknowledgement: Bailey Bondura

A16 116 Associating reward and loss with faces: Effects on
rapid face recognition

Jennifer O'Brien’ (psp020@bangor.ac.uk), Jane E. Raymond’; TUniversity of
Wales, Bangor

Previous studies (using visual search, change blindness, and the atten-
tional blink) have shown that when complex images such as faces are
extremely familiar, they are encoded more quickly and require less atten-
tion to be processed than other less familiar stimuli. This suggests that
repeated exposure to stimuli alters perceptual processing. Another body of
work has shown that emotionally salient stimuli are also processed faster
and require less attention than non-valenced stimuli. It in not clear, either
for familiarity or emotional valence, how perceptual processing advan-
tages are achieved. To address this question and to bring familiarity and
emotionality together, we combined an associative learning task with
visual perceptual tasks. Animal studies indicate that learned reward and
loss value of stimuli have different effects on amygdala activity (Paz et al.,
2006) that could potentially modulate activity in visual cortex via
amygdalate-cortical pathways (Amaral & Price, 1984). Thus associative
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learning might modulate perceptual processing. To test this we exposed
participants to face stimuli that were differentially associated with reward
or loss in an effort to control the emotional value of faces whilst controlling
for their perceptual exposure. Participants learned associations with com-
puter-generated faces by playing a simple betting game. Faces were shown
in pairs and participants had to choose between them in attempt to maxi-
mize payoff. Each face was associated with a probability (high or low) of
gain, loss, or no financial outcome. (Different faces were used for different
participants eliminating item effects.) After training, we quantified face
perception by measuring the minimum stimulus onset asynchrony
between a target face stimulus and a scrambled-face mask needed for crite-
ria detection. We also measured detection of trained faces as the second
target in an attentional blink task. The results indicate that reward and
punishment learning have consequences for perceptual processing.

A17 117 Self-range defined by gaze perception is robust
against the size and viewing distance variations.

Yuko Isogaya® (gayan-tky@umin.ac.jp), Kazushi Maruya®3, Yutaka Nakajima®,
Yusuke Tani®, Takao Sato*; IDepurtmznt of Mental Health, Graduate School of
Medicine, The University of Tokyo, 2Department of Medicine, Jikei Univesity,
3Department of Psychology, Vanderbilt University, *Department of Psychology,
Graduate School of Humanities and sociology, The University of Tokyo,
SIntelligent Modeling Laboratory, the University of Tokyo

Self-range is defined as a range of gaze direction of a looker within which
the perceiver feels like he/she is being looked at. In our past study, by
using actual-size pictures displayed on a CRT screen, we found that the
viewing-distance does not affect the decision. This means that the gaze
perception does not depend on geometric calculations. In this study, to
further pursue this point, we measured gaze perception larger faces while
varying the face size and the viewing distance. The stimuli were full-color
pictures of four young persons with gaze shifted in 11 steps between 15
degs to the right and to the left of the center. Three stimulus sizes (10-, 5-,
2.5-times of the actual size) and two viewing distances (570 cm, 285 cm)
were used. The experiment was conducted by sessions, and the stimulus
size was fixed within a session. The size was varied within participant, and
the distance was varied between participants. Participants were asked to
judge whether the stimulus person was looking at them. It was found that
the estimated self-range within which % being-looked-at is higher than 50
% was fairly constant over the size and distance. The averaged values for
all conditions fell within 2.5 to 3 degs either to the right or to the left from
the center, and they were consistent with our past results with actual-size
pictures. The present results indicate that perceivers’ judgments whether
they are being looked at are little affected by the size and distance. That is,
perceivers do not convey geometric calculation using the deviation angle,
the viewing distance, and the face size. Rather, their judgments seem to
depend solely on figural cues, especially the pupil position within eyes.

Acknowledgement: KM & YN were supported by a grant from JSPS.

A18 118 The development of face discrimination skill in infants

Yumiko Otsuka’? (yiu15793@nifty.com), So Kanazawa®, Masami Yamaguchi*,
Hervé Abdi®, Alice O' Toole®; 'Chuo University, 2Japan Society for the Promotion
of Science, 3Shukutoku University, *PRESTO Japan Science & Technology
Agency, SThe University of Texas at Dallas

Recent developmental studies provided evidence that a few months of
experience can be sufficient to induce preference for own race faces in
young infants (Kelly et al., 2005; Bar-Haim et al., 2006). The aim of the
present study was to explore the effect of facial experience on the develop-
ment of face discrimination skill in infancy. Specifically, we examined the
face discrimination ability of Japanese infants using Japanese faces and
Caucasian faces.

A total of 48 Japanese infants aged 3-4 and 7-8 months participated in the
present study. The guardians of these infants reported that infants had lit-
tle or no experience with Caucasian people in their daily life. Stimuli were
monochromatic pictures of female Japanese/ Caucasian faces with the
same hair style. Half of the infants at each age group were assigned ran-
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domly to the Japanese face discrimination condition, and the rest of the
infants were assigned to the Caucasian face discrimination condition.
Infants were familiarized with a face for 60 seconds, and then were shown
a familiar face and novel face side by side. In this paradigm, we infer that
infants have discriminated between the faces, if they show a preference for
the novel face.

Both the 3-4 and 7-8 month old infants showed a significant preference for
a novel face in the Japanese face condition, but showed no preference in
the Caucasian face condition. These results suggest that Japanese infants in
both age groups discriminated only Japanese faces. Our findings are con-
sistent with previous studies that found preference for own race faces in 3-
month-olds (Kelly et al., 2005; Bar-Haim et al., 2006), and that found better
recognition of own race face in 3-month-old Caucasian infants (Sangrigoli
& De Schonen, 2004). We will provide further data from additional experi-
ments that systematically changed discriminability of the faces using mor-
phing technique.

Acknowledgement: We would like to thank Dr. Hiroshi Yamada for providing us
with images of Japanese faces collected for the face database project at Nihon Uni-
versity (FIND). This study was supported by RISTEX and PRESTO, Japan Sci-
ence and Technology Agency, and by a Grant-in-Aid for scientific research
(18000090) from the Japan Society for the Promotion of Science.

A19 119 Infants’ brain activity on perception of different view
faces using Near-infrared spectroscopy

Emi Nakato™? (enakato@komazawa-u.ac.jp),  Yumiko Otsuka®3,  Akira
Midorikawa®, Masami K Yamaguchi® *, Ryusuke Kakigi® ®; Department of Psy-
chology, Chuo University, *Department of Psychology, Komazawa University,
3Japan Society for the Promotion of Science, *PRESTO, Japan Science and Tech-
nology Agency, ®National Institute for Physiological Sciences, °RISTEX, Japan
Science and Technology Agency

Recently, near infrared spectroscopy (NIRS) has been clarified awake
infants’ brain activity on face processing (Otsuka et al., 2006). They demon-
strated that the concentration of oxyhemoglobin (oxy-Hb) and total hemo-
globin (total-Hb) significantly increased in the right lateral area during
presenting only upright faces, not inverted faces. This study suggests that
5-month-old infants recognize faces based on the specific mechanism in
their brain.

In the present study, we investigated that (1) the measurement of infants’
brain activity on perceiving frontal and profile views using NIRS and (2)
the developmental changes of brain responses on both left and right tem-
poral regions by comparing between 5- and 8-month-old infants.

Several studies indicated 6- to 8-month-olds could discriminate unfamiliar
faces on different views such as three-quarter and profile views (Fagan,
1976; Nakato et al., submitted). By 8 months of age, infants can recognize
faces from not only frontal but also profile views.

The participants were 13 healty infants, six 5-month-olds and seven 8-
month-olds. Full color photo images of 5 vegetables, 5 unfamiliar female
frontal and profile views were presented, and infants looked each photo
image passively as long as they could.

Our finding was that the hemodynamic response increased in the right
temporal regions at both frontal and profile views presentations. It sug-
gests that there is an advantage of the right hemisphere in the infants’ face
perception, consisted with our previous NIRS study (Otsuka et al., 2006).
As for the developmental change, in 5-month-old infants, the concentra-
tion of oxy- and total-Hb increased only during frontal views presentation.
By contrast, in 8-month-olds the concentration of oxy- and total-Hb
increased during both frontal and profile views presentations. Our hemo-
dynamic data suggest that not 5 but 8-month-old infants would have an
ability of the view-invariant representation of faces.

Vision Sciences Society 25

=
o
Q
<
=
o
(%]
a
o
)




%)
S
(0]
-—
0
(o]
o
P
O
3
S
w

Poster Session A

Eye Movements: Cognitive |
Author Presents: 5:45-7:15 pm

A20 120 Effect of training to an area-cue on human saccadic
eye movements.

Olga Savina' (olga.savina@mcgill.ca), Andre Bergeronl, Daniel Guitton;
IMcGill University

Introduction. Eye movement latency to targets can be shortened by
advanced preparation of saccadic programs. Specifically, advanced sac-
cade preparation can be enhanced through training to attend to a specific
location in space (Paré & Munoz, 1996). However, people often know the
area where a target will appear rather than its precise location. Here, we
investigated how saccades were affected by training to attend to a circular
area within which a target appeared at random locations. Additionally, we
looked at how training to attend to an area of one size influenced saccades
to targets presented in a larger circular area.

Methods. Each trial began with a central fixation point, followed by simul-
taneously presenting a circular area-cue (6° or 10° diameter), for 400ms.
These disappeared, and following a gap period (170ms or 220ms), the tar-
get was flashed for 68ms. Participants were required to quickly and accu-
rately saccade to the target once it appeared. Saccade reaction time and
position were recorded. To prevent anticipatory saccades, catch trials were
included in pre- and post-training sessions where some targets were pre-
sented outside the area-cues. During the training sessions, the target was
always presented within a 6° area at random locations.

Results. Post-training goal-directed saccades were mostly anticipatory.
Participants each developed a preferred region inside the trained area,
where post-training anticipatory saccades were directed. This preferred
region scaled with cued-area size, i.e. post-training distributions of sac-
cade-end points greatly overlapped once normalized for cued-area posi-
tion and size. From the preferred region subjects often generated visually
driven corrective saccades to the target inside the area cue. Over all, there
was no speed-accuracy trade off.

Discussion. Present findings show that oculomotor preparations extend to
areas, not just to a single target location. Compared to pre-training, the
learned strategy assures that targets are acquired more quickly without
loss of accuracy.

Acknowledgement: This work was funded by the Canadian Institutes for Health
Research

A21 121 Dependence of Fixational Saccades on the Visual
Task and Image Fading Conditions

Martina Polettil (martinap@cns.bu.edu), Michele Ruccil; 1Boston University,
Cognitive and Neural Systems Department

Our eyes are constantly in motion, even during visual fixation, when peri-
ods of drifts alternate with small fixational saccades. It is known that
visual percepts tend to fade when images are stabilized on the retina.
However, it has long been debated whether, during natural viewing, fixa-
tional saccades have other functions in addition to preventing the visual
scene from fading. In this study, we examined the frequency of fixational
saccades under different viewing conditions and tasks. In agreement with
the results of previous studies, fixational saccades were highly influenced
by the visual task. The same subjects performed virtually no fixational sac-
cades while freely scanning a scene but exhibited, instead, frequent sac-
cades when discriminating the orientation of a grating. We also examined
the influence of image fading on fixational saccades. Natural images were
displayed for 10 s under 4 different fading conditions: (1) Sustained fixa-
tion. (2) Contrast fading; the contrast of the image was progressively low-
ered during presentation. (3) Frequency fading; the image was low-pass
filtered at a progressively lower cut-off frequency during presentation. (4)
Retinal stabilization. In conditions 2 and 3, the stimulus changed faster in
the periphery than at the center of the visual field to closely resemble natu-
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ral fading. Artificial fading had little effect on fixational saccades. The rate
and characteristics of fixational saccades measured in conditions 2 and 3
were identical to those measured under sustained fixation. Unexpectedly,
the rate of fixational saccades was significantly lower under retinal stabili-
zation, a condition which enhanced image fading. Furthermore, in control
experiments, fixational saccades were unaffected by increments in image
contrast and cut-off frequency, which simulated visibility enhancements.
These results do not support a causal relationship between image fading
and the production of fixational saccades.

Acknowledgement: Supported by NIH-EY015732

A22 122 Eye movements for active learning of objects

Thomas Tanner! (tanner@tuebingen.mpg.de), Roland Fleming!, Heinrich

Biilthoff'; 'Dept. Cognitive and Computational Psychophysics, Max-Planck-
Institute for Biological Cybernetics, Tiibingen, Germany

We investigated how humans use eye movements to direct their attention
to informative features in a categorization task. More specifically, we test
the hypothesis that eye movements are influenced by prior knowledge
about a task and by information gathered in previous fixations. Our novel
stimuli, which belonged to either one of two probabilistic classes, were
large circular contours with several regular perturbations at which the cur-
vature was varied as a continous feature dimension. With this design the
spatial separation of single features generally required several closer fixa-
tions to make a confident decision about class membership.

Each feature value varied stochastically from trial to trial according to a
characteristic distribution for each category (external noise). The features
were independent and varied in diagnosticity. Subjects had to learn the
categories by using immediate feedback about the true category after each
trial (4 subjects, 10 sessions of 250 trials). We estimated the internal noise,
which was much smaller then the external noise, based on an independent
experiment measuring curvature discrimination performance for different
eccentricites (0-12°), finding approx. linear decrease in sensitivity with
increasing curvature.

The subjects were able to learn to discriminate the categories (avg. perfor-
mance for ideal observer vs. subjects was 0.82 vs 0.68). Trial by trial flucta-
tions in performance follow the ideal observer (MAE 0.32). With increasing
expertise reaction times became shorter and fixations became more
focused, possibly reflecting the subjects' belief about relevant features. We
compare the results with Bayesian learner models which take into account
the peripheral fall-off in discriminability, while directing their attention to
the currently most informative features.

A23 123 Inefficient eye movements correlate with difficulties
in perceiving global stimuli in Balint's syndrome

Kirsten A. Dalrymple' (kdalrymple@psych.ubc.ca), Walter F. Bischof, David
Cameron’, Jason ].S. Barton>*, Alan Kingstone!; 'Department of Psychology,
University of British Columbia, ?Department of Computing Science, University
of Alberta, *Department of Visual Sciences and Ophthalmology, University of
British Columbia, *Department of Neurology, University of British Columbia

Patients with Balint's syndrome often report Local portions of visual
scenes, but not the Global percept. Other researchers have reported that
the eye movements of Balint’s patients while they identified Local and
Global levels of hierarchical letters do not differ between successful and
unsuccessful trials. We replicated and extended this experiment by record-
ing eye movements of a Balint’s patient (SL) and of controls while they
identified, on separate trials, letters at Global or Local levels of hierarchical
stimuli. Controls were highly accurate for Global and Local trials and
made only a few fixations, most of which landed at centre-screen. SL took
longer and made more fixations per second than controls, with fewer fixa-
tions to centre-screen. She had normal accuracy for identifying Local ele-
ments, but poor accuracy during Global trials. SL’s performance differed
between Global and Local tasks, with Global trials showing longer reaction
times, fewer fixations per second, and a lower proportion of fixations over-
lapping with the letter stimulus. When comparing SL’s successful to
unsuccessful Global trials, while there were no significant differences in
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the distribution of fixations in different regions of the screen, SL did have
shorter reaction times and a higher proportion of fixations overlapping
with the letter stimulus per second during successful trials than during
unsuccessful trials. We conclude that SL demonstrates a need to explore
Global and Local letters more than controls, reflecting her difficulty with
information accrual during fixations, consistent with her attentional diffi-
culties. The more difficult Global task is associated with a reduced fixation
rate and less fixation-stimulus overlap. Fixation-stimulus overlap is fur-
ther decreased in Global trials on which she made errors. These features
suggest that any preserved Global perception in SL may be dependent on
local fixations of the stimulus, consistent with a spatial constriction of
attention.

A24 124 More efficient scanning for familiar faces

Jennifer ]. Heisz! (heiszjj@mcmaster.ca), David 1. Shore'; 'Department of Psy-
chology, Neuroscience and Behaviour, McMaster University

The present study reveals changes in eye-movement patterns as newly
learned faces become more familiar. Observers received multiple expo-
sures to newly learned faces over four consecutive days. Recall tasks were
performed on all four days, and a recognition task was performed on the
fourth day. Eye-movement behaviour was compared across facial expo-
sure and task type. Overall, the eyes were viewed for longer and more
often than any other facial region, regardless of face familiarity. As a face
became more familiar observers made fewer fixations during recall and
recognition. In addition, with increased exposure observers sampled more
from the eyes and nose regions, and sampled less from the mouth, fore-
head, chin, and cheek regions. Interestingly, this observation was signifi-
cant for recall tasks, but not for recognition.

A25 125 Gaze duration differences during a complex scene
color preference test occur based on identical vs. dissimilar
scenes.

John Pospisil® (jpospisi@lexmark.com), Kelly Rutan'; Tmaging Sciences Depart-
ment, Consumer Product Division, Lexmark International

The majority of research on scene preference and eye movements assumes
that gaze time is positively correlated with attentional focus and decision-
making. Previous research also demonstrates that, at least when partici-
pants view faces, gaze time is positively correlated with perceived attrac-
tiveness of the stimuli.

Color preference testing in complex scenes requires rendering scenes with
identical content to show shifts in color space. This task is different that
other discrimination tasks in which an individual might compare dissimi-
lar stimuli (e.g. different faces to rate facial attractiveness). Furthermore, it
is assumed that when comparing stimuli that are identical except for color
shifts, a viewer compares the physical sample to a memory of an ideal or
appropriate color for the stimulus. In case of the latter, one's cognitive task
may shift from identifying the most-preferred scene to identifying the
scene most different from one's expectations. Accordingly, it was hypothe-
sized that when comparing dissimilar stimuli, participants would gaze
longer at the preferred sample in a 2AFC color preference test. In contrast,
it was hypothesized that participants would gaze longer at the least-pre-
ferred stimuli in a 2AFC color preference test comparing otherwise identi-
cal stimuli.

Participants wore a head-mounted eye tracking unit during a 2AFC color
preference test in which similar and dissimilar scenes were presented. To
isolate color as a variable and to minimize the effect of print artifacts, indi-
viduals were seated approximately two meters away from the stimuli. The
samples were illuminated by a Gretag-Macbeth light booth set to "cool
white". Results support both hypotheses. Participants gaze longer at the
least preferred samples when comparing identical scenes but longer at the
most preferred samples when comparing dissimilar stimuli.

A26 126 Mondrian, Eye Movements, and the Oblique Effect
James Schirillo® (schirija@ufu.edu); "Wake Forest University
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Observers prefer paintings by Mondrian in their original orientation com-
pared to when rotated - “The Oblique Effect” (Latto, et. al., 2000). We
tested whether eye movements provide any insight into this aesthetic bias.
We presented 8 Mondrian paintings (1921-1944) on a CRT in either their
original or seven rotated positions to 10 observers. These 64 images were
presented pseudo-randomly for 20 sec each while recording eye move-
ment fixation duration and saccade length. During the 5 sec ISI observers
used a 1-7 Likert-scale to report how (dis)pleasing they found each image.
In 6 cases an original orientation was judged as significantly more pleasing
that a rotated image, while a rotated image was preferred in 3 cases. Over-
all, over the 20 sec trial interval, fixation durations increased linearly,
where pleasing images fixation duration increased more than non-pleas-
ing images. Moreover, saccade distances oscillated over the viewing inter-
val; with the pleasing image fit being more variable (i.e., saccade distance
oscillations were larger) than the non-pleasing image fit. Both these find-
ings agree with earlier work by Nodine, Lochear and colleague; and sug-
gest that the more pleasing an abstract painting is, the greater the
diversive/specific types of image exploration become (Berlyne, 1971).

References:

Berlyne (1971). Aesthetics and Psychobiology. New York, Appleton-Cen-
tury Crofts.

Latto, Brain & Kelly (2000). An oblique effect in aesthetics: Homage to
Mondrian (1872-1944). Perception 29: 981-987.

Locher & Nodine (1987). Symmetry catches the eye. In: Eye Movements:
From Physiology to Cognition. O'Regan & Levy-Schoen. North-Holland,
Elsevier Science Publishers: 353-361.

Nodine, Locher & Krupinski (1993). The role of formal art training on per-
ception and aesthetic judgment of art compositions. Leonardo 26(3): 219-
237.

A27 127 Task dependence of space-time statistics at point of
gaze revealed by eye tracking in natural wooded environmen

Jeff Pelz! (pelz@cis.rit.edu), Constantin Rothkopf’, Christopher DeAngelis;
ICenter for Imaging Science, Rochester Institute of Technology, *Center for
Visual Science, Brain and Cognitive Sciences, University of Rochester

Theories of optimal coding propose to understand early sensory process-
ing of stimuli as being adapted to the statistics of the signals naturally
occurring when interacting with the environment. Given that perception is
active, the stimuli at the retina are dependent on oculomotor control and
therefore on the executed task. How do different tasks affect the statistics
of image features at the fixation location? In the past a number of studies
have shown that the features at fixation locations are different from those
selected randomly in natural scenes. Those results were obtained by sub-
jects looking at briefly presented static images of natural scenes subtend-
ing a limited visual angle in a laboratory environment while mostly
executing the so-called ‘free-view’ task. How do these results transfer from
the laboratory environment to real natural environments in which subjects
execute natural goal-directed behavior?

In order to address this question, eye movements of human subjects acting
in a natural wooded environment were tracked with a custom-made porta-
ble eye tracker. An HD-video camera mounted on a bicycle helmet
recorded the visual scene with a diagonal field of view of 75 degrees.

This high-resolution video allowed for the accurate analysis of visual fea-
tures at fixation location versus locations chosen randomly within the
visual scene. Three subjects each executed a search task, a ‘free-view” task
and a walking task. Each task had duration of approximately 90 seconds.
The eye tracker was calibrated between trials.

Here we report results from the analysis of the spatiotemporal autocorrela-
tion functions obtained from the natural scene sequences separately for the
three different tasks and sets of image patches chosen according to three
random sampling methods. The data show significant statistical differ-
ences between the tasks. We therefore conclude that theories of optimal
coding of sensory stimuli should take into account explicit task dependen-
cies.
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A28 128 Influence of perceived depth in a reverse perspec-
tive stimulus on vergence

Dagmar Wismeijer! (d.a.wismeijer@phys.uu.nl), Raymond van Ee!, Casper
Erkelensl; 1Helmholtz Institute, Utrecht University, The Netherlands

We investigated the influence of perceived depth on vergence eye move-
ments while binocularly viewing a reverse perspective stimulus. In a
reverse perspective stimulus, the perspective depth of a scene painted on a
3D surface strongly conflicts with the physical depth of the 3D surface.
Subjects unfamiliar with the reverse perspective stimulus usually perceive
the depth suggested by the perspective cue. Thus, of the two possible per-
ceived depths, the one induced by the perspective cue is highly favored
over the other one related to the physical dimensions of the 3D surface.

In an earlier experiment we did not find an influence of perceived surface
slant polarity on vergence while viewing a bistable slant rivalry stimulus
[ECVP 2006]. This negative result is not sufficient to conclude that such an
influence does not exist, as the vergence changes related to the perceived
slant may have been too small to be measurable. We hypothesize that as
perceived depth is stable while viewing the reverse perspective stimulus,
the influence of perceived depth on vergence ought to be stronger than in
the bistable stimulus experiment.

We used a stimulus inspired by a 3D reverse perspective model of Wade
and Hughes (“Cloudy Doors”, 1999). The stimulus (15x15 cm) was viewed
at a distance of 55 cm. Vergence changes predicted by the physical dimen-
sions of the surface were less than 1°. Vergence changes predicted by the
perceived depth, however, ranged from 0° to about 6° in the opposite
direction.

The results showed vergence changes of about 1° or less in directions pre-
dicted by the physical dimensions of the 3D surface. Thus, vergence
changes in binocular viewing conditions corresponded better with the pre-
dictions based on the physical dimensions of the surface than with the pre-
dictions based on the perceived illusory depth.

A29 129 Relating contrast statistics at fixation location to navi-
gational control law

Constantin Rothkopf! (crothkopf@bcs.rochester.edu), Dana Ballard?; Center for
Visual Science, University of Rochester, 2Department of Computer Science, Uni-
versity of Texas at Austin

The allocation of gaze is commonly thought to be determined by features
of visual stimuli. A number of studies have analyzed the statistical proper-
ties of features such as luminance, contrast, and spatial frequency content
at locations selected by gaze versus randomly chosen locations. Significant
differences were found between these two classes of regions but it remains
controversial whether such effects are correlational or causal. However
compelling evidence exists for the task dependence of visual attention.
Here we report results from an experiment that demonstrates that in a
navigational task in which subjects avoid obstacles and pickup objects the
feature statistics at fixation location are dependent on the ongoing task and
can be explained by the different control laws used in navigating towards
or around objects.

Ten human subjects walked along a path in a virtual environment and
were instructed to stay on the path and either avoid or pickup rectangular
objects. As previously reported, luminance contrast was elevated at fixa-
tion locations. However, mean contrast was significantly different when
subjects looked at objects when approaching them to pick them up (-5%)
and when they looked at the same objects in the context of walking around
them (+3%). The explanation for this is that the spatial distribution of fixa-
tions with respect to the objects depended on the type of interaction. When
approaching objects for pickup, subjects tended to look at their center
while when avoiding obstacles they tended to look at the object's edges.

This suggests that the local luminance contrast differences are not causal
but correlational. Depending on the ongoing task, subjects selected differ-
ent gaze targets such as edges versus centers so as to obtain relevant infor-
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mation for the control of movement. Thus different control laws in
navigating around or towards objects determine which information is
selected by the visual system.

A30 130 Saliency maps and ultra-rapid choice saccade tasks

Simon  Thorpe! (simon.thorpe@cerco.ups-tlse.fr), Sébastien Crouzet!, Holle
Kirchner'; 1CerCo, CNRS-Université Toulouse 3, F-31062, Toulouse, France

When two complex natural scenes are simultaneously flashed left and
right of fixation, subjects can make reliable saccades toward animal targets
in as little as 120 ms (Kirchner & Thorpe, Vis Res, 2006). This is less than
half the time required to perform a manual go/nogo task with the same
sort of material (Bacon-Macé et al, JEP:HPP in press). One feature of man-
ual tasks is that participants can easily switch between target categories
from block to block, for example, between animals and means of transport
(VanRullen & Thorpe, Perception, 2001), or between animal and human
faces (Rousselet et al., JOV, 2004). Here we tested whether subjects can also
easily reverse the target category in a choice saccade task. To our surprise,
we found very strong asymmetries. For example, when using photographs
of humans and means of transport, we found that when humans were the
target, saccades were initiated in as little as 100 ms with mean RT of 140 ms
and accuracy of 89%. However, using the same materiel, when the target
was a means of transport, performance was much poorer (mean RT = 170
ms, 71% correct). Furthermore, fast saccades were often made in the wrong
direction as if the eye is automatically drawn to one of the two stimuli.
Since there are populations of neurons that fire earlier to human faces than
to other classes of stimuli (Kiani et al, ] Neurophysiol, 2005), such neurons
could feed into a form of high-level saliency map and thus lead to very fast
saccadic reactions to important types of stimulus. However, unlike slower
manual responses, it may be that this sort of activation cannot be modu-
lated by top down control, making it difficult or maybe even impossible to
modify the target stimuli category from block to block.

Acknowledgement: EU Project Decisions in Motion, ANR "NatStats"

A31 131 The role of awareness in saccadic conditioning

James Tsel (jtse@binghamton.edu), Thomas Bakerz, Scott Adlerz, Peter
Gerhardstein'; 1Binghamton University SUNY, *York University

We investigated the role of awareness in eye movement conditioning in
adults using a modification of the infant cued visual expectation paradigm
reported in Adler, Zilberberg, and Chockalingam (VSS 2005). In Exp. 1,
participants observed a sequence of shapes each presented individually
one at a time on a computer display while their eye movements were
recorded. One group of the participants was presented with a sequence of
shapes that contained a Predictive cue-target relationship. Specifically, a
central cue shape would always predict the location (left or right) of a sub-
sequent target shape. The remaining group received a Non-predictive cue-
target relationship where the cue did not predict the target’s location. The
dependent measure was the proportion of correct anticipatory saccades to
the target’s location prior to its onset. Participants in the Predictive group
anticipated at a rate of .61, which was significantly above a chance rate of
.50. However, this anticipation rate was significantly lower than .75
reported with 6-month-old infants in other cued visual expectation stud-
ies. About half of the participants reported being explicitly aware of the
cue-target relationship and awareness was significantly correlated with
anticipation performance. In Exp. 2, participants were given various hints
about the cue-target relationship. The Partially Informed group was told to
look for a pattern in the sequence of shapes that may be present. The Fully
Informed group was explicitly told of the cue-target relationship. The hints
improved adults’ correct anticipations up to .88 (thereby establishing a
ceiling performance of the procedure). Again, awareness score was corre-
lated with anticipation performance. These findings are similar to studies
linking awareness to conditional responding in trace differential eye blink
conditioning (Clark, Manns, & Squire, 2002). We will also report on manip-
ulations intended to improve the rate of correct anticipations without the
use of instructional hints.
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A32 132 Control of sensorimotor variability

Laurent Madelain® (laurent.madelain@univ-lille3.fr), Lucie Champrenaut, Alan
Chauvin®; 'Laboratoire Ureca, Université Ch. De Gaulle Lille ITI, France

PURPOSE. Studies of reaction time distributions provide a useful quanti-
tative approach to understand decision processes at the neural level and at
the behavioral level. A strong relationship between the spread of latencies
and the median is generally accepted even though there has been no
attempt to disentangle experimentally these two parameters. Here we test
the ability to independently control the median and the variability in reac-
tion times. METHODS. Reaction times were measured in human subjects
instructed to make a discrimination between a target and a distractor in a
2AFC task. In a first experiment, saccadic latencies were measured. In a
second experiment, we used manual response reaction times. In each
experiment subjects were trained to produce four different reaction time
distributions. A reinforcing feedback was given depending on both the
variability and the median of the latency distributions. RESULTS. When
low variability was reinforced the standard deviation of reaction time dis-
tributions were reduced by a factor of two and when high variability was
reinforced, the standard deviation returned to baseline level. Our proce-
dure independently affected the spread and the median of the distribution
patterns. By fitting the latency distributions using the Reddi and Carpenter
LATER model, we found that these effects could be simulated by changing
the distribution of the noise affecting the decision process. Our results
demonstrate that learned contingencies can affect reaction time variability
and support the view that the so-called noise level in decision processes
can undergo long-term changes.

2D Motion |
Author Presents: 5:45-7:15 pm

A33 133 "Motion streaks" improve fine direction discrimination

Deborah  Apthorp'  (deborah.apthorp@gmail.com), David ~Alais', Peter
Wenderoth?; 'Department of Psychology, Faculty of Science, Sydney University,
2Department of Psychology, Division of Linguistics and Psychology, Macquarie
University

Due to temporal integration, fast-moving objects leave neural "streaks".
Because orientation perception is very finely tuned, Geisler (1999) sug-
gested signals from these streaks could combine with those from more
broadly-tuned motion-sensitive neurons to improve direction perception.
Here, in a direction discrimination experiment, we directly manipulate
streak length while holding other factors constant. In a 2IFC procedure,
subjects judged the direction of motion of RDKs (120ms) composed of
Gaussian blobs 12 min wide, moving horizontally at narrow directional
separations. Experiment 1: High contrast dots were either fixed-walk or
random-walk, with coherence held constant at 50%. Streak length was
manipulated by varying the number of fixed-walk frames. Five speeds
were tested (10, 5, 2.5, 1.25, 0.625°/sec) and three streak lengths (8, 4, 2
frames). At the faster speeds, direction discrimination thresholds were sig-
nificantly lower for long streaks, but not below a critical speed of around
2°/sec, similar to Geisler's estimated "streak threshold" of one dot width
per 100ms. Experiment 2: Contrast thresholds for detecting coherent
motion were measured at each speed and streak length. We found no dif-
ferences between streak lengths (and a U-shaped function of speed).
Experiment 3: Direction discrimination was performed at 2*contrast
threshold. The enhanced discrimination provided by long streaks was lost.
We conclude that direction discrimination is improved by the presence of
oriented "motion streaks". The loss of this advantage at low contrast prob-
ably reflects a weakened a streak signal, due to the shallow contrast
response functions for P-pathway units compared to M-pathway. Differ-
ent results were found using hard-edged dots, suggesting it is important to
control spatial frequency spectra by using Gaussian or DOG elements. It is
probable that natural scenes contain enough high spatial frequency infor-
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mation for streaks to be useful even at low speeds. The similar contrast
thresholds across streak lengths suggest that streak information is not used
in coherent motion detection.

A34 134 Effect of motion smear on perceived speed in low

luminance

Maryam Vaziri Pashkam! (mvaziri@fas.harvard.edu), Patrick Cavanagh';

Wision Sciences Laboratory, Department of Psychology, Harvard University

Surprisingly, perceived speed increases as luminance decreases (Vaziri-
Pashkam & Cavanagh, VSS 2006; Thompson et al, Vision Research 2006).
Here we propose that the visible trail that follows a moving object is the
cue to speed that causes the overestimation at low luminance. Motion
smear lengthens at higher speeds, hence its value as a cue to speed, but
smear must also lengthen with increased persistence - as is found at low
luminance (Di Lollo & Bischof, Psychological Bulletin 1995). To demon-
strate this with a moving stimulus, we presented a dot on a rotating disc
viewed in continuous light (incandescent DC source) at two difference
luminance levels. Subjects increased the rotation speed of the disc until the
dot appeared to trace out a continuous circle (Ptolemy, 150). As expected,
the criterion speed was slower (indicating greater persistence) at the lower
luminance. In the second experiment, the subjects matched the perceived
speed of two computer generated, rotating dot patterns, one at high lumi-
nance (1000 cd/m?2) and one at low (1 cd/m?2), while fixating between the
two. When the rotating dots had long lifetimes, the low luminance pattern
appeared to move faster than the high luminance pattern. However, when
the dots had short life times, the speed difference was greatly reduced.
Decreasing the dot lifetime decreases the possible length of the motion
smear (the persisting trace cannot be longer than the dot's path), removing
this cue from the display. The results of these two experiments suggest a
direct link between the amount of speed overestimation in dim light and
the perceived motion smear.

A35 135 Speed perception across variations in spatiotempo-
ral frequencies in apparent motion stimuli

Murthy Bhavaraju® (bvsm@cns.bu.edu), Ennio Mingolla'; 'Department of Cog-
nitive & Neural Systems, Boston University

Many pairs of spatial and temporal frequencies in a motion display that
result in the same stimulus speed for a moving object can produce differ-
ent speed percepts (Priebe NJ et al., ] Neurosci. 2003, 23(13): 5650-61). We
previously reported that judgments of the speed of an object depend on
the spatiotemporal frequency of the moving pattern in an inverted-U func-
tion, peaking at a specific spatial and temporal frequency combination
[http:/ /www journalofvision.org/4/8/84/]. The location of this peak is
largely independent of the size and shape of the object. In the present
series of experiments, with the use of high coherence dot motion stimuli,
we investigated the dependence of perceived speed on both spatial and
temporal frequencies. The perceived speed of the stimulus was estimated
using a 2AFC paradigm with interleaved QUEST staircases; subjects were
asked to pick the faster of the two spatially separated [6 deg eccentricity]
patches of dots moving in opposite directions. We systematically varied
the speed of the dots from 2 to 32 deg/sec such that there was an overlap
of the spatial and temporal frequency components across trials with differ-
ent speeds. Results indicate that observers are less sensitive to biases in
speed estimation caused by variations of spatial frequency at moderate
velocities than at the extremes. Also, as the actual speed increases, the
stimulus that appears faster tends to move toward lower spatial and
higher temporal frequencies. Moreover this shift is gradual over a range of
speeds. These results are in line with speed and spatial frequency correla-
tion of MT neuron responses (Priebe NJ et al., ] Neurosci. 2004, 24(8): 1907-
16) and predictions from multi-channel models of speed estimation, where
larger cells with bigger receptive fields encode higher velocities (Chey J et
al, Vision Res. 1998, 38(18): 2769-86).

Acknowledgement: Supported in part by the National Institutes of Health (NIH
F32-DC006782) the National Science Foundation (NSF EIA-01-30851, NSF
BCS-0235398, and NSF SBE-0354378) Office of Naval Research (ONR N00014-
01-1-0624)
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A36 136 Frames of reference for perceiving motion direction
in the human visual system

Mario L. Ruiz-Ruiz! (mario.ruizruiz@mcgill.ca), Julio C. Martinez-Trujillol;
ICognitive Neurophysiology Laboratory, Department of Physiology, Faculty of
Medicine, McGill University, Montreal, Canada

The problem of reference frame coding for visual-to-motor transforma-
tions has been widely investigated using a variety of stationary stimuli
and visuomotor tasks. Here we investigate the reference frame(s) for
motion direction perception in human subjects. We recorded behavioral
responses in 4 subjects while they performed a direction 'perception' + sac-
cade (experiment 1) and a direction discrimination + key-press-2AFC
(experiment 2) tasks. In experiment 1 a random dot pattern (RDP) moving
in one of 10 possible directions (from 0° in steps of 10° to 90°) was pre-
sented to the subjects during 400ms. After stimulus offset, subjects rotated
their heads 30° to the left around the anterior posterior axis and made a
saccade in the perceived direction. When comparing to a control condition,
in which the head remained stationary, we found that saccade trajectories,
mean saccade landing positions and saccade directional errors were not
affected by head rotations. In experiment 2 subjects compared the direc-
tion of two RDPs presented during 400ms each and separated by a 2000ms
time interval. We obtained psychometric curves in two conditions, a)
when subjects kept the head straight during the 2000ms interval, and b)
when subjects rotated the head 300 to the left during that interval. We
found that on average the curves point of subjective equality in the latter
condition was slightly displaced in the direction of the head tilt (from -
1.78° with the head straight to -2.76° with the head rotated). However, this
displacement was considerably smaller than the one predicted by a head/
eye-centered model of motion direction perception and much closer to the
predictions of a body/space centered model. These results argue against
the hypothesis that visual motion is encoded in a head/eye-centered frame
of reference. On the other hand, they suggest that motion direction is
encoded in a body/space-centered reference frame.

A37 137 Transparent-motion detection requires bimodal pop-
ulation activity

John A. Greenwood® (john.greenwood@anu.edu.au), Mark Edwards'; 1School of
Psychology, The Australian National University, Canberra, Australia

Transparent motion presents a major challenge for the motion-processing
system, as multiple global directions must be detected within the same
region of space. Some computational models have resolved this by extract-
ing the perceived directions from multiple activity peaks across the global-
motion population. However, recent electrophysiological evidence sug-
gests that population activity becomes unimodal when the angular separa-
tion between component directions is below 90° (Treue et al., 2000). Were
this the case, more complex operations would be required to detect trans-
parency with acute angular separations. Alternately, the averaged popula-
tion response may not reflect the specific activity used in transparent-
motion detection, particularly if the visual system relies on a subset of
detectors with narrow direction-tuning bandwidths. We thus sought to
determine the population activity produced by near-threshold transpar-
ent-motion stimuli using psychophysical techniques. Following adapta-
tion to transparent motion, population activity was assessed through the
elevation of unidirectional detection thresholds for several test directions.
Adaptation to suprathreshold and threshold-level angular separations
produced a bimodal pattern of elevation in detection thresholds, with
higher elevation for test stimuli moving in the component directions than
the mean direction. These peaks were lost at subthreshold angular separa-
tions, with equivalent threshold elevation for detection of the mean and
component directions. To quantify the height of these population activity
peaks, transparent-motion adaptation was also compared with unidirec-
tional adaptation at various coherence levels. With suprathreshold angular
separations, threshold elevation for the component directions was equiva-
lent to unidirectional adaptation with 50% coherence. Threshold elevation
for subthreshold angular separations approached that produced by 100%
coherent unidirectional motion. Thus, subthreshold angular separations
produce population activity resembling unidirectional motion in both
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shape and magnitude. Together, this suggests that bimodality is an essen-
tial requirement for transparent-motion detection, with peaks determined
by global-motion signal-to-noise processes.

Acknowledgement: Supported by an Australian Research Council grant
(#56505064).

A38 138 The Development of Sensitivity to First- and Second-
order Pattern versus Motion

Vickie Armstrong1 (armstrol@mcmaster.ca), Terri Lewis, Daphne Maurer;
IMcMaster University, Hamilton, Ontario, Canada

We measured sensitivity to first- and second-order pattern and motion in
5-,7-, and 10-year-old children and in adults. Luminance (FO) and contrast
(SO) were modulated over trials to measure the minimum modulation
yielding 82% correct responses. We measured thresholds for four different
conditions: the discrimination of the orientation (horizontal vs. vertical) of
a stationary pattern and the discrimination of direction of motion (left vs.
right) for three different combinations of temporal frequency (TF) and
velocity (V): TF =6 Hz, V=6 d/s; TF=15Hz V=6d/s; TF=15Hz V =
1.5 d/s. Adults and children (n=56/age grp) provided individual thresh-
olds for one of the four conditions and for both types of stimuli (FO & SO).
At all ages, observers were more sensitive to SO pattern than to SO motion,
but showed the opposite for FO stimuli (ps<0.001). This suggests that
information about pattern is necessary to discriminate the direction of SO
but not FO motion, as would be expected if SO motion, but not FO motion,
is processed using a feature tracking mechanism (Seiffert & Cavanagh,
1998). For SO stimuli, children achieved adult-like thresholds by 7 years of
age for all four conditions. Surprisingly, for FO motion, their thresholds
for pattern discrimination were not adult-like until 10 years of age and
even at that age, they were still immature at discriminating the direction of
motion in one condition: TF =1.5 Hz, V=6 d/s (p<0.001). The finding of
earlier maturity for some conditions of SO than FO stimuli is consistent
with recent findings in monkeys (Kiorpes, Gavlin, & El-Shamayleh, 2006).

A39 139 Effects of Flicker on Perceived Object Velocity

Michael Disch! (disch@socrates.berkeley.edu), Karen De Valois’; 'Psychology,
Holy Names University, 2Psychology, University of California, Berkeley

Purpose: To examine perceived speed for objects which flicker as they
move. Methods: Stimuli were luminance defined spots (0.45 deg, 30 cd/m?2
time-averaged luminance) on a dark background. Test stimuli flickered
and moved at a constant velocity. Chromatic conditions included isolumi-
nant flicker along either the LM or S axes. Chromatic contrasts were 8%,
15.3%, and 80% for the L, M, and S cones respectively. Luminance flicker
conditions included Michelson contrasts of 10.5%, 20%, 40%, and 80%.
Angular velocity of test stimuli ranged from 4 deg/sec to 32 deg/sec at
octave intervals. Test stimuli flickered at 2, 4, 8, or 16 Hz as square wave
alternations. Comparison stimuli moved at a constant velocity without
flickering. Subjects compared the forward speeds of translation of the two
stimuli. An interleaved 2AFC staircase method determined the compari-
son stimulus speed that appeared to match the translational speed of the
flickering spot. Direction of motion (left/right) and spatial position
(upper/lower) of the two stimuli were randomized on each trial. Stimulus
travel distance and starting location varied pseudorandomly. Results: Per-
ceived speed was minimally affected by chromatic flicker. S axis flicker led
to greater speed biases than did LM axis flicker, however, overestimations
never exceeded 4%, and were generally lower or non-existent. Overestima-
tion was maximal for slowly moving objects with low flicker rates and
quickly moving objects with high flicker rates. Luminance flicker at 8 and
16 Hz produced small speed overestimations, no greater than 6%, for
quickly moving objects in the 80% contrast condition only. Underestima-
tion was not found. Conclusion: Object based flicker for a constantly visi-
ble object has small effects on perceived speed. The greatest bias was seen
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for quickly moving objects with high flicker rates. However, research we
conducted previously found more substantial perceived speed biases for
luminance defined objects whose visibility was spatially sampled.

Acknowledgement: Supported by grants from the National Science Foundation
(IBN-01111059), the University of California Committee on Research, and the
University of California Transportation Center.

A40 140 Time-to-passage judgments reflect naive physics:
The cases of representational gravity and friction

Yuki Yamada® (yy@psycho.hes kyushu-u.ac.jp), Mai Yamaguchi!, Kayo Miura';
TKyushu University

Naive physics is one's own implicit knowledge about a universal physical
law. We measure the naive physics by introducing time-to-passage (TTP)
paradigm. In the TTP task, observers were asked to estimate the time dis-
tance for a moving target to pass behind a pre-determined landmark. In
Experiments 1 and 2, a circular target smoothly moved in a linear path and
on the way, was gradually occluded by a static screen rectangle. Addition-
ally, a luminance border parallel to the motion path was presented as a
pictorial cue evoking a ground surface. Since the motion path was oblique
(+45 or -45 deg) or horizontal, the target appeared as if it descended,
ascended or translated on the ground. As a result, when the target always
contacted the solid line, TTP was significantly shorter in the descending
condition than in the ascending condition. On the other hand, when the
target was slightly away from the border, no significant effect of the slope
of the motion path on the TTP was obtained. Therefore, the effect depends
on whether or not the target appeared to move on the ground. Next, in
Experiment 3, a black line was drawn on a diameter of the target stimulus
and expressed the spin of the target by the direction of its rotation. We
employed three types of spin, forward, backward, and no spin. The results
showed that only when the target attached on the ground the target with
backward spin led larger TTP than that with forward spin and with no
spin, and we concluded this effect was attributable to representational fric-
tion. Moreover, Experiment 4 suggested this friction effect was triggered
not only by visual cues but also by auditory cues. Our findings revealed
that TTP judgment can reflect motion impressions evoked by the naive
physics, representational gravity and friction.

Acknowledgement: This study was supported by Japan Society for the Promotion
of Science.
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Author Presents: 5:45-7:15 pm

A41 141 Action video game playing alters early visual pro-
cessing

Renjie Li® (1li@bcs.rochester.edu), Uri Polat?, Daphne Bavelier'; 'Brain and Cog-
nitive Sciences, U. of Rochester, 2Goldschleger Eye Research Institute, Tel Aviv
University, Tel Hashomer

Our past work indicates that action video game playing alters visual atten-
tion. Here, we investigate whether action video game playing may also
alter early visual processing.

The effects of action gaming on the organization of early vision were first
tested by characterizing the dynamics of lateral interactions using the par-
adigm of Polat & Sagi (2006). Contrast detection of a central Gabor Patch
(GP) flanked by lateral GPs was measured, as the timing between flankers
and target was varied to separately assess forward and backward mask-
ing. Reduced masking was noted in gamers (VGPs), especially in the case
of backward masking. The size of the masking effect varied as the orienta-
tion of the flankers shifted from collinear to orthogonal, indicating that the
changes observed indeed arise from visual areas that are early enough in
the visual hierarchy that orientation information still influences lateral
interactions.

Poster Session A

Changes in sensitivity of the visual system were then more directly
assessed by comparing the contrast sensitivity function of VGPs and non-
VGPs (GP for 60ms at spatial frequencies of 1,3,6,9,12 cycle/deg). VGPs
showed higher contrast sensitivity than non-VGPs, especially at medium
and high frequencies. Finally, the critical duration, or the exposure dura-
tion needed for contrast sensitivity to plateau, was found to be shorter in
VGPs than non-VGPs. Together these studies indicate enhanced contrast
sensitivity in VGPs.

The causal role of action game playing was established through a 50 hours
training study. As predicted, the action game trained group showed
reduced backward masking and shorter critical duration time than the
control trained group. Hence, the very act of playing action video games
improves visual sensitivity. This effect may be mediated through faster
processing time of local mechanisms and/or faster excitatory lateral inter-
actions after action gaming.

A42 142 Action videogame playing improves Bayesian infer-
ence for perceptual decision-making

C. Shawn Green>3 (csgreen@bcs.rochester.edu), Alexandre Pouget™>3, Daphne
Bavelier1'2'3; 1Brain and Cognitive Sciences, 2Center for Visual Sciences,
SUniversity of Rochester

Perhaps the most striking and consistently observed performance change
that occurs as a result of video game experience is a dramatic reduction in
reaction time. This result holds across a wide range of visual tasks, with on
average, action game experience resulting in a 15% reduction in reaction
time. Importantly, this reduction occurs without a concomitant reduction
in accuracy. We propose that this effect is due to improved Bayesian infer-
ence for perceptual decision-making in gamers.

To test this idea, we used a motion direction task in which subjects accu-
mulate evidence over time about the direction of motion of many simulta-
neously moving dots with the goal of making the proper decision for that
particular sensory stimulus. Typically in this task subjects take less time to
decide the direction of motion and do so more accurately when all the dots
move in the same direction (high coherence) than when some of the dots
move in different directions (low coherence). Reaction time and accuracy
can therefore be modeled as reflecting the quality of the information that is
accumulated until the subject makes a decision and executes a motor
response.

Using such a motion coherence paradigm in combination with models
developed by Palmer et al. (2005) and Ma et al. (2006), we show that the
performance improvement following action game playing can be captured
by more efficient integration of the sensory information on which the deci-
sion is based, or in other words a more faithful Bayesian inference step,
along with a reduction in decision criteria. The same approach, applied to
an auditory localization task, demonstrates that this enhancement general-
izes beyond the visual modality. Together, these results suggest that action
video game playing results in better Bayesian inference for perceptual
decision-making.

A43 143 Multidimensional Visual Statistical Learning

Phillip Isola® (phillip.isola@yale.edu), Nicholas Turk-Browne!, Brian Scholl';
IDepartment of Psychology, Yale University

Statistical relationships between objects in space and time are automati-
cally extracted via visual statistical learning (VSL). Such processing has
traditionally been thought to operate over visual objects, but visual input
is also highly structured at the level of individual surface features. Here
we studied VSL in temporal sequences of colored shapes, exploring how
features are combined into objects. Observers were familiarized to
sequences of colored shapes that appeared one at a time, with statistical
regularities present in the order of repeated shape subsequences. In Exper-
iment 1, half of these were bound-color subsequences, in which each shape
was always presented in its own unique color; the other half were random-
color subsequences, with colors randomly drawn upon each presentation
from a different set of possible values. During a later test phase, observers
repeatedly judged which of two shape subsequences -- now presented all
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in black -- was more familiar: one previously encountered during familiar-
ization vs. a misordered foil subsequence constructed from the same
shapes. Observers reliably chose the previously encountered subsequences
for both bound-color and random-color conditions. Since each shape had
been encountered equally often, this performance must reflect learning of
the shapes' statistical ordering. Moreover, performance in these conditions
did not differ, suggesting that the covariance between individual feature
values did not affect the expression of VSL for black shapes. In Experiment
2, however, familiarization consisted of only bound-color subsequences,
and performance at test with black shapes was significantly (and surpris-
ingly) lower. Thus, color appears to have been more integral for the
learned representations of the bound-color subsequences in Experiment 2 -
- compared to those same subsequences in Experiment 1, which were
encountered in the context of additional random-color subsequences. In
sum, what determines the input to VSL is the diagnosticity of feature
dimensions, not only of individual feature values.

URL: http./fwww.yale.edu/perception/

A44 144 Subliminal visual feature is learned better when spa-
tially closer to attended task

Shigeaki Nishina® (nishina@bu.edu), Aaron Seitzl, Mitsuo Kawato®, Takeo
Watanabe'; 'Department of Psychology, Boston University, 2ATR Computa-
tional Neuroscience Laboratories

It has been previously shown that task-irrelevant perceptual learning
(TIPL) can occur for stimuli that are presented at a different spatial loca-
tion from the attended task (Seitz and Watanabe, 2003). However, TIPL
was found to be restricted to the same visual hemifield as that in which the
attended task stimulus was presented (Nishina et al., VSS05). Here, we fur-
ther investigated the spatial profile of the task-irrelevant learning around
the attended location. During the training period, the participants per-
formed an attentionally demanded letter identification task (rapid serial
visual presentation, with SOA = 300 ms) presented at a single location,
while subthreshold static Gabor patches with noise were presented at
three different locations in the same visual hemifield. The orientations of
the Gabor patches were temporally paired with the target or distractor let-
ters in the letter task. The detection performance of Gabors was tested
before and after a seven days of training in which a different stimulus was
exposed at each location and orientation. The largest improvement was
found for the Gabors presented in closest proximity to the letter task. The
improvement was smaller at the intermediate location, and the smallest at
the most distal location. Our data indicate that the learning of the unat-
tended task-irrelevant visual feature strongly depends on the attended
location, with a gradual attenuation according to the spatial distance
between them. These results suggest that a learning signal that is spatially
tuned to the attended task incidentally facilitates the learning of nearby-
presented unattended visual features.

Acknowledgement: This research was supported by NSF BCS-0549036 and the
National Institute of Information and Communications Technology (NICT).

A45 145 While V1 activity enhancement that occurs immedi-
ately after PL training is nullified due to consolidation, the perfor-
mance enhancement sustains.

Yuko Yotsumoto™ (yuko@nmr.mgh.harvard.edu), Takeo Watanabe?, Yuka
Sasaki'; 'Martinos Center for Biomedical Imaging, Massachusetts General Hospi-
tal, 2Boston University

Perceptual learning (PL) is a manifestation of neural plasticity and is
known to last for months. Some studies have shown that PL increased
activity in the human primary visual cortex (V1) shortly after the behav-
ioral training. However, it is not clear how activity changes through/after
the consolidation period. We measured BOLD activity at four different
phases in 3 weeks of time course of PL. Six volunteers participated in a
series of sessions with visual texture discrimination task (Karni & Sagi,
1991). In training sessions, the target texture was presented only at the
upper left visual field and only behavioral performance was measured. In
fMRI sessions, the target texture was presented either at the trained visual
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quadrant (trained condition) or at the untrained visual quadrant (control
condition). Four fMRI sessions were scheduled (1) before the first training
session (pre-training), (2) on the next day of the first training session (post-
1), (3) on the next day of the 7th training session (post-2), and (4) approxi-
mately 2 weeks after the post-2 scan (post-3). We compared BOLD activity
in V1 between the trained and control conditions. First, no significant dif-
ference between these conditions was found at the pre-training scan. Sec-
ond, consistent with the previous studies, in the trained condition V1
activity was significantly higher at the earlier phase of PL (post-1 and post-
2). However, to our surprise, while the behavioral performance sustained
after post-2 scan, at post-3 scan, V1 activity decreased to the same level as
in the pre-training sessions. The parietal region showed no significant dif-
ference in the time course, ruling out the possibility of attentional artifact.
Our results suggest that the increased BOLD activity caused by PL is just a
transient state of neural plasticity and that downscaling neural activity
occurs with reorganization of visual cortex for consolidation of PL.

Acknowledgement: This study is funded by National Institutes of Health (R01
EY015980, R21 EY017737) to TW the ERATO Shimojo Implicit Brain Function
Project to YS. MRI was supported by National Center for Research Resources
P41RR14075, the Mental Illness and Neuroscience Discovery Institute, the Athi-
noula A. Martinos Center for Biomedical Imaging.

A4é6 146 Tracking changes in cortical responses as a function
of perceptual practice

Michael Wenger! (mjwl9@psu.edu), Christine Kapelewski!, Justin Erohl;
IPsychology, The Pennsylvania State University

We have previously documented that reliable reductions in contrast detec-
tion thresholds (as a function of practice) are accompanied by reliable
increases in false alarm rates. These increases in false alarm rates occur
with and without the presence of trial-by-trial feedback, and also occur
when observers practice the contrast detection task without the require-
ment of making explicit present/absent judgments. These patterns suggest
a liberal shift in response criterion in perceptual learning. However, the
lack of effects due to feedback call into question the extent to which these
shifts reflect decisional ("top-down") influences in a form of learning that
has typically been interpreted as reflecting changes at low levels of a feed-
forward system. The present study examines the relative responsiveness of
cortical regions (including V1-V2) to varying levels of contrast, before and
after practice with a contrast detection task. A twelve-day protocol was
used. On day 1, a multifocal visual evoked potential (mfVEP, Slotnick et al.
1999) procedure was used to localize neural regions responsive to contrast
onsets at known retinal locations. On days 2-11, observers practiced the
contrast detection task, using a 2I-2AFC staircase procedure, with stimuli
presented at a single, invariant location throughout practice. On day 12,
the mfVEP procedure was used, with variations in contrast at both trained
and untrained locations, and in the presence of valid and invalid cues for
spatial attention. The design allows examination of the responsiveness of
low levels of the visual system, at trained and untrained locations, and in
the presence and absence of directed spatial attention.

A47 147 The effect of age on perceptual learning of sub-
threshold stimuli

Rui Ni® (ruini@ucr.edu), Takeo Watanabe?, George J. Andersen’; 'Department of
Psychology, University of California, Riverside, 2Department of Psychology, Bos-
ton University

Previous studies have found that detection of near-threshold stimuli can
be improved with training (perceptual learning) (Karni & Sagi, 1991,
PNAS). The goal of the present study was to determine whether percep-
tual learning of near/sub-threshold stimuli can occur with older observ-
ers. In the present study, we used a commonly used texture discrimination
task (TDT) to assess perceptual learning. On each trial, observers were pre-
sented with a target item embedded in noise for 100msec, followed by a
blank interstimulus interval, followed by a mask display for 10msec. The
threshold of interest was SOA between target and mask. 15 older (mean
age of 73) and 9 younger (mean age of 23) subjects participated in the
study. Each subject was run through four blocks of training on two consec-
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utive days (a total of 1152 trials). To assess learning the SOA threshold
(85% accuracy) was assessed using a BEST-PEST procedure at the begin-
ning (pre-test) and end (post-test) of each day. The SOA used in the train-
ing sessions was the 60% accuracy level based on each subject's
psychometric function. The results showed that significantly greater per-
ceptual learning occurred for older as compared to younger subjects. The
results from a group of control subjects (who were not presented sub-
threshold SOA conditions) indicated that the learning found for older sub-
jects was not the result of repeatedly performing the discrimination task.
These results suggest that perceptual learning can be used to improve per-
ceptual performance of older subjects. The importance of these results to
issues regarding the recovery of age-related declines in vision will be dis-
cussed.

Acknowledgement: This work was supported by NIH AG13419-06, NIH
EY015980

A48 148 Sleep dependent learning in contour integration

Patricia Gervin! (pgervan@cogsci.bme.hu), Ilona Kovics'; 'Department of Cog-
nitive Science Budapest University of Technology and Economics

Aim. A large body of evidence supports the involvement of sleep depen-
dent mechanisms in perceptual learning (Karni et al, 1994; Stickgold et al,
2000). However, sleep dependence has only been studied extensively in
the texture discrimination paradigm. We have indicated earlier (Kozma &
Kovacs, 2002) that improvement in a contour integration task might also
depend on sleep, but our design did not make a clear distinction between
time vs. sleep dependent learning. Here we clarify the role of sleep in the
contour integration task.

Method. The contour integration task consisted of an egg-shaped, closed
contour of Gabor patches on a background of randomly positioned and
oriented Gabor patches. Subjects had to determine the direction where the
egg-shape was pointing to at various levels of difficulty. 40 subjects prac-
ticed in the contour integration task over five 15 min sessions (240 trials/
session) with 12 hours between sessions. We introduced a circadian phase
shift between two groups of subjects. One group of subjects started the 1st
session at 8 a.m. (Morning Group/MG), while the second group started at
8 p.m. on the same day (Evening Group/EG).

Result. By the 4th session (2 nights of sleep for EG subjects, and only 1
night of sleep for MG subjects), EG performance was significantly better
than MG performance.

Conclusion. The ‘circadian shift” design (see also Walker, 2002) allowed us
to dissociate the impact of time vs. sleep on perceptual learning. We can
now safely say that learning in the contour integration task is dependent
on sleep.

Acknowledgement: Supported by OTKA NF60806 to IK.

A49 149 Covert attention strengthens, speeds and maintains
perceptual learning

Anna  Marie Giordano'  (amg223@nyu.edu), Marisa Carrasco’?, Abby
Rosenbaum?; INew York University, Department of Psychology, 2New York Uni-
versity, Center for Neural Science

Goal: Covert attention improves discriminability and accelerates the rate
of visual information processing (Carrasco & McElree, 2001). In a percep-
tual learning task in which observers trained with neutral and attention
trials simultaneously, we observed that exogenous attention initially led to
higher discriminability and faster processing. In addition to this benefit,
attention showed stronger perceptual learning (Carrasco, Giordano &
Looser, VSS). Here, we ask: Is perceptual learning enhanced when observ-
ers train in a new task with or without attention? To isolate and compare
these effects we trained observers either in an attention or in a neutral con-
dition and assessed the effects using a speed-accuracy trade-off (SAT) pro-
cedure.

Methods: Observers performed a conjunction (orientation x spatial fre-
quency) discrimination task in which a cue preceded a target presented
with 7 distracters at 8 isoeccentric locations. Half the observers were
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exposed to a neutral cue condition, which provided no information
regarding the target location, whereas the other observers participated in
the attention cue condition, which indicated the target location. A response
tone prompted observers to respond after various lags (40-1500 ms).
Observers completed 5 consecutive sessions (1/day), then completed 3
sessions of a transfer task in which the identity of the target and one of the
distracters was switched. Finally, observers performed the original task for
2 more sessions (target and distracter were switched back).

Results & Conclusion: For both discriminability and processing speed,
attention showed greater perceptual learning than the neutral condition in
all stages: the initial original task, transfer task, and return-to-original task.
When switching from original to transfer and then back to the original
task, attention exhibits a reduced cost in temporal dynamics, and learning
continues to increase in discriminability. These results indicate that atten-
tion strengthens, speeds and maintains the effects of perceptual learning.

Acknowledgement: NIH EY016200-01A2

A50 150 Can stimulus-induced affective states influence the
rate of PL?

Noah Sulman’ (sulman@mail.usf.edu), Thomas Sanocki'; 'Department of Psy-
chology, College of Arts and Sciences, University of South Florida

Perceptual learning (PL) has been characterized as improvements in per-
ceptual ability as a function of experience. Based on evidence that negative
stimuli can enhance perceptual processing in across a wide variety of
domains, we sought to evaluate the possibility that observers primed with
negative images would learn the acuity discrimination faster than subjects
primed with control images.

The influence of emotion on PL was tested utilizing a primed PL para-
digm. Observers were presented with a peripheral vernier stimulus over
350 trials with feedback on each trial. The magnitude of the offset was
adjusted over the first 50 trials. Over the final 300 trials, 20 subjects were
primed with photographs containing negatively valenced images, 20 were
primed with neutral images, and 20 were primed with positively valenced
images selected from the International Affective Picture System (Lang,
Bradley, & Cuthbert 2005). Negatively and positively valenced primes
were matched for arousal. Immediately following the prime, subjects were
presented with a centrally presented character and peripherally presented
acuity stimulus followed by a mask. Participants were instructed to indi-
cate both the identity of the central character and the direction of the offset.

Relative to the initial unprimed 50 trials, performance declined when the
picture primes were presented, and most so for negatively primed sub-
jects. However, the observers primed with negative images demonstrated a
faster rate of learning than observers in either of the other two prime con-
ditions, eventually demonstrating higher accuracy than either of the other
two control conditions. These results are consistent with the conclusion
that negative stimuli can enhance perceptual processing in general.

Rivalry and Bi-stability |
Author Presents: 7:15 - 8:45 pm

A51 151 Attenuation of the pupillary response during interoc-
ular suppression

Eiji Kimura® (kimura@L.chiba-u.ac.jp), Satoru Abe?, Ken Goryo®; Department
of Psychology, Faculty of Letters, Chiba University, >Graduate School of Human-
ities and Social Sciences, Chiba University, 3Faculty of Human Development and
Education, Kyoto Women's University

[Purpose] By presenting a high-contrast grating to one eye and a spatially
homogeneous field to the other eye, stable interocular suppression can be
produced (permanent suppression). The present study investigated the
pupillary response to color and luminance changes during permanent sup-
pression and explored a possibility that the pupillary response can be an
objective probe of interocular suppression. [Methods] The pupillary
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response was recorded under both permanent- and no-suppression condi-
tion. Permanent suppression was produced by presenting a 3° high-con-
trast square-wave grating of 2 c¢/deg to the right eye. During continuous
dominance of the grating, a 2.5° test flash was presented to the left eye. The
test duration was 100 ms and the flash was ramped on and off over a 100-
ms period to eliminate sharp transients. The test direction was defined in
the DKL color space (Derrington et al., 1984). During the measurement, a
9.8° white background field of 4 cd/m2 was always presented to each eye.
Under the no-suppression condition, the test flash was presented to the left
eye while the background field was presented alone. [Results and Discus-
sion] The pupillary responses to luminance as well as color changes were
clearly attenuated during permanent suppression. The amount of attenua-
tion was comparable to that determined psychophysically, but the attenua-
tion was observed over a wider range of test contrast extending to well-
above the threshold level. However, additional experiments revealed that,
in contrast to psychophysical findings, the pupillary response was also
attenuated in a similar fashion when the test flash was superimposed on
the suppressing grating in the same eye. These findings suggest that the
pupillary response can be used to evaluate the interocular suppression but
the pupillary suppression would be mediated by a distinct visual mecha-
nism such as the subcortical pupillomotor pathway where visual signals
from two eyes are also converged.

Acknowledgement: Supported by J[SPS grant

A52 152 Increase of perceived speed accompanying onset
of interocular suppression

Tomas Knapen! (t.1.j.knapen@phys.uu.nl), Joel Pearson?, Randolph Blake?, Ray-
mond van Ee'; 1Physics of Man, Helmholtz institute, >Department of psychology,
Vanderbilt University

While viewing binocular rivalry between two annular shaped rival targets
-- a stationary concentric grating and a rotating, radial grating -- we
noticed a novel, compelling illusion: during transitions from dominance to
suppression of the radial grating, its perceived speed of rotation appeared
to accelerate markedly. Intrigued by this transient illusion, we devised a
matching procedure to measure the magnitude of perceived acceleration
and used interocular flash suppression to control the onset of suppression
of the radial grating.

Results from both experienced and naive observers show that the magni-
tude of illusory acceleration increases with the contrast of the stationary
pattern that suppresses the rotating radial grating. Acceleration was not
experienced, however, when the contours of the radial grating were isolu-
minant. Nor was acceleration seen when the two dissimilar patterns were
physically superimposed and viewed dioptically; interocular rival stimu-
lation is essential to experience the illusion. By varying the duration of the
interocular stimulation, we confirmed that illusory acceleration is associ-
ated with the transition from dominance to suppression, not with the state
of suppression itself. Using an adaptation procedure we confirmed that
illusory acceleration is not attributable to contrast or motion adaptation.
Moreover, the reported acceleration is opposite to the effects of lowering
the contrast of a moving stimulus, a maneuver that strongly decelerates
perceived speed as we verified in a control experiment.

Motion perception, it is commonly thought, represents the culmination of
neural activity arising in multiple cortical areas within the visual hierar-
chy. During normal viewing, that distributed activity is seamlessly coordi-
nated, but the illusion described here implies that the onset of interocular
suppression can temporarily disrupt that coordination.

Acknowledgement: This work was supported by NIH grant EY13358
A53 153 Sequential dependency in percept durations for bin-
ocular rivalry

Loes van Dam! (I.c.j.vandam@phys.uu.nl), Rene Mulder!, Andre Noest, Jan
Bmscumpl, Bert van den Bergl, Raymond van Eel; Helmholtz Institute, Utrecht
University

34 Vision Sciences Society

VS§S 2007 Abstracts

When the two eyes are presented with different images, perception cycles
through a sequence of dominance durations for either image: binocular
rivalry. Generally, the dominance durations are assumed to be sequen-
tially independent. However, a moderate but consistently positive sequen-
tial dependency of up to 20% has been reported across studies that took
the step to analyze sequential dependency. This dependency is not only
consistently present but also consistently ignored for interpretation. Here
we investigated this sequential dependency in dominance durations both
experimentally and theoretically. We presented orthogonal gratings and
subjects reported the experienced percept (taking the durations of mixed
percepts into account). We found a positive sequential duration depen-
dency consistent with existing literature, underscoring the reproducibility
of this effect. Furthermore, we found, by varying the contrast of the grat-
ings across trials, that this sequential dependency increased with increas-
ing contrast of the gratings. Statistical data simulations showed that this
correlation between stimulus content and sequential dependency do not
naturally result from the decrease in average percept durations with
increasing contrast. It is clear that the sequential dependency and its corre-
lation with stimulus content provide important information on the mecha-
nism underlying binocular rivalry. We found that our results are an
emergent property of a neural model by our group (Noest et al, VSS 2006),
originally designed to explain perceptual memory for interrupted ambigu-
ous stimuli.

A54 154 Identical rivalry dynamics for monocular, stimulus
and binocular rivalry

Jeroen J.A. van Boxtel® (j.j.a.vanboxtel@phys.uu.nl), Tomas Knapen', Raymond
van Eel, Casper ]. Erkelens'; THelmholtz Institute, Utrecht University

Research on visual awareness often employs rivalrous stimuli. It remains
unknown why rivalry manifests itself in various distinct ways. A widely
supported view is that monocular rivalry, binocular rivalry and stimulus
rivalry depend on different rivalry mechanisms, because their instigation
depends on different temporal and spatial stimulus characteristics, and
their evoked perceptual alternation dynamics are distinctly different.

We used orthogonal sine-wave gratings that were repetitively presented
with a certain on- and off-period duration. To produce stimulus rivalry or
monocular rivalry the patterns were swapped between or within the eyes,
respectively, at each successive cycle. First we show that with these stimu-
lus and monocular rivalry stimuli we could induce rivalry for spatial fre-
quencies and contrast values that are generally thought to preclude
rivalry.

We then looked into the perceptual dynamics. Generally, binocular rivalry
is found to have rapid alternations of percepts, and short transition peri-
ods between two dominant percepts, whereas monocular rivalry has slow
alternations and long transitions periods. We observed the same dynamics
when presenting the stimuli without a blank: binocular rivalry showed
average percept durations around 2 seconds, and monocular rivalry
around 8 seconds. However, with relatively long blank periods and rela-
tively short repetition cycles, the perceptual dynamics for stimulus rivalry
and monocular rivalry are identical to those of binocular rivalry: transition
periods between successive dominance periods are short, and perceptual
alternations rapid (around 0.5/s). Our data—on both the dependence on
spatial parameters, and on the perceptual dynamics of rivalry —strongly
suggest a single mechanism underlying multiple types of grating rivalry.

A55 155 Aging and the depth of binocular rivalry suppression

J. Farley Norman! (Farley.Norman@uwku.edu), Hideko F. Normunl, Kristina
Pattison’, M. Jett Taylor!, Katherine Goforth; "Western Kentucky University

Two experiments were designed to examine the effect of aging upon the
strength of binocular rivalry suppression. To initiate the onset of rivalry,
orthogonally-oriented sine-wave luminance gratings were presented
dichoptically to the observers' two eyes. The observers were then required
to either discriminate the spatial location of a probe spot presented to the
dominant or suppressed eye's view or to detect the presence or absence of
the probe. The observers in the younger and older age groups exhibited
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typical rivalry suppression for both tasks (i.e., the probe was more difficult
to detect or discriminate when presented to the suppressed eye), but the
magnitude of the suppression was significantly larger in the older observ-
ers. This increased suppression that accompanies aging can be explained
by a reduction in the inhibition produced by the binocular matching cir-
cuitry of the Lehky and Blake (1991) model.

A56 156 Predicting the spatial origin of a dominance wave in
binocular rivalry

Chris Paffen’ (c.paffen@fss.uu.nl), Marnix Naber', Frans Verstraten;
THelmholtz Institute, Experimental Psychology, Universiteit Utrecht

During binocular rivalry, incompatible images compete for perceptual
dominance. The alternation between dominant percepts generally occurs
gradually: the suppressed image gradually ‘washes in” and becomes the
dominant percept (also dubbed a traveling or dominance wave). Here we
investigate what determines at what location the suppressed image starts
washing in.

We used a concentric and a radial grating to initiate binocular rivalry. In
experiment 1, we varied the contrast within the radial grating (between 20
and 80%), keeping that of the concentric grating constant at 50%. In experi-
ment 2, we varied the spatial frequency within the radial grating (between
.75 and 3 cpd, or between 3 and 12 cpd), keeping that of the concentric
grating constant at the mean frequency of the radial grating. Observers
indicated at what part of the stimulus the suppressed grating started
becoming perceptually dominant.

In experiment 1, a perceptual alternation was most likely to start at the
location where the contrast of the suppressed grating was higher than that
of the dominant grating. In experiment 2, a perceptual alternation was
most likely to start at the location where the spatial frequency of the sup-
pressed grating was lower than that of the dominant grating. The results
indicate that the spatial origin of a perceptual alternation is related to stim-
ulus strength, but not necessarily to sensitivity: if the local strength of the
suppressed grating is higher than that of the dominant one - because of a
higher contrast - the probability of a perceptual alternation is increased at
that location. For stimuli defined by spatial frequency, the probability of a
perceptual alternation is highest at the location where the frequency of the
suppressed grating is lowest, not where sensitivity to spatial frequency is
highest (which, for our observers, was around 3 cpd).

A57 157 Perceptual and mnemonic contents of mental imag-
ery revealed by binocular rivalry

Joel Pearson’? (Joel.pearson@uanderbilt.edu), Colin Cliﬁ(ordz, Frank Tongl;
IDepartment of Psychology, Vanderbilt Vision Research Center, Vanderbilt Uni-
versity, 2School of Psychology, The University of Sydney

Mental imagery refers to people’s ability to reconstruct perceptual experi-
ences from memory. Controversy surrounds whether imagery relies on the
same sensory representations as perception. Here, we report a collection of
experiments in which we utilized binocular rivalry as a tool to reveal the
perceptual and mnemonic contents of mental imagery. Observers were
either shown or instructed to imagine one of two oriented patterns, several
seconds prior to the presentation of an ambiguous rivalry display consist-
ing of both competing patterns. The presentation of low luminance pat-
terns strongly biased the perception of subsequent rivalry displays, in
favor of the previously seen pattern. Remarkably, mental imagery of a spe-
cific pattern led to equally potent bias effects. Further experiments
revealed that the effects of both imagery and perception were highly orien-
tation-specific, with bias effects showing peak tuning for matching orienta-
tions. Longer periods of mental imagery led to progressively stronger bias
effects, mimicking the effects of prolonged viewing of a physical pattern.
These bias effects were observed even when subjects had to perform an
intervening visual task prior to presentation of the rivalry display, which
required attending to rapidly presented letters at central fixation. This sug-
gests that prolonged mental imagery leads to the build-up of a short-term
trace, which can endure for brief periods when observers are engaged in
other tasks. Other experiments indicated that the top-down effects of
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imagery could be distinguished from manipulations of visual attention.
Our results suggest that imagery mimics the effects of direct visual stimu-
lation, leading to the formation of a short-term sensory trace lasting sev-
eral seconds. This sensory trace can strongly bias an observer’s future
perceptual state under ambiguous conditions. It appears that top-down
endogenous phenomena such as imagery can alter the balance of neural
competition in binocular rivalry, commonly thought to transpire in early
visual areas.

Acknowledgement: Research support: NEI RO1-EY14202 to FT and Discovery
Project Grant CC.

A58 158 Temporal frequency and contrast tagging bias the
type of competition in interocular switch rivalry

Michael Silver'? (masilver@berkeley.edu), Nikos Logothetis'; Max Planck Insti-
tute for Biological Cybernetics, Spemannstrasse 38, 72076 Tiibingen, Germany,
28chool of Optometry and Helen Wills Neuroscience Institute, University of Cali-
fornia, Berkeley

The nature of competition underlying perceptual alternations in binocular
rivalry remains controversial. Interocular switching (IOS) of orthogonal
gratings at a rate of 3 Hz can result in slow irregular perceptual alterna-
tions that persist over multiple stimulus switches (Logothetis et al., 1996).
That is, subjects experience periods of perception of a particular orienta-
tion and phenomenal suppression of the other orientation, even though
both orientations are presented to both eyes during each of these periods
of stable perception. This result argues against competition based on eye-
of-origin signals for IOS rivalry and is more consistent with competition
between stimulus representations. However, changes to low-level stimu-
lus features such as contrast, spatial frequency, and/or interocular switch
rates in IOS rivalry can generate a different percept in which the perceived
orientation changes with every stimulus switch (Lee and Blake, 1999).
Because this fast regular alternation is identical to the stimulus sequence
presented to a single eye, the underlying competition has been postulated
to be between the two monocular pathways. We have employed temporal
frequency and contrast tagging to label either eye-of-origin or stimulus ori-
entation in IOS rivalry between orthogonal gratings. The relative amounts
of fast regular and slow irregular perceptual alternations were measured
for human observers using a subjective rating scale. Tagging of eye-of-ori-
gin enhanced fast regular alternations (characteristic of eye rivalry), while
orientation tagging enhanced slow irregular alternations (characteristic of
stimulus rivalry). These results suggest that when the visual system is pre-
sented with two different perceptual ambiguities (interocular and orienta-
tion incompatibility), additional information in the stimuli biases the type
of perceptual alternation. The results are consistent with a model in which
the brain combines information across multiple visual features to resolve
ambiguities in visual inputs.

A59 159 The speed and spreading of binocular rivalry domi-
nance from boundary contours

Yong Sul (y0su0002@louisville.edu), Teng Leng Ooi, Zijiang ]. Hel;
MWniversity of Louisville, 2Pennsylvania College of Optometry

The visual system endows an image region that owns the boundary con-
tour as the modal/occluding surface, and in binocular rivalry, such a
region tends to dominate over another with a weaker boundary contour.
In this study, we investigated the proposal that the process of representing
the dominant surface begins and spreads from its boundary contours. We
used a rivalry stimulus with a common vertical grating in both half-
images, and an additional quasi-rectangular area (3 lateral widths: 1.50,
2.00, 2.66deg) with horizontal grating placed in the center of the vertical
grating background in one half-image (SF=4cpd; contrast=29.1%; lumi-
nance=40.3cd/m?2). Since the monocular area with the horizontal grating
surface owns the boundary contours, it tends to dominate almost continu-
ously. To test the prediction that the global dominance of the horizontal
grating is reached by the spreading of the horizontal grating surface from
the monocular boundary contours at both (vertical) sides of the quasi-rect-
angle, we varied the rivalry display duration (30-500msec) for each rectan-
gular width. Confirming the prediction, at short duration (<250msec), the
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observer perceived the horizontal grating pattern at the right and left sides
of the quasi-rectangular area, with the central area having no horizontal
grating (filled instead with vertical grating, piecemeal, and/or checker-
board percepts). As the stimulus duration increased, the horizontal grating
percept increased from both ends of the quasi-rectangle, indicating a
spread toward the center. To measure the spread of the horizontal grating
surface, observers rated the relative size of the center of the quasi-rectangle
(gap) that had no horizontal grating percept. We found that the reported
gap size decreased as the stimulus duration increased up to approximately
250msec. From these data, we estimated the average spreading speed of
the horizontal grating surface from the two ends of the quasi-rectangle,
i.e., from the monocular boundary contours, to be about 1.5-3 deg/ sec.

Acknowledgement: Supported by a grant from NIH (R01 EY 015804)

A60 160 lllusory boundary contours affect binocular rivalry
and depth perception

Eric Van Bogaert! (vanbogaert.eric@gmail.com), Teng Leng Ooi’, Zijiang J. He';
TWUniversity of Louisville, >Pennsylvania College of Optometry

An image with boundary contours defined by abutting gratings has prece-
dence in the competition for dominance in binocular rivalry (Ooi & He,
2006). Do illusory contours behave similarly, as well as obey the occlusion
constraint in binocular rivalry? To answer this, we manipulated the pat-
tern and shape of the inducing elements (pac-men) of the illusory Kanizsa-
square. The left-eye’s half-image consisted of two discs on the left side and
two aligned pac-men on the right side (forming a vertical illusory contour).
The right-eye’s half-image consisted of two pac-men on the left side (also
forming a vertical illusory contour) and two discs on the right side. The
four elements in each half-image spatially corresponded, and were filled
with 135deg grating. These elements were placed against a 45deg grating
background. (The grating orientation was counterbalanced in the experi-
ment.) When fused, observers experienced a strong predominance (>80%)
of perceiving a 45deg grating-square in front of four discs (135deg grat-
ing), with the perceived depth of the square increasing with the horizontal
widths of the pac-men. This percept is remarkable, considering that when
viewed in isolation from the context of the Kanizsa display, a 135deg grat-
ing disc versus a 45deg grating segment (quadrant of the pac-man) ordi-
narily induces strong rivalry alternations. Supporting the notion that the
strong dominance is caused by the vertical illusory contours (formed by
the vertically aligned pac-men), observers experienced strong rivalry alter-
nations when the two pac-men in each half-image were placed diagonally
(eliminating each monocular illusory contour). Furthermore, strong rivalry
alternations were experienced when the two half-images were exchanged
between eyes, and when the pac-men in each half-image were relocated to
form horizontal illusory contours. Altogether, our findings indicate that
vertical illusory contours can act as occluding boundary contours (to par-
tially occlude the discs) in resolving binocular correspondence and assign-
ing 3D depth.

Acknowledgement: Supported by a grant from NIH (R01 EY 015804)

Aé1 161 The roles of boundary contour and stimulus onset
asynchrony in triggering binocular rivalry alternation

Jingping Xu' (jOxu0007@louisville.edu), Zijiang ]. He!, Teng Leng Ooi;
TUniversity of Louisville, 2Pennsylvania College of Optometry

The perceptual alternation of binocular rivalry is often experienced as a
relatively abrupt change from one dominant percept to another. This
switch in dominance could be caused by either a sudden change, or a grad-
ual change, in the relative signal strength between the two eyes. In the lat-
ter, the signal strength changes gradually until it reaches a threshold that
triggers the perceptual switch. To psychophysically test the sudden
change hypothesis vs. gradual change hypothesis, we capitalized on a
rivalry display (Ooi & He, 2006) where an image having the monocular
boundary contour (MBC) has prolonged dominance duration. In the
experiment, the MBC display consisted of a 1deg monocular vertical grat-
ing disk in the center of a 7.5x7.5deg binocular horizontal grating back-
ground (SF=5cpd; contrast=86%). At a predetermined stimulus onset
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asynchrony (SOA=0.15-4.5sec) following the onset of the MBC display, a
horizontal grating disk whose spatial phase was shifted (22-72deg) relative
to the larger horizontal grating background was introduced into the hori-
zontal-grating-only half-image (suppressed eye), at a location correspond-
ing to that of the vertical grating disk in the dominant eye. We found that
when the spatial phase shift (i.e., the boundary contour) of the horizontal
grating disk was sulfficiently large, it disrupted the continued dominance
of the vertical grating disk. To reveal the “latency-to-alternation”, we mea-
sured observers’ reaction times to experiencing the change in percept from
vertical to either horizontal or piecemeal/checkerboard. We found: (i) The
larger the spatial phase shift of the horizontal grating disk (yielding a
stronger boundary contour), the faster it was to suppress the vertical grat-
ing disk (shorter reaction time); (ii) For SOA durations between 0.15-1sec,
the reaction times reduced significantly with increasing SOA. This finding
supports the prediction of the gradual change hypothesis, and reveals the
interplay between boundary contour strength and SOA in triggering bin-
ocular rivalry alternation.

Acknowledgement: Supported by a grant from NIH (R01 EY 015804)

Aé2 162 Staying Focussed: The function ofsuppression during
binocular rivairy?

Thomas Wallis® (t.wallis@psy.uq.edu.au), Derek Arnold; 1School of Psychology,
The University of Queensland

A central issue in contemporary binocular rivalry literature concerns
whether suppression is driven by selections of a particular stimulus or by
information from a specific eye. We propose an alternative - that suppres-
sion is controlled by an independent process which facilitates visibility
near the point of fixation. This predicts that suppression should be gov-
erned by cues signalling distance from fixation, even when suppression is
unambiguously related to a particular stimulus rather than to a specific
eye. To explore this possibility, we used two presentation styles: classical
rivalry, in which different images were shown to either eye for a period of
30 seconds, and stimulus rivalry, in which images were flickered (20 Hz)
and swapped between the eyes (2 Hz). During stimulus rivalry suppres-
sion is evidently related to stimulus selections as average periods of exclu-
sive perceptual dominance exceed the durations for which images are
shown to either eye. We manipulated image blur across trials, such that as
one image became progressively blurred the other became better focussed.
For both classical and stimulus rivalry, focused images were persistently
experienced whereas relatively blurred images were suppressed. Alternat-
ing dominance, for approximately equal periods, tended only to occur
when images were equally focussed (e.g. both focussed or both blurred).
Our data showed a smooth transition from the near total suppression to
the near complete perceptual dominance of an image as blur difference
changed - suggesting that blur is influential even when there is little or no
blur difference. Image blur was found to be a stronger suppression deter-
minant than either luminance contrast or colour. Our findings suggest that
optics can determine suppression selectivity, even during stimulus rivalry.
This is consistent with our proposal that suppression, during binocular
rivalry, is an evolutionary adaptation which facilitates visibility near the
point of fixation.

A63 163 Binocularrivalry and head-worn displays
2

Marc Winterbottom® (marc.winterbottom@mesa.afmc.af.mil), Robert Patterson’,
Byron Pierce'; LAir Force Research Laboratory, *Washington State University

When wearing a monocular head-worn display (HWD), such as in an Air
Force simulation and training environment, one eye views the HWD sym-
bology while both eyes view a simulated out-the-window (OTW) scene.
This may create interocular differences in image characteristics that could
disrupt binocular vision by provoking visual suppression (i.e., binocular
rivalry), thus reducing visibility of the OTW scene, monocular symbology,
or both. However, binocular fusion of the OTW scene may mitigate against
the occurrence of visual suppression, a hypothesis that was investigated in
this study. Across two experiments the effects of optic flow rate and target
contrast on visual suppression were also investigated. For each experi-
ment, observers viewed a simulated OTW scene and HWD symbology
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while performing a target recognition task under three viewing conditions.
In a partial-fusion condition, observers viewed the OTW scene with both
eyes and the symbology with only one eye. In a no-fusion (dichoptic) con-
dition, observers viewed the OTW scene and symbology with different
eyes. In a full-fusion control condition, both the OTW scene and symbol-
ogy were viewed with both eyes. Elevation in duration threshold for a
briefly-presented target served as a measure of suppression. The results
revealed that, compared to the full-fusion condition, thresholds were ele-
vated for the partial-fusion condition, but to a lesser extent than the no-
fusion condition. Increasing target contrast produced less suppression
while increasing optic flow rate produced greater suppression. We con-
clude that under conditions that simulate a semi-transparent monocular
HWD, binocular rivalry is present.

Acknowledgement: This work was supported by U.S. Air Force contract FA8650-
05-D6502 to Link Simulation and Training (a division of L3 Communications
Corp.).

Abé4 164 Processing of Fearful Faces Outside of Awareness

Eunice Yang' (eunice.yang@uanderbilt.edu), David Zald', Randolph Blake';
Ipsychology Department, Vanderbilt University

Being able rapidly to register the presence of potentially threatening
objects or events is obviously highly adaptive. It is no surprise, therefore,
that sensory processing of affectively charged stimuli can occur automati-
cally and, at least initially, outside of conscious awareness (Wiens, 2006).
Results from neuroimaging studies and from lesion studies implicate
amygdala responsivity to fearful faces in the absence of awareness (Pasley
et al., 2004; Williams et al., 2004, Jiang & He, 2006). Intrigued by those
observations, we have investigated whether fearful faces rendered invisi-
ble by continuous flash suppression (CFS: Tsuchiya et al, JOV, 2006)
emerge from suppression into awareness more quickly than do pictures of
faces with neutral or happy expressions. With the aid of a mirror stereo-
scope, naive observers (n = 7) dichoptically viewed dissimilar images dis-
played on the two halves of a calibrated video monitor. On each trial, one
eye initially viewed a high contrast CFS display (dynamic Mondrian), and
on most but not all trials the other eye viewed a face image ramped up in
contrast to a fixed value (thereby avoiding abrupt transients). The contrast
of the CFS target then gradually decreased until the observers indicated by
button press the detection of the face; if no face was seen, observers with-
held their response. Reaction times for detecting fearful faces were reliably
shorter than those for detecting neutral faces, happy faces or inverted fear-
ful faces (thus ruling out low-level features as the salient quality of the
fearful faces); false alarm rate (response on trials when no face was pre-
sented) was negligible. These results point to some degree of processing of
the affective content of a visual image presented outside of awareness. We
are now exploring the involvement of limbic structures in this processing
by administering this task to patients with amygdala damage.

Acknowledgement: Supported by NIH EY1335
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Ab65 165 Newly recruited cue trades against pre-existing cues
during the construction of visual appearance

Qi Haijiang®  (haijiang@seas.upenn.edu), Benjamin Backus'; 'Psychology
Department, University of Pennsylvania, *Bioengineering Department, Univer-
sity of Pennsylvania

During visual perception multiple relevant cues are often combined
together as in a weighted average. Recent cue recruitment experiments
show that the visual system can be conditioned to use artificial visual cues
in perceiving a bistable stimulus (Haijiang et al., 2006). Is the newly
recruited cue treated as an independent source of information even in
presence of the trusted cues that were used to train it? Specifically, we con-
ducted an experiment in which a newly recruited cue (stimulus location)

Poster Session A

and a pre-existing cue (binocular disparity) were put into conflict: they
favored opposite directions in resolving the ambiguity of a rotating Necker
Cube. The data demonstrate that both the new cue and the pre-existing
one contribute, simultaneously, to the perceived 3D rotation direction.
This result suggests the visual system uses the newly recruited cue in a
fashion similar to a pre-existing cue, treating it as an independent source
of information despite correlation was maintained during training. We
also show that the new position cue was based primarily on retinal posi-
tion, so early visual areas may mediate its effect.

Ab6 166 Bayesian model of cue combination for ambiguous
stimuli

Benjamin Backus? (backus@psych.upenn.edu); 'Department of Psychology,
University of Pennsylvania, 2Institute for Neurological Sciences, University of
Pennsylvania

Perceptually ambiguous stimuli have the property that observers can accu-
rately report how they look, which makes them useful for studying the
construction of visual percepts (appearance, qualia, or “how things look”).
Recent work on cue recruitment (Haijiang et al., 2006) makes clear the need
for theory to quantify the effectiveness of factors that influence a dichoto-
mous perceptual decision. Here we propose a simple Bayesian model for
dichotomous perceptual decisions in the tradition of Brunswik’s probabi-
listic functionalism and Savage’s personalistic view of probability: the
Mixture of Bernoulli Experts or MBE model. The MBE equation describes
the system’s reliance on each factor as being equivalent to having observed
a certain number trials in a binomial experiment. Biasing factors include a
noise term, an overall bias (the prior), and a term for each cue. The MBE
equation distinguishes between the system’s reliance on a given expert
and the expert’s estimate of the Bernoulli probability. If this distinction is
not made, then the equation simplifies to a form that resembles a log odds
decomposition or the linear weighting of evidence. Previous work sup-
ports such a model: several cues can exert independent effects that bias the
apparent direction of rotation of a Necker Cube (Dosher, Sperling and
Wourst, 1986). MBE provides a method for measuring the effectiveness of
cues in the special situation where the perceptual system makes a probabi-
listic choice between exactly two representations. MBE is not a model to
explain bistability. Instead, it presupposes bistability. MBE is model only
for the effects that weak cues have on the appearance of a stimulus, caus-
ing it to appear in one or the other of its two possible forms.

Acknowledgement: RO1 EY 013988 and the Human Frontier Science Program
URL: http.//psych.upenn.edu/backuslab

Ab7 167 Visuo-haptic adaptation: the role of relative reliability

Johannes Burge! (jburge@berkeley.edu), Ahna R. Girshick!, Martin S. Banks"*3;
Wision Science Program, UC Berkeley, 2Psychology, UC Berkeley, 3Helen Wills
Neuroscience Program, UC Berkeley

When two estimators capable of measuring the same environmental prop-
erty are put into constant conflict, recalibration occurs and the apparent
conflict is reduced. The prevailing wisdom in the adaptation literature is
that vision is the ‘gold standard’; i.e. the non-visual estimator changes to
match vision. However, recent theoretical models suggest that both esti-
mators should adapt by amounts and at rates determined by their relative
reliability. Related findings have been made in the cue-combination litera-
ture- i.e. “visual capture” has been rejected in favor of a Bayesian probabi-
listic approach (Ernst & Banks, 2002; see Girshick, Burge, and Banks,
VSS07). We examined visuo-haptic adaptation by manipulating the reli-
ability of visually and haptically specified stimuli. The stimulus was a 3D
hinge specified visually by random-dot stereograms and haptically by
PHANTOM force-feedback devices. The task was to indicate whether the
hinge angle was greater than or less than 90 degrees. In a pre-adaptation
phase we first measured uni-modal (vision-alone and haptic-alone) per-
cepts. Then, in the adaptation phase we exposed subjects to a visuo-haptic
conflict for an extended period. Finally, in a post-adaptation phase we
measured uni-modal percepts again. Adaptation was assessed by compar-
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ing uni-modal percepts in the pre and post-adaptation phases. We found a
role for relative reliability in adaptation, a result suggesting that tradi-
tional thinking should be re-examined.

Acknowledgement: AOF William C. Ezell Fellowship

Aé8 168 Bayesian cue combination: coupling of disparity-
texture information compared to coupling of visual-haptic infor-
mation

Ahna R. Girshick! (ahna@berkeley.edu), Johannes Burgel, Martin S. Banks¥23;
Wision Science Program, UC Berkeley, >Psychology, UC Berkeley, 3Helen Wills
Neuroscience, UC Berkeley

The combination of sensory cues is statistically optimal in several cases
(Ernst & Banks, 2002; Alais & Burr, 2004) in the sense of reducing the vari-
ance of the resulting combined percept. Previously, these studies have
assumed that sensory estimates are combined fully into a unified percept
and access to single-cue estimates is lost. Here we examine a more general
Bayesian view of cue combination, in which a “coupling prior” (Ernst,
2005) can probabilistically characterize both the potential for optimal
improvements in perceptual accuracy as well as the possibility of partial
cue combination. The variance of the coupling prior for two cues is pre-
sumably determined by their natural co-variation statistics and their
degree of consistency over time. As the variance of the coupling between
two cues increases, there should be greater access to single-cue informa-
tion, less improvement in discriminability, and a faster rate of adaptation
(see Burge, Girshick, Banks, V552007). We tested the first two predictions
for each of two situations: disparity and texture slant cues and visual and
haptic size cues. In one experiment, observers matched a two-cue conflict
stimulus to a single-cue stimulus. We varied the single-cue reliability and
the conflict magnitude between the cues. This allowed us to determine the
extent to which the two cues were combined into a unified percept and
thereby to estimate the variance of the coupling prior. In another experi-
ment, we measured discrimination thresholds as observers matched a two-
cue conflict stimulus to a two-cue, no-conflict stimulus under similar con-
ditions. The extent of improvement in thresholds also yields a constraint
on the coupling prior variance estimate. The results of both experiments
suggested that the variance of the coupling prior is smaller for disparity
and texture slant than for visual and haptic size.

Acknowledgement: NIH RO1 EY012851, AOF William C. Ezell Fellowship for |B

Aé9 169 Grasping for cues: Visual cue integration for object
manipulation

Hal S. Greenwald® (hgreenwald@bcs.rochester.edu), David C. Knilll; 1Center for
Visual Science, University of Rochester

Purpose. We measured the separate influences of monocular and binocu-
lar cues on planning and executing arm movements aimed at picking up
an object. Method. Subjects viewed a large coin (7 cm diameter, 0.95 cm
thickness) that was suspended in a virtual environment binocularly under
central fixation. A robot arm positioned an unseen physical coin so that it
was co-aligned with the virtual coin in the workspace. The coin’s slant (ori-
entation in depth) varied randomly across trials, and we introduced cue
conflicts of 0-10° between the monocular cues (contour and texture) and
binocular information (disparity) that defined the coin’s orientation either
at the beginning of each trial or following a mask that appeared upon
movement initiation to prevent subjects from becoming aware of changes.
Subjects reached for and picked up the real coin by the edges and from the
side using a precision grip, and we optically tracked the positions of each
subject’s thumb and index finger throughout each trial. We used the vector
between these fingers as an indicator of the subject’s estimate of the coin’s
orientation. No visual feedback about the positions of the fingers was
available until the fingertips made contact with the coin. Results. Subjects
were very accurate about how they positioned their fingers to pick up the
coin since the mean orientation of the vector between the fingers typically
matched the orientation of the coin with a standard deviation of 3-4° on
cue-consistent, unperturbed trials. As in a previous study involving object
placement (Greenwald et al., 2005), binocular information dominated the
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execution phase of the movements (the normalized binocular weight was
0.6-0.7). Conclusion. The cue weights we measured during this grasping
task were similar to those found for object placement, suggesting that our
previous findings generalize to other visuomotor tasks.

A70 170 Manual control is effective in disambiguating in
kinetic depth effect

Masahiro Ishii® (ishii@eng.u-toyama.ac.jp), Masaaki Todo', Kazuya Yamashita®;
IGraduate School of Innovative Life Science, University of Toyama

A 3D object such as plural points distributed in 3D space appears flat when
rear projected onto a translucent screen. Its 3D shape becomes apparent
when it is rotated about an axis parallel to the screen. The effect is called
kinetic depth effect (KDE). With parallel projection, depth information is
given by the relative motion of the points but perspective information is
not present. Without perspective, the relative depth of points can be per-
ceived but not their depth order. It is impossible to tell which is the front
and which is the back of the objects. The 3D object is ambiguous with
respect to its reflection in the plane of the projection. As a result the object
periodically appears to reverse in depth as well as direction of rotation.
The sign of depth in a motion parallax display produced by parallel projec-
tion, however, is unambiguous when the motion of the display is coupled
to side-to-side self-produced motion of the observer’s head. Propriocep-
tive and vestibular information produced by self-motion is effective in dis-
ambiguating the depth structure. This study investigated if observers’
manual control of the stimulus change removes ambiguity of KDE. In the
experiment, the stimulus change could be controlled by the rotation of a
computer trackball that the observer manually rotates rightward or left-
ward. As the result, manual control could remove the ambiguity in a part
of our subjects: the perceived direction of rotation from KDE united the
manual control. Prolonged viewing, however, made reverse the perceived
direction of rotation. We measured duration from the beginning of stimu-
lus change (i.e. rotation) until reverse. The mean duration in the case of
manual control is almost equal to that of conventional KDE. Manual con-
trol had no effect in the rest of our subject. They always perceived unidi-
rectional rotation from conventional KDE.

A71 171 Joint effects of height-in-the-picture-plane and dis-
tance-relative-to-the-horizon in pictorial depth perception

Jonathan  Gardner'  (jonathansgardner@gmail.com),
IPsychology Department, University of California, Berkeley

Stephen Palmer’;

Height in the picture plane (or height in the field) is known as a powerful
and salient depth cue (Dunn, 1965). Rock (1975) found that the distance to
the horizon also affects judgments of depth: objects that are located closer
to the horizon line are seen as more distant. Height in the picture plane can
work independently of distance to the horizon: the horizon itself can be
placed at different heights in the frame, affecting the depth of objects, even
if distance to the horizon is held constant. Additionally, distance to the
horizon can vary if the horizon line changes but the object position in the
frame stays the same. However, when the object is located on the ceiling
plane, these two depth cues can be seen to conflict - an object on the ceiling
plane may be high in the picture plane but far from the horizon. Using a
2AFC paradigm, we examined the depth cues of height in the picture
plane and distance to the horizon to determine the way in which informa-
tion from these depth cues is obtained and combined.

A72 172 Dynamics of Registered Convergence

Glen McCormack (mccormackg@neco.edu), Tyler Lowel, Li Dengl; Vision Sci-
ence, New England College of Optometry

Purpose: This study tested whether registered convergence - the ability to
sense convergence distance - has a temporal tuning function, and if so,
whether that function changes when registered convergence interacts with
the visual angle motion-in-depth cue.

Methods: Informed consent was obtained from fifteen normally binocular
subjects prior to experimentation. Subjects fixated haploscopic luminous
targets, in dark surrounds, oscillating in depth at frequencies of 0.06, 0.12,
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0.25, and 0.5Hz at a mean distance of 33cm. Three targets manipulated reg-
istered vergence and visual angle: "harmonious" (a 25mm maltese cross
with congruently changing visual angle and binocular disparity), "conflict"
(a 25mm maltese cross of changing disparity but fixed visual angle), and
"isolated" (a 0.7mm dot with changing binocular disparity). Perceived
motion-in-depth was judged by continuous kinesthetic matching of the
unseen hand to target distance. Convergence was measured by infrared
oculography. Differences were analyzed by two-way ANOVA with
repeated measures.

Results: "Isolated" responses were 47% of the size of "harmonious"
responses (p<0.001) while "conflict" responses were 37% of the size of "iso-
lated" responses (p<0.001). During isolated stimulation there was a 54%
reduction of motion-in-depth perception at the 0.06Hz rate compared to
the 0.25Hz rate (p<0.005). This low frequency loss of response was also
evident in conflict stimulation (p<0.005), but cue conflict did not appear to
alter the temporal tuning function. The rate effect was not significant in
harmonious stimulation.

Conclusion: Registered convergence has a low frequency gain reduction
which is most evident in isolated cue and cue conflict situations. These
findings may help explain some of the differing conclusions drawn previ-
ously regarding the role of registered convergence in depth perception.
The reduced low frequency response of registered convergence is consis-
tent with the argument that registered convergence may be more useful
for directing visually-guided behavior than supporting depth perception.

Acknowledgement: Supported by The New England College of Optometry
research fund, and NEI Infrastructure Development Grant #R24 EY014817 (L.
Deng)

A73 173 Curvature Contrast Occurs After Cue Combination

Katinka van der Kooij' (k.vanderkooij@fss.uu.nl), Susan te Pas'; 'Experimental
Psychology, Helmholtz Institute, Utrecht University

Introduction: The general lay out of a scene influences shape perception, as
is shown in shape contrast effects where the perception of one shape is dis-
torted in the direction opposite to another shape. So-called cue combina-
tion models describe the perception of 3-D shape accurately. Such models
are based on the assumption that the overall shape estimate is a weighted
linear combination of the estimates derived from the individual cues and
explain shape contrast on the cue level, before cue integration. However,
curvature contrast effects for motion-, shading-and-texture and stereo-
scopically defined stimuli are all of the same order and magnitude. This
suggests that these contrast effects are shape-based, not cue-based. In this
study we investigated whether curvature contrast effects are cue-based or
shape-based.

Methods: In one condition, both central and flanking paraboloids were
defined in stereo. In another condition the flankers were defined by struc-
ture-from-motion, whereas the central test paraboloid was defined in ste-
reo. We varied the curvature difference between the flanker paraboloids in
the reference and test interval. Observers had to decide which of the two
intervals contained the central paraboloid with the highest curvature. In
this way we could determine the curvature contrast effect in all conditions.

Results: We found a consistent contrast effect in the stereo-stereo condi-
tion, in the motion-stereo condition it varied in strength for individual
observers. In addition, we found that half of the observers that performed
normally on the stereo-stereo condition barely perceived stereo depth
when the flanker shapes were defined by structure-from-motion. This
might have been due to conflicting binocular flatness cues in the structure-
from-motion defined flankers.

Conclusion: Curvature contrast effects are at least partly shape-based,
however, in some cases strong cue-conflict seems to prevent influence
from other cues.

Poster Session A

Cortical Receptive Fields and Perception
Author Presents: 7:15 - 8:45 pm

A74 Abstract moved to Early Visual Processing: Receptive
Fields

A75 175 Voltage-sensitive dye imaging of collinear patterns
in the visual cortex of a behaving monkey

Elhanan Meirovithz! (elhanan.me@gmail.com), Yoram Bonneh?, Uri Werner-
Reiss, Inbal Ayzenshtatl, Guy Sabanl, Hamutal Slovin’; 1The Leslie and Susan
Gonda (Goldschmied) Multidisciplinary Brain Research Center, Mina & Everard
Goodman Faculty of Life Sciences, Bar llan University, Israel, 2Neurobiology
Dept. Weizmann Institute of Science, Rehovot Israel

Accumulating psychophysical and physiological evidence suggest the
involvement of early visual areas in the process of visual integration and
specifically in local facilitation of proximal and collinear stimuli. However,
the physiological evidence is primarily based on single cell recording and
much less is known about the population level processing. To investigate
the early integration mechanisms at the population level, we performed
voltage-sensitive dye imaging that is highly sensitive to subthreshold pop-
ulation activity, and imaged from the primary visual cortex (V1) and
extrastriate cortex (V2) of a behaving monkey. The animal was trained on a
simple fixation task while presented with collinear or non-collinear pat-
terns of small gratings, Gabors or short oriented bars. Following the pre-
sentation of a single small visual stimulus (target), cortical response
showed increased local activation at the corresponding retinotopic site
over V1 area, as expected. The evoked response spread laterally over sev-
eral mm within area V1. When the animal was presented with an addi-
tional high-contrast flanking visual stimulus, activation spread also to the
gap between the corresponding patches of activation. Facilitation in terms
of increased activity at the corresponding retinotopic site of the target as
well as reduced latency of its response were observed for low contrast tar-
get bars, while almost no facilitation was observed for high contrast tar-
gets. The facilitation effect and its time course depended on the target
flanker separation distance, suggesting the role of lateral spread of activ-
ity. Finally, the observed facilitation was smaller then the expected linear
sum of the separate responses to the target and flanker at the target loca-
tion. These results suggest that neuronal population activity in area V1 is
involved in local visual integration processes, and specifically in the
increased sensitivity for low-contrast visual stimuli surrounded by high
contrast flankers.

A76 176 TimeCourse of Surround Suppression in V2 Neurons of
Macaque Monkeys

Jianliang Tong" (jtong@optometry.uh.edu), Bin Zhang', Jianghe Zheng', Earl. L
Smith III', Yuzo. M Chino’; 'College of Optometry, University of Houston

In macaque V1, stimulation of the receptive field (RF) surround of a neu-
ron strongly suppresses the responses initiated by stimulation of its classi-
cal RF (CRF). Although the exact nature of circuits responsible for
surround suppression is still a matter of considerable debate, investigating
the time course of surround suppression is a useful means to reveal under-
lying cortical circuits for suppression (Bair et al, 2003). The previous inves-
tigators found that latency of suppression depends on its strength. We
previously reported that V2 neurons have similar center/surround organi-
zation but exhibit stronger surround suppression than V1 neurons (Zhang
et al, 2005). In this study using dynamic center-surround stimuli similar to
those developed by Bair et al (2003), we examined the time course of sur-
round suppression in 180 V2 neurons and compared to that in 125 V1 neu-
rons in order to determine whether latency of surround suppression is
shorter in V2 than in V1 and also how the timing of center/surround
responses are different between V1 and V2. We found that the relative
latencies of surround suppression and release in V2 were not significantly
different from those in V1, and that suppression latency in V2 was gener-
ally longer for those units with weaker surround suppression with some
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notable exceptions. This relationship between suppression latency and the
strength of suppression was stronger in V2 than in V1. Other aspects of the
timing of center/surround responses were remarkably similar between V1
and V2. These results suggest that circuits in V2 for surround suppression
are likely to be similar to those in V1 except that the functional connections
supporting surround suppression in V2 are functionally more robust than
those in V1.

Acknowledgement: NIH Grant EY-08128 EY-03611 RR-07146

A77 177 Mature Transient Responses of V2 Neurons in 2-
Week-OlId Infant Monkeys

Bin Zhang! (binzhi@yahoo.com), jianghe Zheng', Earl Smith!, Yuzo Chino';
ICollege of Optometry, University of Houston

Previous studies reported that the onset firing of V1 neurons during the
first 150-200 msec of stationary stimulus presentation, carry as much infor-
mation, if not more, as the sustained component (e.g., Muller et al, 2001).
In this study, we investigated the normal maturation of response proper-
ties in V1 and V2 neurons by comparing the relative development of tran-
sient versus sustained components of cell’s responses. In 13 infant and 4
adult anesthetized and paralyzed macaque monkeys, microelectrode
recording methods were employed to examine the responses of V1 and V2
neurons to stationary sine wave gratings of high contrast (80%) optimized
for orientation, spatial frequency and size. All receptive fields were located
within 6° of the center of the fovea. At 2 weeks of age the transient compo-
nents of neuronal responses in V1 and V2 to high-contrast, stationary grat-
ings were as strong as in adults. However, the sustained responses of these
neurons were abnormally suppressed or absent in infant monkeys largely
due to robust contrast adaptation. Maximum detectability (d’) in infant
monkeys, achieved during the first 200 msec of stimulus presentation, was
as strong as those in adult monkeys, while maximum detectability (d”),
achieved during the last 100 msec of stimulus presentation, was signifi-
cantly lower in 2-week-old infants than those in adults. As early as 2 weeks
of age, most V1 and V2 neurons achieved maximum detectability (d") to
high contrast stationary stimuli during the first 200 milliseconds stimulus
presentation. These results suggest that neonates and young infants may
perform better than previously thought for the visual tasks where pro-
longed fixation on targets is not required, but instead, the direction of sac-
cades is used for detection of spatially simple, high contrast targets.

Acknowledgement: NIH Grant EY-08218, EY-03611, RR-07146

A78 178 The development of local connections in V1 and V2
of macaque monkeys

Peter Kaskan® (peter.m.kaskan@uvanderbilt.edu), Mary Baldwin', Bin Zhang?,
Yuzo Chino’, Jon Kaas'; 'Department of Psychology, Vanderbilt University,
Nashville TN, ?College of Optometry, University of Houston, Houston, TX

Previously, we reported that the receptive-field (RF) center/surround
organization of V1 and V2 neurons in macaques is immature during the
first postnatal 8 weeks (Zhang et al, 2005). To gain insight into such func-
tional immaturity, we examined the development of intrinsic and cortico-
cortical connections in some of these infant monkeys. In 2-, 4- and 16-
week-old infants and adults, we placed pressure injections of the tracers
CTB and WGA-HRP along the posterior bank of the lunate sulcus. Follow-
ing two to four days of transport, each animal was perfused. The brain was
artificially flattened, cut, and stained for cytochrome oxidase (CO) or
either tracer. CO sections were used to identify the V1/V2 border, stripe
types, and blobs within V1. In some respects connection patterns were rel-
atively mature even after two weeks of postnatal development. At two
weeks, thin stripe injections showed strong connections with V1 blobs,
thin stripes and other stripes in V2. Thick stripe injections did not prefer-
entially label cells associated with blob or interblob regions. The label
found within stripes was patchy at two weeks of age, as in older monkeys.
V1 injections in two week old monkeys resulted in patches of labeled cells
near the injection site. These connectional features were also observed in
older monkeys. Thus, the presence of aspects of ‘adult-like” connections at
two weeks of age suggests that the basic pattern of intrinsic connections is
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present in V1 and V2 near birth. However, the RF surround mechanisms of
V1 and V2 neurons are very immature at this age and adult-like responses
emerge much later (Zhang et al, PNAS, 2005). The RF surround mecha-
nisms of V2 (and V1) neurons likely depend more on the developmental
elaboration of long-range horizontal connections, and/or the maturation
of feedback connections from higher-order visual areas.

A79 179 Estimation of voxel receptive fields in human visual
cortex using natural images

Kendrick Kayl (kendrick@post.harvard.edu), Thomas Naselaris?, Jack Gallant2;
IDepartment of Psychology, UC-Berkeley, 2Program in Neuroscience, UC-Berke-
ley

A central goal of sensory neuroscience is to discover what stimulus fea-
tures are represented by the visual system. Previous fMRI studies of this
issue have been limited by signal averaging across entire visual areas (lack
of precision) and by evaluating only a few stimulus conditions (lack of
generality). We circumvented these problems by adopting a system identi-
fication approach. In brief, system identification provides a functional
model (the 'receptive field') that describes how each voxel transforms
visual stimuli into BOLD signals.

We recorded BOLD signals from human visual cortex (4 T, gradient-echo
EPI, 2 x 2 x 2.5 mm, 1 Hz) during passive viewing of full-field, grayscale
natural photos (~2000 distinct photos). We then estimated the receptive
field (RF) of each voxel in terms of the Berkeley Wavelet Transform (BWT).
The BWT expresses each RF in terms of wavelets that are tuned along sev-
eral dimensions: position, orientation, spatial frequency, and phase. Each
RF consists of a collection of excitatory wavelets (representing features that
increase the BOLD signal) and suppressive wavelets (representing features
that decrease the BOLD signal).

The RF of a typical voxel from area V1 consists of many excitatory wave-
lets that are confined to a small region of the visual field, and that span a
broad range of orientations, spatial frequencies, and phases. This diversity
is expected since each voxel pools the activities of many different neurons.
The quality of the RFs was assessed by quantifying how well each RF pre-
dicted responses to novel photos. Predictive power is remarkably high in
area V1 (median correlation between observed and predicted responses
~0.6). However, predictive power declines markedly in areas V2, V3, and
V4. This decline likely reflects the fact that higher visual areas represent
more complex features that are not described efficiently by the BWT.

Acknowledgement: NDSEG Fellowship, NIMH, and NEI

A80 180 BOLD fMRI Response to Local Neural Inhibition

Jennifer F. Schumacher' (jfschumacher@gmail.com), Cheryl A. Olman’;
IDepartment of Neuroscience, University of Minnesota, *Departments of Psy-
chology and Radiology, University of Minnesota

Lateral inhibition is an important neural process for vision, however the
BOLD fMRI response to this type of neural activity is not thoroughly
understood. Primary visual cortex (V1) neural activity to a parafoveal tar-
get Gabor patch is inhibited when neighboring Gabor patches of the same
orientation surround the target, while the activity is facilitated by Gabor
patch flankers oriented perpendicular to the target Gabor patch. Psycho-
physical measurements confirm the inhibitory and facilitatory relation-
ships between flanker and target via determination of contrast response
functions inferred from the contrast discrimination thresholds. The
inferred contrast response functions for target Gabor stimuli predict that
local inhibitory processes decrease the V1 neural response to a 35% con-
trast target by approximately 30% when high contrast parallel flankers are
present. The functional imaging data show that the 3T GE BOLD response
to the targets is not reduced in the presence of parallel flankers. Further-
more, principal components analysis of the response to the target stimuli
alone (with neither flanking nor facilitatory surround) reveals a heteroge-
neity in the hemodynamic response that has not been observed before. The
close juxtaposition of target and flanker cortical representations presents a
significant challenge for BOLD fMRI studies of contextual modulation. In
this case, the hemodynamic responses to target and flanker stimuli over-
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lap, and the failure of BOLD to accurately reflect local neural inhibition
may simply be a consequence of hemodynamic blurring, rather than an
indication of a more basic aspect of neuro-hemodynamic coupling. Further
experiments at high field using perfusion and spin-echo fMRI will reveal
whether, in the absence of hemodynamic blurring, the BOLD response is
reduced by local neural inhibition.

Acknowledgement: NIH-NPCS Graduate Student Training Fellowship and Keck
Foundation and BTRR P41 RR008079

A81 181 Learning simple and complex cells-like receptive

fields from natural images: a plausibility proof

Timothée Masquelier1 (timothee.masquelier@alum.mit.edu), Thomas Serreé?,

Simon Thorp61, Tomaso Poggioz; ICERCO, UMR 5549, CNRS-Université Paul
Sabatier Toulouse 3, >Dept. of Brain and Cognitive Sciences and McGovern Insti-
tute for Brain Research, MIT

The ventral stream of the primate’s visual system, involved in object recog-
nition, is mostly hierarchically organised. Along the hierarchy (from V1, to
V2, V4, and IT) the complexity of the preferred stimulus of the neurons
increases, while, at the same time, responses are more and more invariant
to shift, scale, and finally viewpoint. Several feedforward networks have
been proposed to model this hierarchy by alternating simple cells, which
increase selectivity, with complex cells, which increase invariance (Fuku-
shima 1980; Le Cun & Bengio 1998; Riesenhuber & Poggio 1999; Serre et al
2005). The issue of learning is perhaps the least well understood, and many
authors use hard-wired connectivity and/or weight-sharing. Several algo-
rithms have been proposed for complex cell learning based on a trace rule
to exploit the temporal continuity of the world (for e.g., Foldiak 1991; Wal-
lis & Rolls, 1997; Wiskott & Sejnowski, 2002; Einhatiser et al 2002; Spratling
2005), but very few can learn from natural cluttered image sequences.

Here we propose a new variant of the trace rule that only reinforces the
synapses between the most active cells, and therefore can handle cluttered
environments. The algorithm has so far been developed and tested
through the level of Vl1-like simple and complex cells: we showed how
Gabor-like simple cell selectivity could emerge from competitive hebbian
learning, and how the modified trace rule allow the subsequent complex
cells to pool over simple cells with the same preferred orientation, but with
shifted receptive fields. Development of the V2, V4, and IT layers is ongo-
ing.

Poster Session A

A82 182 Responses of single neurones in the middle temporal
area (MT) to kinetic contours: implications for understanding the
physiological basis of form cue invariance

1

Leo Luil (Leo.Lui@med.monash.edu.au), Anouska Dobieckil, James Bourne*,
Marcello Rosa'; 'Department of Physiology, Monash University

In order to understand the physiological correlates of form-cue-invariance,
we investigated the visual response properties of single neurones in area
MT of marmosets anaesthetised with sufentanil (6mg.kg-1.hr-1) and
nitrous oxide/ oxygen (7:3). The visual stimuli were bars of different
lengths, directions of motion and speeds, presented against a background
consisting of dynamic visual noise. Specifically, we compared the
responses of MT cells to luminance-defined (“solid”) bars, which were uni-
formly darker than the background, and kinetic (“camouflaged”) bars,
which were filled with the same noise pattern as the background, hence
becoming visible only due to the coherent motion of its component ele-
ments. We found that the vast majority of MT cells (63/ 82, 77%) had cue-
invariant responses, whereby the tuning curves for direction of motion
were similar irrespective of the type of stimulus (solid or camouflaged).
This contrasts with the smaller proportions (approximately 1/3) of cue-
invariant units observed in caudal visual areas (V1 and V2). The responses
of MT cells to camouflaged bars were typically as strong as those to solid
bars of similar length, direction and speed. Moreover, while in V1 and V2
the responses to camouflaged bars were significantly delayed by relative
to the responses to solid bars (by 30-40 ms), in MT we found a large popu-
lation of cells that responded to the two classes of stimulus with similar
time-courses. These results are compatible with the notion that cue-invari-
ant responses involving luminance-defined and motion-defined figures
emerge in “early” visual cortex as result of feedback interactions from MT,
and perhaps other dorsal stream areas (JA Bourne et al., 2002, Cereb Cor-
tex 12: 1132-1145).
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Perceptual Learning Il
Saturday, May 12, 8:30 - 10:00 am, Hyatt Ballroom South
Moderator: Aaron Seifz

8:30 183 A test of the sensorimotor theory of visual calibration

Bruce Bridgeman® (bruceb@ucsc.edu); 'Department of Psychology, University of
California, Santa Cruz

Two theories define the relationship between sensory experience and per-
ception of location. The doctrine of specific nerve energies relies on hard-
wired, genetically specified relationships between stimulation and percep-
tion, modifiable only within limits by adaptation. In a newer sensorimotor
account (O'Regan & Nog&, BBS 2001), experience tunes the relationship
between stimulation and perception and even the modality of experience.
Vision for example is characterized by changes in input that correlate with
eye and head movements, while audition requires change by head but not
eye movements. Eye movements along a straight line result in no change
in the retinal elements stimulated by the line, while movements along
curved lines change the elements stimulated. Perception of pressure phos-
phenes can differentiate the two theories, because the phosphene appears
at a location predicted by physiological optics and in a modality predicted
by specific nerve energies. Moving a finger vertically along the eye's outer
orbit while pressing on it through the lid during nasally directed gaze
results in apparent motion of the phosphene out of phase with the finger,
therefore contradicting information from motor efference to the finger, tac-
tile sense at the fingertip, eyelid and bulb, joint receptors, and propriocep-
tion of muscles driving the finger. The contradiction between these
observations and the sensorimotor account might occur because of limited
time of the phosphene observation and simultantous contradictory infor-
mation from the rest of the visual field. A test of the sensorimotor theory
giving it every advantage had six observers in complete darkness moving
their fingers along the eye, observing phosphenes for one hour and 2400
motion cycles; this extent of exposure is more than adequate for other sen-
sory adjustments such as prism adaptation. The phosphene always obeyed
the doctrine of specific nerve energies, and never adapted as the sensorim-
otor account predicts.
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8:45 184 Transfer (vs. specificity) following different amounts
of perceptual learning in tasks differing in stimulus orientation
and position.

Pamela E. ]eterl (pjeter@uci.edu), Barbara Anne Dosherl'z, Shiau-Hua Liu’;
IMemory, Attention, and Perception (MAP) Laboratory, Dept. of Cognitive Sci-
ences, University of California, Irvine, *Institute of Mathematical Behavioral Sci-
ences, University of California, Irvine

Perceptual learning refers to the improvement in performance in percep-
tual tasks through learning or practice. Often, this learning is partially or
wholly specific to stimulus features of the task, such as rotation of the
stimulus or change of visual position. In this study, we investigated trans-
fer (or conversely specificity) as a function of the extent of initial practice
for tasks that differed in stimulus orientation and position. We chose to
test a moderate-precision orientation discrimination task known to exhibit
partial transfer (Jeter et al., VSS, 2004) so that the extent of transfer after
different amounts of initial learning could be assessed. Subjects discrimi-
nated the orientation (clockwise or counter-clockwise of a base angle) of a
peripheral Gabor in initial training (i.e., -35°+5° or 55°+5°) with locations
such as the NW and SE positions and in a 90° rotated transfer task in the
NE and SW positions. Discrimination was trained and tested in the pres-
ence and absence of white external noise. Staircase methods measured
contrast thresholds as a function of practice. As expected, the results show
improvements in initial performance for the transfer task following 4
blocks (2 days) and 8 blocks (4 days) of initial training compared to 0 (no)
initial training. Initial training and training after transfer had approxi-
mately equal power function rates. Additional blocks of initial training
yielded little improvement in the transfer task. These results were not con-
sistent with a simple model in which each initial training block yielded a
(fractional) benefit at transfer (p < 0.001), but may suggest saturating bene-
fits with additional practice. These results are considered in the context of
previous examples of perceptual learning in the literature.

Acknowledgement: Research supported by the National Eye Institute

9:00 185 Effect of reward on perceptual learning

Dongho Kim! (kimdh@bu.edu), Aaron Seitz!, Takeo Watanabe; IDepartment of
Psychology, Boston University.

It has been proposed that visual cortical processing is improved for stimuli
that are consistently paired with reinforcement, which might be a mecha-
nism underlying perceptual learning (Seitz and Watanabe, Nature, 2003;
TICS, 2005). To test this, we examined whether paring stimuli with a liquid
reward (in humans) results in a sensitivity improvement to that stimulus.
Using a classical conditioning paradigm, we presented every 500 msecs a
different sinusoidal noise background that filled the display. At random
intervals, a sinusoidal grating that was spatially masked by sinusoidal
noise (20% signal; 2 c¢/deg; 2 deg diameter) and was presented for 500
msecs, superimposed on the noise background. For each subject, one of
112.5 deg or 22.5 deg grating was paired liquid-delivery (C+) and the other
orientations was presented without reward (C-). Subjects were asked to
restrain from eating or drinking for five hours previous to each experimen-
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tal session. The liquid reward was provided 400 msecs after presentation
of the grating pattern and thus partially overlapped with the grating pre-
sentation. Pre and post test was done before and after training to see the
learning effect. In the tests, performance was evaluated for the C+ and C-
orientations (112.5 deg or 22.5 deg). After the training significant sensitiv-
ity improvement occurred in low signal level (55.8% vs. 75.9% in 5% sig-
nal) in paired orientation with the reward, however no significant
improvement in unpaired orientation (51.3% vs. 53.1% in 5% signal). The
pre and post test result of D-prime (0.18 vs. 0.79) and beta (0.97 vs. 0.69) in
paired orientation also showed that our result is not a response bias but
perceptual learning. These results support the proposal that stimulus rein-
forcement pairing enhances visual cortical responses selectively for the
paired stimulus in human.

Acknowledgement: This study is funded by National Institutes of Health (R21
EY017737), the Human Frontier Science Program Organization (RGP18/2004).

9:15 186 Brain activity related to consolidation of perceptual
learning during sleep

Yuka Sasaki'? (yuka@nmr.mgh.haroard.edu), Yuko Yotsumoto™, Shinsuke
Shimojoz’3, Takeo Wutunube4; !Martinos Center, Massachusetts General Hospi-
tal, 2ERATO , Shimojo Implicit Brain Function Project, 3California Institute of
technology, *Boston University

Recently, a large number of studies have suggested that sleep plays an
important role in learning consolidation, although it is still controversial.
In the present study, we examined consolidation-related brain activity
during sleep after perceptual training. We measured brain activity in sleep
for about an hour using simultaneous EEG and fMRI technique. First, sub-
jects underwent the adaptation protocol in which they slept inside the MRI
scanner with electrode attached so that they familiarized themselves to fall
asleep inside the scanner. Then, we measured BOLD signals in the visual
cortex before and after training of a texture discrimination task. Perceptual
learning of this task is known to be locationally specific and may involve
the primary visual cortex (V1) (Karni & Sagi, 1991). Stimulus targets were
presented only in the upper left visual field. The post learning sleep ses-
sion was conducted at the same night as the training. Relative BOLD
changes in brain activity in both the trained and untrained regions in V1
during sleep compared to that in the wake period before the sleep onset
were calculated. Sleep stages were determined by EEG signals using a
standard method. Visual areas in each subject’s brain had been localized in
advance in a separate fMRI session. Results indicate that in the post learn-
ing sleep period, the relative brain change for the trained region in V1 was
significantly different from the untrained region and for the trained region
during the sleep before the learning. In addition, before the training, there
was no significant difference between relative brain changes in the
untrained and trained regions in V1. These results indicate that sleep con-
solidation process occurs in a highly localized circuit specific to the loca-
tion of a trained stimulus.

Acknowledgement: This study is funded by National Institutes of Health (R01
EY015980, R21 EY017737), and National Science Foundation (BCS-0549036) to
TW the ERATO Shimojo Implicit Brain Function Project to YS. MRI was sup-
ported by National Center for Research Resources P41RR14075, the Mental Il1-
ness and Neuroscience Discovery Institute, the Athinoula A. Martinos Center for
Biomedical Imaging.

9:30 187 Location specificity in perceptual learning: A revisit

Cong Yu! (yucong@bnu.edu.cn), Stanley Klein?, Dennis Levi; Hnstitute of Cog-
nitive Neuroscience and Learning, Beijing Normal University, School of Optom-
etry, UC Berkeley

Perceptual learning (PL) is specific to the practiced retinal location, a sig-
nature property in many PL tasks. We investigated this signature with a
contrast discrimination learning task. Contrast learning for a V-Gabor in
the lower-right quadrant (Lower-Loc) of the visual field was not trans-
ferred to the upper-right quadrant (Upper-Loc) for the same V-Gabor, rep-
licating location specificity. However, simultaneous training of a V-Gabor
in Lower-Loc and a H-Gabor in Upper-Loc greatly improved contrast dis-
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crimination of a V-Gabor in Upper-Loc. To separate the contributions of
Lower-Loc V-Gabor training and Upper-Loc H-Gabor training, we con-
ducted (a) Lower-Loc V-Gabor training followed by Upper-Loc H-Gabor
training and (b) same training in a reversed order. In (a) initial Lower-Loc
V-Gabor training had little effect on Upper-Loc V-Gabor discrimination,
but later Upper-Loc H-Gabor training greatly improved Upper-Loc V-
Gabor discrimination. In (b) initial Upper-Loc H-Gabor training also
greatly improved Upper-Loc V-Gabor discrimination, but later Lower-Loc
V-Gabor training further improved Upper-Loc V-Gabor discrimination.
These data indicated that improved Upper-Loc V-Gabor discrimination
mainly depended on training in the same retinal location, even with an
orthogonal stimulus. However, after a location had been trained or sensi-
tized, learning of the same stimulus in a different location could then be
transferred to the sensitized location. A control experiment demonstrated
that even simultaneous training of V-Gabor contrast discrimination in
Lower-Loc and 450-Gabor orientation discrimination, which was a com-
pletely different task, in Upper-Loc also greatly improved Upper-Loc V-
Gabor contrast discrimination, indicating that training-induced location
sensitization might be task unspecific. We conclude that PL might include
a location-specific but stimulus-or-task-unspecific process, and a stimulus-
specific but location-unspecific process. Contrast learning in the periphery
is mainly determined by location specific training of probably any task. In
a less degree it is also affected by location-unspecific stimulus training,
provided that the target location has been sensitized.

9:45 188 Transient attention potentiates perceptual learning

Marisa Carrasco’? (marisa.carrasco@nyu.edu), Anna Marie Giordano®, Chris-
tine Looser’; 'New York University, Department of Psychology, 2New York Uni-
versity, Center for Neural Science

Goal: It is known that covert attention improves discriminability and accel-
erates the rate of visual information processing (Carrasco & McElree,
2001). In this study we used the speed-accuracy tradeoff (SAT) procedure
to examine: (1) effects of perceptual learning in visual search, and (2)
effects of transient attention on perceptual learning in visual search, by
assessing discriminability and speed of information processing.

Methods: Naive observers performed a discrimination conjunction task
(orientation x spatial frequency) in which either a peripheral cue, indicat-
ing the target location and onset, or a neutral cue, indicating only target
onset, preceded the display. The target (2-cpd tilted Gabor) was presented
amid distracters (4-cpd tilted and 2-cpd vertical Gabors), and appeared in
one of 8 iso-eccentric locations. A response tone prompted observers to
respond after various lags (40-1500 ms). To assess perceptual learning, at
the end of 10 consecutive sessions (1/day), observers performed a transfer
task in which the identity of the target and one type of distracter was
switched (3-cpd tilted target among 2-cpd tilted and 3-cpd vertical
Gabors).

Results & Conclusion: In both the neutral and attentional conditions, both
discriminability and processing speed improved over time for visual
search. This improvement was due to perceptual learning: In the transfer
task, performance was impaired when compared to the initial perfor-
mance levels in the original task. Exogenous attention leads to an initial
benefit in discriminability and faster processing speed. Despite this initial
advantage, over the course of experimental sessions, attention continues to
improve performance more than the neutral condition. These findings sug-
gest that observers’ perceptual learning occurred because they processed
the target preferentially while inhibiting the distracters, particularly in the
attended condition.

Acknowledgement: NIH Ey016200-01A2
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3D Perception

Saturday, May 12, 8:30 - 10:00 am, Hyatt Ballroom North
Moderator: Marc Ernst

8:30 189 Kinesthetic Feedback Helps Disambiguate 3D Struc-
ture-from-motion

Bo Hul (bh@cs.rochester.edu), David Knilll; ICenterfor Visual Science, Univer-
sity of Rochester

Visual motion provides information about the 3D shapes of surfaces, but is
confounded with information about the 3D movement of surfaces. We
tested whether the brain uses kinesthetic information about object motion
produced when actively manipulating objects to disambiguate 3D struc-
ture-from-motion. Five naive subjects monocularly viewed computer-ren-
dered folded cards through a 4-degree aperture. The virtual surfaces were
covered with random dots and shown in a mirrored view of a computer
monitor, making the virtual surface appear behind the mirror. In active
conditions, subjects rotated the virtual surfaces themselves by rotating a
rod mounted behind the mirror in the same location as the virtual surface.
The rotation was fed back into the computer to generate the rotation of the
surface. In passive conditions, subjects were shown movies of the rotating
cards sampled from the recorded rotation sequences from their active ses-
sions. Subjects viewed surfaces with different dihedral angles and were
asked to judge whether the angle was greater or less than 90 degrees. We
built a Bayesian model for estimating dihedral angle from visual motion
information that was parameterized by known noise parameters on sensed
velocity and acceleration and was supplemented by noisy kinesthetic feed-
back when available. Under passive viewing, the model has a large bias
toward acute angles. The bias is reduced by kinesthetic feedback from
active rotation. Kinesthetic feedback also significantly reduces the variance
of the estimator. Consistent with these predictions, subjects showed signif-
icantly lower biases toward acute angles in the active conditions than in
the passive conditions (by ~24 degrees). The std. deviations of their esti-
mates, indicated by the slopes of their psychometric functions, were also
significantly lower in active conditions than in passive conditions (aver-
age: 17 degrees vs. 28 degrees). The results provide strong evidence that
humans use kinesthetic information to disambiguate 3D structure from
visual motion.

8:45 190 Integration of alternating cues to slant

Massimiliano Di Luca (max@brown.edu), Marc Ernst!; IMax Planck Institute
for Biological Cybernetics

Several studies showed that cue integration is close to optimal when two
or more cues are available simultaneously. However, most of these studies
consider only constant cues. Here we investigate how different depth cues
interact when they are not presented simultaneously but they are alternat-
ing. We ask whether there is fusion of cues in time and how the interaction
between cues depends on the frequency of alternation.

To study this, we presented two surfaces in alternation at six different fre-
quencies (from 0.8 to 15 Hz). One surface was defined by a random-dot
pattern displayed in stereo (disparity-defined surface); the other was
defined by a monocularly viewed regular texture (texture-defined sur-
face). The angle between the two surfaces was always +20 or -20 degrees.
Participants had to indicate whether the texture-defined surface was
slanted to the left or to the right. The orientation of the two surfaces was
varied jointly using a double staircase procedure to find the orientation at
which the texture-defined surface appeared frontoparallel.

Results indicate that there is a significant interaction between the cues
depending on frequency. That is, the orientation of the stimulus needed to
see the texture-defined surface as frontoparallel depended on the sign of
conflict and the frequency of alternation. At high frequencies (above 6 Hz)
there was a perceptual bias of the texture-defined surface in the direction
of the disparity-defined surface, indicating integration of the signals. At
low frequency (0.8 Hz), however, this interaction did not only disappear, it
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reversed in the opposite direction, indicating a contrast effect. This con-
trast may be explained as an aftereffect resulting from adaptation to the
disparity-cue slant. We conclude that simultaneity between cues is not
necessary for integration to occur. There seems to be a temporal window
for integration in the order of 150 ms.

Acknowledgement: EC project IMMERSENCE, IST-2006-027141

9:00 191 Does the visual system extract “keyframes” from
dynamic object sequences?

Benjamin Balas' (bjbalas@mit.edu), Pawan Sinha; 'Department of Brain and
Cognitive Sciences, MIT

In natural settings, we encounter complex 3-D objects as dynamic
sequences resulting either from ego motion or object motion. How does
the visual system represent object appearance following these dynamic
experiences? Specifically, does it extract privileged or canonical views of
an object from a dynamic sequence? This is a fundamental question that
has implications not only for theories of object representation, but also for
the broader issue of how our continuous experience of the visual world
may be encoded in memory. We presented naive observers with short
image sequences depicting novel objects either rigidly rotating through
space, or scrambled sequences that did not depict coherent motion. Fol-
lowing this brief exposure period, we measured response time and accu-
racy for old/new judgments of frames from the training sequence and
novel distracter images. We report two main results. First, performance
following the observation of coherent object motion is far superior to per-
formance following random presentation. This is evident even when the
same set of images is used following both coherent and scrambled
sequences, indicating that target/ distracter dissimilarity is not driving rec-
ognition judgments. Second, we find evidence that even after very little
experience, certain object views from coherent sequences are correctly
identified faster than others. These views might serve as “keyframes” for
efficiently encoding the full spatiotemporal input. We compare our RT
data to explicit ratings obtained for each view, and discuss various models
by which keyframe position might be predicted from spatial and temporal
factors. We conclude that locally canonical views are indeed determined
from coherent dynamic experience and that explicit judgments of canonic-
ity do not necessarily predict the results obtained from implicit measures.

Acknowledgement: National Defense Science and Engineering Graduate Fellow-
ship

9:15 192 How long does it take to adjust a weight?

Marc Ernst! (marc.ernst@tuebingen.mpg.de), Massimiliano Di Lucul, Divid
Knill?; "Max Planck Institute for Biological Cybernetics, Tiibingen, Germany,
2University of Rochester, NY

Cue integration has been demonstrated to be close to optimal under tem-
porally constant stimulus conditions. That is, cues are assigned different
weights according to their relative reliabilities. In real-world situations,
however, stimulus conditions constantly change. For example, depending
on the viewing situation the reliability of cues may change over time. Here
we ask whether the system takes such continuous changes in reliability
into account by adjusting the cue weights online. Subjects were binocu-
larly presented with a spinning disk slanted in depth. Thus one cue was
disparity, the other motion. There was a #30 deg conflict between the
slants defined by the two cues. We varied the reliability of the motion cue
by sinusoidally changing the speed of rotation at different frequencies
(0.067, 0.1, 0.2 Hz). Decreasing the speed of rotation decreases the reliabil-
ity of the motion cue. However, it does not affect the magnitude of slant
specified by the motion cue. Subjects task was to continuously adjust the
angle of a two-lines probe according to the perceived slant. We found that
increasing the motion cue reliability with faster rotations biased perceived
slant towards the slant defined by the motion cue. The surface was there-
fore perceived to oscillate in depth according to the modulation of speed.
The oscillation amplitude decreased with higher modulation frequency.
The phase shift between rotation modulation and perceived oscillation
increased with frequency. As a control, we repeated the task in order to
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estimate subject's reaction time for adjusting the probe. In this control the
slant of the surface was actually oscillating in depth. By subtracting the
reaction time from the phase shifts obtained in the experimental conditions
we estimated that the time it takes to update the weights is less then a sec-
ond.

Acknowledgement: FP6 EC project ImmerSence (IST-2006-02714)

9:30 193 Perceived curvature in depth: a test of cue combina-
tion models using motion and binocular disparity.

Kevin ]. MacKenzie! (kjmacken@yorku.ca), Richard F. Murray!, Laurie M.
Wilcox!; 1Centre for Vision Research and Department of Psychology, York Uni-
versity

We elucidate two properties of the intersection of constraints (IC) model of
depth cue combination (Domini et al., 2006, Vision Research, 46, 1707-
1723). First we show that, like the modified weak fusion (MWF) model
(Landy et al., 1995, Vision Research, 35, 389-412), IC combines depth cues
in a weighted sum that maximizes the signal-to-noise ratio of the com-
bined cue. Thus, IC is more similar to MWEF than may at first appear. Sec-
ond, we show that IC measures perceived depth in terms of just-noticeable
differences (JND's), and hence predicts that the perceived depth difference
between two stimuli is proportional to the number of JND's separating
them, regardless of what combination of disparity and motion cues are in
play. We tested this prediction.

Method We created two motion-defined random dot cylinders, mC and
mE, with circular and elliptical cross-sections, respectively. We also cre-
ated two disparity-defined random dot cylinders, dC and dE, and we mea-
sured points of subjective equality to match the perceived depth of dC to
mC, and of dE to mE. Using a 2AFC method of constants design, we then
measured depth JND's for motion-defined cylinders, using mC as a base-
line, and calculated the number of JND's separating mC and mE. Similarly,
we measured depth JND's for disparity-defined cylinders, using dC as a
baseline, and calculated the number of JND's separating dC and dE.

Results The number of JND's separating mC and mE was significantly dif-
ferent from the number of JND's separating dC and dE, even though the
the perceived depth difference between mC and mE was the same as that
between dC and dE.

Conclusions The perceived depth difference between two stimuli is not
proportional to the number of JND's separating them. This finding poses
no challenge to MWF, but contradicts a key prediction of the IC model.

Acknowledgement: Natural Sciences and Engineering Council of Canada (LMW)

9:45 194 3-D curvature aftereffects invariant to texture pattern

Andrea Li' (Andrea.Li@qc.cuny.edu), Qasim Zaidi%; 1Department of Psychology,
Queens College, CUNY, 2Department of Vision Sciences, SUNY College of
Optometry

Are there neural mechanisms that are selective for 3-D curvatures, and are
they invariant to the patterns that form the curvature? We test for such
mechanisms by adapting to curvatures defined by plaids differing in spa-
tial frequency by a factor of three. Gratings differing by frequency octaves
do not raise contrast thresholds for each other, indicating that they are
detected by independent mechanisms. Observers adapted monocularly to
perspective images of carved, sinusoidal surfaces textured with horizon-
tal-vertical plaids at either 2 or 6 cpd. Each adapting image spanned 1.5
cycles and was concave or convex at the central fixation. Shape aftereffects
were measured using 1 flat, 4 concave, and 4 convex test images varying in
amplitude between the concave and convex adapting stimuli, and textured
with either the 2 or 6 cpd plaid. Observers were presented with a 2 minute
initial adaptation, followed by 200 msec test images each preceded by a 5
second top-off adaptation. They were asked to judge the shape of the test
as concave or convex. The perceived flat point was estimated as the curva-
ture that was perceived as convex 50% of the time, and was extracted from
psychometric fits. To examine frequency selectivity, we measured shape
aftereffects with test stimuli of the same or different frequencies as the
adaptation stimulus. Results from six observers show significant shape
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aftereffects: adapting to a convex surface causes a flat test to appear con-
cave, and thus the perceived flat point is shifted to convex values, and vice
versa for concave adaptation. Aftereffects were obtained in both within
and across frequency conditions, but were larger for the within-frequency
conditions. Pattern adaptation cannot account for aftereffects in the across
frequency conditions. These results thus show that there are neural mecha-
nisms selective for 3-D curvatures whose responses are invariant to the
texture pattern.

Acknowledgement: NIH R01 EY13312 to Q. Zaidi and PSC-CUNY 60066-35 36
to A. Li.

Global Motion and Motion Integration

Saturday, May 12, 10:30 am - 12:15 pm, Hyatt Ballroom South
Moderator. Constance Royden

10:30 195 Binocular integration of pattern motion signals by
MT neurons and by human observers

Chris Tailby! (ct@cns.nyu.edu), Najib Majaj', Tony Movshon®; ' Center for Neu-
ral Science, New York University

When two moving gratings that differ only in orientation are superim-
posed, the resulting plaid is perceived as a coherently moving pattern.
When the same two gratings are presented separately to either eye (a
dichoptic plaid), the perceived direction of motion remains that perceived
monocularly, even in the presence of binocular rivalry. In recordings from
binocular neurons in MT of anesthetized macaque we measured direction-
tuning curves for monocularly presented gratings, and for monoptic and
dichoptic plaids (component gratings separated in orientation by 120°).
We calculated a pattern index to quantify the degree of pattern selectivity
for each plaid type. Pattern indices in each eye were strongly correlated in
individual MT neurons (r> = 0.66, n = 67). In all cells the value of the pat-
tern index decreased for dichoptic plaids. Of 18 cells classified as pattern
selective with monoptic plaids, only 3 remained pattern selective using
dichoptic plaids. We asked human subjects to identify the direction of
motion of monocularly and dichoptically presented plaids, using similar
stimulus conditions to the physiology. For monoptic plaids, histograms of
the absolute angular separation ("delta dir") between the perceived and the
pattern direction of motion were unimodal, clustered tightly around 0°.
For dichoptic plaids the histogram of "delta dir" was bimodal, with a
prominent peak near 0° and a smaller one near 60°: on average, subjects
perceived the pattern direction of motion on ~70% of dichoptic trials.
Thus, while the vast majority of cells in MT (including those cells that are
monoptically pattern selective) show no evidence of pattern selectivity
when stimulated with dichoptic plaids, the dominant motion percept
evoked by dichoptic plaids is of pattern motion. We conclude that the per-
ceptual experience of visual motion does not always correspond to the
direction of motion signaled by individual neurons in MT.

10:45 196 Motion opponency in area MT of the macaque is
mostly monocular

Najib ] Majaj" (najib@cns.nyu.edu), Chris Tailby', ] Anthony Movshon'; 1Center
for Neural Science, New York University

When added, two identical sinusoidal gratings moving in opposite direc-
tions appear as a single grating that is flickering in place with no net
motion. This is taken as evidence for the existence of motion opponent
mechanisms. Single neurons in MT are often inhibited by motion in the
anti-preferred direction, indicative of motion opponency.

Most neurons in MT can be driven strongly through either eye. We won-
dered whether the motion opponency expressed so strongly under monoc-
ular conditions still occurs under dichoptic conditions. We recorded from
MT neurons in anesthetized, paralyzed macaques. For each neuron, we
measured the contrast response function to a preferred grating presented
alone, and in the presence of a high contrast grating moving in the oppo-
site direction. The two gratings were either presented in the same eye
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(monocular) or one to each eye (dichoptic). The anti-preferred stimulus
caused the contrast response function to shift rightward on a log-contrast
axis, with the effect being largest in the monocular condition. To character-
ize this effect we fit each contrast response function with a Naka-Rushton
equation in order to identify the contrast at which the response of the neu-
ron was half-maximum (c50). In the monocular condition, the anti-pre-
ferred grating increased the c50 by a factor of 4, in the dichoptic condition
it increased the c50 by a factor of 1.5. Control experiments confirmed that
this dichoptic effect represents genuine opponency and not just a dichopti-
cally exerted contrast gain change.

This distinction between dichoptic and monocular motion opponency
mirrors recent results obtained psychophysically (Gorea et al. 2001, Vision
Res.). Taken together, the psychophysical and physiological results sug-
gest that motion opponency is for the most part generated prior to binocu-
lar combination.

11:00 197 Both simple and choice reaction times reveal sup-
pressive center-surround interactions in motion perception

Duje Tadin'? (duje.tadin@vanderbilt.edu), Kristin K. Grdinovac', Bjorn P.
Hubert-Wallander', Randolph Blake"?; "Department of Psychology, Vanderbilt
University, 2Vanderbilt Vision Research Center

Increasing the size of a high-contrast moving object can make its motion
substantially more difficult to perceive (Tadin et al., Nature, 424, 312-5,
2003). Based on converging lines of evidence, we attributed this counterin-
tuitive finding to the involvement of motion-sensitive neurons with sup-
pressive center-surround receptive fields. Here we used reaction times
(RTs) to reveal the effects of center-surround interactions on neural pro-
cessing speed of moving stimuli.

As expected, at low contrast (2.3%), RTs to a motion onset decreased as
stimulus size increased from 2.4deg to 12deg. This was true for both sim-
ple (369ms to 306ms) and choice (439ms to 399ms) RTs. At high contrast
(93%), however, as the stimulus size increased, choice RTs increased from
350ms to 384ms. Interestingly, increasing the size of a moving stimulus
almost completely eliminates the well-established contrast-dependency of
RTs. This paradoxical increase in RT, found in both naive and experienced
observers, is consistent with impaired motion processing resulting from
surround suppression. Moreover, we found a parallel result for simple
RTs; increasing the size of a high-contrast stimulus significantly increased
simple RTs, a remarkably different result from simple RTs to stationary
stimuli of varying size. Thus, even a task for which motion direction is
irrelevant yields performance changes consistent with center-surround
suppression. This same overall pattern of results was observed regardless
of whether the motion stimulus abruptly appeared or if the stimulus was a
stationary grating that abruptly moved.

These increases in both choice and simple RTs with increasing size extend
the effect of center-surround interactions to the neural processing speed of
motion. Additionally, we found that these effects were dependent on the
predictability of the stimulus event evoking RTs, with a paradoxical RT
improvement for large, unpredictable stimuli. This counterintuitive find-
ing may reflect attentional modulation of center-surround interactions; a
hypothesis that we are currently investigating.

11:15 198 Interaction of the On and Off pathways in motion
processing with motion-defined-form signals.

Mark Edwards' (mark.edwards@anu.edu.au); 'School of Psychology, Australian
National University, Canberra, ACT, 0200, Australia.

The interaction of the On and Off pathways in motion processing with
motion-defined-form (common-fate) signals was investigated. A modified
version of the global dot-motion stimulus was used. Signal dot number
was fixed at 4 and the number of noise dots was varied to establish the
threshold S/N ratio required to determine the direction of the signal dots
(up/down). The same dots remained signal dots over the 3-frame motion
sequence and two spatial arrangements for them were used: a square pat-
tern and a random pattern that changed from trial to trial. To minimise the
possibility of attentional tracking of the signal dots, the first motion frame
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contained 12 distracter patterns, i.e. noise dots arranged into the same pat-
tern as the signal dots. Three luminance-polarity conditions were used: 1)
same polarity for all the dots; 2) mixed polarity for the signal and noise
dots (half light, half dark); and 3) same polarity for the signal and mixed
for the noise dots. In the same-polarity condition, performance for the
square pattern was better than for the random pattern, e.g. threshold of
1.7% versus 5.3%. This advantage was lost when the polarity of the signal
and noise dots were mixed. However, when only the noise dots had mixed
polarity, performance for the square pattern was markedly better, 0.9%. To
further rule out attentional tracking, the number of motion frames was
reduced to two, and the same pattern of results was obtained. CONCLU-
SION: These results show that the On and Off pathways are kept separate
in the motion processing of motion-defined-form signals. This is different
to the situation with standard global-motion processing, in which they are
pooled, suggesting that this form-based motion task is processed in a dif-
ferent area, possibly in the ventral pathway.

Acknowledgement: ARC grant 565050

11:30 199 Contrast and assimilation in visual motion process-
ing for perception and smooth pursuit eye movements

Miriam  Spering!  (miriam.spering@psychol.uni-giessen.de), ~ Karl ~ R.
Gegenfurtner'; 'Experimental Psychology, Justus-Liebig University Giessen,
Germany

In order to track an object of interest that moves across a dynamic visual
context, motion signals from target and context have to be processed.
Physiological and behavioral studies provide evidence for at least two dif-
ferent strategies for motion processing that are reflected in the neuronal or
behavioral response: averaging absolute target and context motion signals
(motion assimilation), or calculating relative motion between target and
context (motion contrast). Here, we show that perceived velocity and pur-
suit velocity can follow different motion cues. Eye movements were
recorded from seven naive human observers to a medium contrast Gauss-
ian dot that moved horizontally at 11.3 deg/s. A peripheral context, con-
sisting of two vertically oriented sinusoidal gratings, one above and one
below the stimulus trajectory, drifted into the same direction as the target
at the same speed. During the steady-state phase of the pursuit eye move-
ment, target and context moved continuously at 11.3 deg/s, or were inde-
pendently perturbed for 250 ms to move slower (5.6, 8.5 deg/s) or faster
(14.1, 16.9 deg/s). Observers were asked to smoothly track the target, and
to indicate whether the target velocity had increased or decreased. In all
observers, eye velocity transiently increased or decreased to the velocity
vector average for an increase or decrease in context velocity, time-locked
to perturbation onset. In contrast, psychophysical responses followed rela-
tive motion between target and context. When the context was perturbed
to move slower, target velocity was overestimated, and when the context
moved faster during perturbation, target velocity was underestimated. We
conclude that motion signals are processed in different ways for percep-
tion and pursuit. In the presence of a moving context, perceived velocity is
driven by relative motion, and pursuit velocity is driven by a motion aver-
age.

11:45 200 The effect of object speed and angle on the per-
ceived rigidity of an optic flow field.

Constance Royden!  (croyden@mathcs.holycross.edu), Michael ~Holloway';
IDepartment of Mathematics and Computer Science, College of the Holy Cross

When an observer moves straight through a stationary scene, the images
of objects move in a radial pattern. One can detect a moving object in the
scene if its image moves in a different direction from this pattern. How-
ever, a speed difference is ambiguous. It could be due to distance variation
or to object motion. We examined how the angle or speed of object motion
influences whether people perceive the scene as rigid or non-rigid.
Observers viewed a 38x38 deg window within which a field of 500 random
dots moved to simulate observer motion toward two transparent planes.
The object consisted of a 10x10 deg square of 30 dots initially located 8 deg
to the right of center. To test the effect of object angle we kept the object
speed constant and varied the angle of object motion between 0 and 360
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deg. To test speed, we kept the angle constant and varied the speed by a
factor between 0.25 to 2.75 times the speed of dots in the nearest plane.
Subjects indicated by a keypress whether the scene appeared rigid or non-
rigid. Results for 5 observers show that perception of rigidity decreased
from 90% rigid responses to 30% as the angle increased from 0 to 157.5
deg. Perceived rigidity rose slightly for an angle of 180 deg. Perception of
rigidity also fell as the speed factor deviated from 1.0, although these dis-
plays were all consistent with a rigid interpretation, with the object placed
at different distances from the observer. Speed factors of .25, 1.0 and 2.75
resulted in 38%, 98% and 4% rigid responses, respectively. Thus, in the
absence of other cues, a moving observer may perceive an object located
sufficiently closer or farther from the other items in the scene as a moving
object.

Acknowledgement: Supported by NSF grant #IBN-0343825.

12:00 201 Disambiguation of optic flow with vestibular signals

Paul MacNeilage! (pogen@berkeley.edu), John Butler?, Heinrich Buelthoff, Mar-
tin Banks; 1Vision Science Program, UC Berkeley, 2Max Planck Institute for
Biological Cybernetics

Optic flow is generated by observer motion relative to stationary objects,
by movement of objects relative to a stationary observer, and by combina-
tions of those situations. To determine the relative contributions of object
and self motion to the observed optic flow, the nervous system can use
vestibular signals. An object’s speed relative to earth is given by the differ-
ence between its speed relative to the head and the head’s speed relative to
the earth. The variance of the difference is the sum of the component vari-
ances: 62o0bj=02vis+62vest. In contrast, if observers estimate self-motion
from optic flow and vestibular signals, and assume a stationary visual
scene, visual and vestibular estimates may be combined in a weighted
average to yield more precise self-motion estimates: 62self=(62vis62vest)/
(62vis+62vest). So depending on whether the subject reports object motion
or self-motion, the two-modality variance is predicted to be respectively
higher or lower than the component variances. To test these predictions,
we measured speed-discrimination thresholds for fore-aft translations and
roll rotations. There were two single-modality conditions, Visual and Ves-
tibular, and two multi-modality conditions, Self-motion and Object-
motion. In the Visual, Vestibular, and Self-motion conditions, observers
indicated if the movement was faster or slower than a standard. In the
Object-motion condition, observers indicated if the object appeared to
move with or against the self-motion. Experiments were conducted on a
rotating chair and translating motion platform. The stereoscopic projection
system was mounted on the apparatus. Stimuli were random-dot planes
that rotated clockwise or anti-clockwise or translated forwards or back-
wards. In the translation conditions, multi-modal object-motion thresholds
were, as predicted, higher than single-modality thresholds, and multi-
modal self-motion thresholds were, as predicted, generally lower than sin-
gle-modality thresholds. Results from the rotation conditions were less
clear. Possible causes of differing results for translations and rotations will
be discussed.

Acknowledgement: NIH EY014194

The Many Functions of the Ventral Stream

Saturday, May 12, 10:30 am - 12:15 pm, Hyatt Ballloom North
Moderator: David Sheinberg

10:30 202 Neural Dynamics of Visual Scene Segmentation

Lawrence Appelbaum’ (greg@duke.edu), Viadimir Vildavski®, Mark Pettet?, Alex
Wade?, Anthony Norcia®; 'Duke University, Durham, NC 27708, 2Smith-Ket-
tlewell Eye Research Inst. San Francisco, CA, 94115

Visual scene segmentation represents one of the fundamental functions
accomplished by the early visual system. Figure-ground assignment,
object perception, and attentional allocation all rely upon the ability to rap-
idly and accurately segment the visual scene into coherent objects and
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their surrounds. Using synthetic images portraying simple texture-defined
figures and an electrophysiological paradigm that allows us to separately
monitor cortical responses to figure and background regions, as well as
interactions between them, we found distinct neuronal networks responsi-
ble for the processing of each. Figure activity was distributed over a net-
work of ventral stream visual areas including the lateral occipital cortex. A
separate network, extending from primary visual cortex through the dor-
sal visual pathway was observed in response to the background region.
The activated sites and temporal sequence of these networks was largely
invariant with respect to the cues used to define the figure, did not depend
on its spatial location or size, and were largely unaffected by attentional
instructions. To evaluate border-specific activity, tagged stimuli were pre-
sented with figure and background regions composed of different one-
dimensional textures such that the figure region remained segmented
throughout the duration of the stimulus presentation. Reponses occurring
at nonlinear interaction terms resulted in distinct source distributions rela-
tive to the figure or background region responses, indicating unique mech-
anisms that signal border discontinuities. These responses were greatly
diminished when the figure region was constructed such that it was con-
tinuously segmented, as well as, by the introduction of gaps between the
two regions. These non-linear interactions therefore reflect finely tuned
pooling activity occurring at the region borders that is highly sensitive to
the global segmentation state of the scene. Collectively, these data reflect
unique aspects of the object processing hierarchy in which low-level fea-
tures of the retinal image are abstracted forming the neural basis of visual
scene segmentation.

Acknowled