V-VSS Schedule of Events

Scheduled Events

All times displayed St. Pete Beach time: EDT America/New_York
To see this schedule in your timezone, log in to your MyVSS Account and set your timezone.

Date Time

Friday, June 19 11:00-11:40 am

12:00 - 12:30 pm

1:00 - 3:00 pm
3:00 - 3:40 pm
5:00-5:40 pm
6:00 - 6:40 pm

8:00 - 9:00 pm

9:00 - 10:00 pm
11:00-11:40 pm
Saturday, June 20 1:00 - 1:40 am

2:00 - 2:40 am

6:00 - 7:00 am

7:00 - 8:00 am

8:00 - 8:40 am

9:00-9:40 am

10:30-11:00 am

Event

V-VSS Opening Session with VSS Founders
Ken Nakayama and Tom Sanocki talk about 20 years of Vision
Science

Post-Talk Coffee Break
Break-out rooms for post-talk interaction

Live Talk Session 1

Presenter Conferences
Presenter Conferences
Presenter Conferences

Student/Postdoc Board Discusses: Public and Governmental
Science Advocacy

Student/Postdoc Board Discusses: Social Events
Presenter Conferences
Presenter Conferences
Presenter Conferences

Student/Postdoc Board Discusses: Diversity -- Under-
represented groups

Advanced vision research paradigms with the PROPixx high
refresh rate projector.
VPixx Technologies (VSS Satellite)

Presenter Conferences
Presenter Conferences

Pre-Talk Coffee Break
Break-out rooms for pre-talk interaction

11:00 am - 1:00 pm Live Talk Session 2


https://www.visionsciences.org/myvss/?mtpage=account_login
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Sunday, June 21

1:00 - 1:30 pm

3:00-3:40 pm

4:00-5:00 pm

5:00 - 6:00 pm

6:00 - 6:40 pm
4:00 - 4:40 am

5:00-5:40 am

7:00 - 8:00 am

8:00-9:00 am

9:00 - 9:40 am

10:30-11:00 am

11:00 am - 1:00 pm

1:00 - 3:00 pm

3:00 - 3:40 pm

4:00-5:00 pm

5:00-5:40 pm

6:00 - 6:40 pm

Post-Talk Coffee Break
Break-out rooms for post-talk interaction

Presenter Conferences

Advanced vision research paradigms with the PROPixx high
refresh rate projector.
VPixx Technologies (VSS Satellite)

Meet the Professors
Opportunity for students to meet with faculty members

Presenter Conferences
Presenter Conferences
Presenter Conferences

High speed eye-tracking in vision science: TRACKPixx3
technology and applications.
VPixx Technologies (VSS Satellite)

Meet the Professors
Opportunity for students to meet with faculty members

Presenter Conferences

Pre-Talk Coffee Break
Break-out rooms for pre-talk interaction

Live Talk Session 3

Townhall on Diversity, Inclusion and Respect
Join us for this event, co-sponsored with FoVea, for open
discussion and exchange of ideas.

Presenter Conferences

High speed eye-tracking in vision science: TRACKPixx3
technology and applications.
VPixx Technologies (VSS Satellite)

Presenter Conferences

Presenter Conferences
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An introduction to TELLab: The Experiential Learning Laboratory,
7:00 - 8:00 pm an online teaching platform
(VSS Satellite)

Meet the Professors

8:00 - 9:00 pm Opportunity for students to meet with faculty members

11:00-11:40 pm  Presenter Conferences
Monday, June 22 1:00 - 1:40 am Presenter Conferences

2:00-2:40 am Presenter Conferences

Pre-Talk Coffee Break

3:30-4:00am Break-out rooms for pre-talk interaction

4:00-6:00 am Live Talk Session 4

Post-Talk Coffee Break

6:00 - 6:30 am . .
Break-out rooms for post-talk interaction

Timing and synchronization in gaze-contingent displays and
7:00 - 8:00 am other latency-sensitive research paradigms.
VPixx Technologies (VSS Satellite)

8:00 - 8:40 am Presenter Conferences
9:00 - 9:40 am Presenter Conferences

Business Meeting

10:00 - 10:45 am VSS Board discusses issues of concern to the Society

11:00 am - 1:00 pm Live Talk Session 5

NIH/NSF Funding Panel
1:00 - 2:00 pm Representatives from US funding agencies discuss current
funding issues

VR Eye Tracking — From zero to experiment in 6 minutes

3:00-4:00pm \idviz VR (VSS Satellite)

Timing and synchronization in gaze-contingent displays and
4:00 - 5:00 pm other latency-sensitive research paradigms.
VPixx Technologies (VSS Satellite)
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Tuesday, June 23

5:00 - 6:00 pm

6:00 - 6:40 pm

8:00 - 9:00 pm

9:00 - 10:00 pm

11:00-11:40 pm

1:00 - 2:00 am

2:00-2:40 am
4:00-5:00 am

5:00 - 6:00 am

6:30-7:00 am

7:00-9:00 am

9:00 - 9:30 am

10:30-11:00 am

11:00 am - 1:00 pm

1:00 - 1:30 pm

1:30-2:00 pm

2:00 - 2:40 pm

3:00 - 3:40 pm

VR Eye Tracking — Meeting in VR to Experience and Discuss
Concepts, Setups and Analytics Options
Worldviz VR (VSS Satellite)

Presenter Conferences

Student/Postdoc Board Discusses: Diversity -- Under-
represented groups

Student/Postdoc Board Discusses: Connections to Industry
Presenter Conferences

Meet the Professors
Opportunity for students to meet with faculty members

Presenter Conferences
Student/Postdoc Board Discusses: Accessibility at VSS
Student/Postdoc Board Discusses: Skills workshops

Pre-Talk Coffee Break
Break-out rooms for pre-talk interaction

Live Talk Session 6

Post-Talk Coffee Break
Break-out rooms for post-talk interaction

Pre-Talk Coffee Break
Break-out rooms for pre-talk interaction

Live Talk Session 7

Post-Talk Coffee Break
Break-out rooms for pre-talk interaction

Visibility: A Virtual Coffee Break for LGBTQ+ Vision Scientists and
Friends
(VSS Satellite)

Presenter Conferences

Presenter Conferences
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4:00 - 5:00 pm
5:00 - 5:40 pm
6:00 - 6:40 pm

7:00 - 8:00 pm
8:00 - 9:00 pm

11:00-11:40 pm
Wednesday, June 24 1:00 - 1:40 am
2:00 - 2:40 am
4:00 - 4:40 am
5:00 - 5:40 am
7:00 - 8:00 am

8:00 - 9:00 am
10:30 - 11:00 am
11:00 am - 1:00 pm
1:00 - 1:30 pm

2:00 - 2:40 pm

3:00 - 3:40 pm

4:00-4:30 pm

Live Talk Sessions

Student/Postdoc Board Discusses: Science Communication
Presenter Conferences

Presenter Conferences

Student/Postdoc Board Discusses: Open Science

Canadian Vision Social
(VSS Satellite)

Presenter Conferences

Presenter Conferences

Presenter Conferences

Presenter Conferences

Presenter Conferences

Student/Postdoc Board Discusses: VSS outside North America
Student/Postdoc Board Discusses: Career Development

Pre-Talk Coffee Break
Break-out rooms for pre-talk interaction

Live Talk Session 8

Post-Talk Coffee Break
Break-out rooms for post-talk interaction

Presenter Conferences
Presenter Conferences

V-VSS Closing Remarks
Closing remarks from VSS board members
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Live Talk Session 1
Friday, 19 June, 1:00 pm EDT America/New_York

Talks will be presented in this order:
How do we measure attention? Visual cognition meets neuropsychology

Todd S. Horowitz!, Melissa Trevifiol, Xiaoshu Zhu?, Yi Yi Lu®*, Grace C. Huang?, Laura T. Germine3*; 1Basic
Biobehavioral and Psychological Sciences Branch, National Cancer Institute, 2Westat, 3Institute for
Technology in Psychiatry, McLean Hospital, “Department of Psychiatry, Harvard Medical School

The speed of attentional engagement and its relation to working memory encoding in RSVP tasks
Alon Zivony?, Martin Eimer?; !Birkbeck, University of London

The Influence of Taxonomic and Thematic Object Relationships on Attentional Allocation

Joseph Nah?, Joy Geng?; University of California, Davis

Space and Time Dissociate in the Construction of the Visual Now

Aditya Upadhyayula?, lan Phillips?, Jonathan Flombaum?; YJohns Hopkins University

Evidence that a single vergence command does not drive smooth pursuit in depth

Stephen Heinen?, Scott Watamaniuk?, Rowan Candy?3, Jeremy Badler?, Arvind Chandna?; 1Smith-Kettlewell
Eye Research Institute, 2Wright State University, 3Indiana University

Creating Visual Categories With Closed-Loop Real-Time fMRI Neurofeedback

Marius Catalin lordan?, Victoria J.H. Ritvo?!, Kenneth A. Norman?, Nicholas B. Turk-Browne'?, Jonathan D.
Cohen?; Princeton University, 2Yale University

Attentional deployment during visual search predicts subsequent long-term memory of real world objects
Mark E. Lavelle!, Kobe Cornelison?, Lauren H. Williams?, Trafton Drew?; *University of Utah
True swap errors versus misbinding in visual short-term memory revealed using free full report

Younes Adam Tabi?, Sanjay George Manohar!, Masud Husain?; University of Oxford

Live Talk Session 2
Saturday, 20 June, 11:00 am EDT America/New_York

Talks will be presented in this order:
How much time do you have? Introducing a multi-duration saliency model

Camilo Fosco?, Anelise Newman?, Patr Sukhum?, Yun Bin Zhang?, Aude Oliva?, Zoya Bylinskii3;
!Massachusetts Institute of Technology, *Harvard University, 3Adobe
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Supervised learning enables generalization across dissimilar appearances of the same identity by
conceptual rather than perceptual mechanisms

Galit Yovel!, Maya Gotlieb?, Naphtali Abudarham?, Yarden Shir?; 1Tel Aviv University

Intracranial electroencephalography reveals real world vision in humans is a contextually modulated,
distributed, and active sensing process

Arish Alrejal, Vasu Sharma®, Michael Ward?, Mark Richardson®#, Max G'Sell*, Louis-Philippe Morency?,
Avniel Ghuman?; 'Carnegie Mellon University, 2University of Pittsburgh, 3Harvard University,
*Massachusetts General Hospital

Exploring the effects of linguistic labels on learned visual representations using convolutional neural
networks

Seoyoung Ahn?, Gregory Zelinsky?!, Gary Lupyan?; 1Stony Brook University, 2University of Wisconsin-
Madison

Which “shoe” is best? Humans know what good training examples look like

Makaela Nartker!, Michael Lepori!, Chaz Firestone?; YJohns Hopkins University

Modeling biases of perceived slant in curved surfaces

Jonathan Tong?, Robert Allison?, Laurie Wilcox?; York University

The Spatiotemporal Power Spectrum of Natural Human Vision

Vasha DuTell}, Agostino Gibaldi?, Giulia Focarellil, Bruno Olshausen?!, Marty Banks?; *UC Berkeley
Perceived and mentally rotated contents are differentially represented in cortical layers of V1

Polina lamshchinina®?, Daniel Kaiser?, Renat Yakupov?, Daniel Haenelt®, Alessandro Sciarra>8, Hendrik
Mattern®, Emrah Duezel*’, Oliver Speck*>®7, Nikolaus Weiskopf®, Radoslaw Martin Cichy>?; 'Department of
Education and Psychology, Freie Universitaet Berlin, Berlin, Germany, 2Berlin School of Mind and Brain,
Humboldt-Universitaet Berlin, Berlin, Germany, 3Department of Psychology, University of York, Heslington,
York, YO10 5DD, UK, *German Center for Neurodegenerative Diseases (DZNE), Magdeburg, Germany,
>Department of Biomedical Magnetic Resonance, Institute for Physics, Otto-von-Guericke-University,
Magdeburg, Germany, ®Leibniz Institute for Neurobiology, Magdeburg, Germany, Center for Behavioral
Brain Sciences, Magdeburg, Germany, 8Department of Neurology, Otto-von-Guericke University,
Magdeburg, Germany, °Department of Neurophysics, Max Planck Institute for Human Cognitive and Brain
Sciences, Leipzig, Germany

Live Talk Session 3
Sunday, 21 June, 11:00 am EDT America/New_York

Talks will be presented in this order:

Amplification of feature selectivity by spatial convolution in primary visual cortex
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Felix Bartsch', Daniel A. Butts?, Bruce Cumming?; *University of Maryland, 2National Eye Institute
Robust behavioral and neural integration of color and gloss cues for object classification

Maria Olkkonen'?, Geoffrey K Aguirre3, Toni P Saarela?; *University of Helsinki, 2Durham University,
3University of Pennsylvania

Bayesian Image Reconstruction from Retinal Cone Signals

Ling-Qi Zhang?, Nicolas P. Cottaris?, David H. Brainard?; 'Department of Psychology, University of
Pennsylvania

A unifying framework for understanding neural tuning and representational geometry

Nikolaus Kriegeskorte®?, Xue-Xin Wei'; 1ZZuckerman Mind Brain Behavior Institute, Columbia University,
’Department of Psychology, Department of Neuroscience, Columbia University

Decoding 3D spatial location across saccades in human visual cortex

Xiaoli Zhang?, Christopher M Jones, Julie D Golomb; ‘The Ohio State University
Perception of Nonrigid Change in 3D Shape While Walking in A Virtual Environment
Ying Yu?, James T Todd?, Jian Chen?, Alexander A Petrov'; 'The Ohio State University

Individual Differences in Perceptual Organization: Reanalyzing Thurstone’s classic (1944) data and
rediscovering factors for geometrical illusions, perceptual switching, and holistic ‘Gestalt’ closure

David Peterzell*?; 1John F Kennedy University, 2University of California, Berkeley
Beyond fixation: foveal receptive field estimation in freely viewing primates

Jacob Yates¥?3, Shanna Coop??, Gabriel Sarch?, Ruei-Jr Wu'?, Daniel Butts?, Michele Rucci'?, Jude
Mitchell>2; 1Brain and Cognitive Science, University of Rochester, 2Center for Visual Science, University of
Rochester, 3Department of Biology, University of Maryland College Park

Live Talk Session 4
Monday, 22 June, 4:00 am EDT America/New_York

Talks will be presented in this order:

Temporal dynamics of illumination perception: Can we see daylight changes?

Ruben Pastilha?, Gaurav Gupta!, Naomi Gross?, Anya Hurlbert!; *Newcastle University
Spontaneous brain oscillations and visual perceptual decision making

Jason Samaha?, Luca lemi?, Saskia Haegens®3, Niko Busch?*; *University of California, Santa Cruz, 2Columbia
University College of Physicians and Surgeons, 3Donders Institute for Brain, Cognition and Behaviour,
4University of M&uuml;nster

Integrating Single-Unit and Pattern Codes in DCNNs Trained for Face Identification
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Connor J. Parde?l, Y. Ivette Colon?, Matthew Q. Hill%, Alice J. O'Toole?, Carlos Castillo?; ‘The University of
Texas at Dallas, 2University of Maryland Institute for Advanced Computer Studies

High-attention demand training enhances attentional modulation of V1 and intraparietal sulcus in human
adults with amblyopia

Chuan Hou?, Spero Nicholas?; *Smith-Kettlewell Eye Research Institute

Live Talk Session 5

Monday, 22 June, 11:00 am EDT America/New_York

Talks will be presented in this order:

Age-related changes in perceptual decision-making in children

Catherine Manning?, Udo Boehm?, Gaia Scerif!, Anthony M Norcia3, Eric-Jlan Wagenmakers?; 'University of
Oxford, 2University of Amsterdam, 3Stanford University

Young children outperform feed-forward and recurrent neural networks on challenging object recognition
tasks

Vladislav Ayzenberg?, Stella Lourenco?; *Emory University
Face selectivity in human infant ventral temporal cortex.

Heather L. Kosakowski!, Michael Cohen'?, Boris Keil®, Atsushi Takahashi?, Isabel Nichoson?#, Lyneé Alves>,
Nancy Kanwisher?, Rebecca Saxe'; *MIT, 2Amherst College, *Mittelhessen University of Applied Science,
“Wellesley College, >University of Denver

Visual attention in the first two years of life differentially predicts language abilities in children with and
without autism spectrum disorder

Sanju Koirala'?, Deniz Parmaksiz'?, Stella(Yixin) Yuan'?, Sarah Shultz*?, Ami Klin*2, Warren Jones'?, Laura
A. Edwards¥?; IMarcus Autism Center, 2Emory University

Biological action identification does not require early visual input for development

Siddhart Srivatsav Rajendran'?, Davide Bottari3, Idris Shareef'?2, Kabilan Pitchaimuthu?, Suddha Sourav?,
Nikolaus Troje? Ramesh Kekunnaya?, Brigitte Réder!; *University of Hamburg, Hamburg, Germany, LV
Prasad Eye Institute, Hyderbad, India, 3IMT School for Advanced Studies, Lucca, Italy, *Center for Vision
Research, York University, Toronto, Canada

Selectivity to limbs in ventral temporal cortex decreases during childhood as selectivity to faces and words
increases

Marisa Nordt!, Jesse Gomez?3, Vaidehi S. Natu?, Alex A. Rezai!, Dawn Finzi?, Kalanit Grill-Spector’?4;
IDepartment of Psychology, Stanford University, Stanford, CA, 2Neurosciences Program, Stanford
University, Stanford, CA, 3Department of Psychology, UC Berkeley, CA, “Wu Tsai Neurosciences Institute,
Stanford University, Stanford, CA
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Deficient functional MRI selectivity and connectivity in developmental prosopagnosia is specific to face
regions

Xian Li'?, Joseph Arizpe'?, David Rothlein'3, Mike Esterman??, Joseph DeGutis'?; ‘Boston Attention and
Learning Laboratory, VA Boston Healthcare System, 2Harvard Medical School, 3Boston University School of
Medicine

Properties of familiar face representations: No evidence for qualitative differences between personal and
media-based familiarity

Holger Wiese!, Georgina Hobden?, A. Mike Burton?, Andrew W. Young?; *Durham University, *University of
York

Live Talk Session 6
Tuesday, 23 June, 7:00 am EDT America/New_York

Talks will be presented in this order:

Spatial cueing effects do not necessarily index spatial shifts of attention
Dominique Lamy?, Itay Yaron?, Elinor Hadas?; Tel Aviv University

Prior expectations evoke stimulus templates in the deep layers of V1

Fraser Aitken?, Georgios Menelaou,?, Oliver Warrington®, Nadege Corbin3, Martina Callaghan3, Peter Kok?;
lUniversity College London

Why are target absent searches so systematic?

Georgin Jacob?, Divya Gulati?, Pramod RT*?, SP Arun??; lElectrical Communication Department, Indian
Institue of Science, 2Centre for Neuroscience, Indian Institute of Science

What is the function of the orientation-tilt illusion?

Thomas Serre?, Drew Linsley?, Junkyung Kim3; 'Carney Institute for Brain Science, Department of Cognitive,
Linguistic &amp; Psychological Sciences, Brown University

Differential grouping affordances of random spatial and temporal information for accurate number
estimation

Frank Durgin?, Elsie Aubry?, JJ Balisanyuka-Smith?, Cicek Yavuz?; 1Swarthmore College, Haverford College
Analysis and systhesis of natural texture perception by EEG

Taiki Orima?, Isamu Motoyoshi!; Department of Life Sciences, The University of Tokyo

Live Talk Session 7
Tuesday, 23 June, 11:00 am EDT America/New_York
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Talks will be presented in this order:

White matter anatomy and cortical microstructure predict reading-related responses in ventral temporal
cortex

Mareike Grotheer?, Jason Yeatman*?3, Kalanit Grill-Spector*!; 1Psychology Department, Stanford
University, 2’Graduate School of Education, Stanford University, 3Division of Developmental and Behavioral
Pediatrics, Stanford University, *Authors contributed equally

Causal evidence for parietal lobule dynamics supporting intention readout

Stefano Panzeril, Jean-Francois Patril, Atesh Koul?, Marco Soriano®?, Martina Valente'3, Alessio Avenanti*>,
Andrea Cavallo®?, Cristina Becchio?; Istituto Italiano di Tecnologia, Genoa and Rovereto, Italy, 2University
of Turin, Turin, Italy, 3University of Trento, Rovereto, Italy, University of Bologna, Cesena, Italy,
>Universidad Catolica del Maule, Talca, Chile

Neurocomputational Mechanisms of Action-Outcome Prediction in V1

Clare Press?, Emily Thomas?, Sam Gilbert?, Floris de Lange?, Peter Kok*, Daniel Yon¥>; 1Birkbeck, University
of London, 2Institute of Cognitive Neuroscience, University College London, 3Donders Institute for Brain,
Cognition and Behaviour, Radboud University, “Wellcome Centre for Human Neuroimaging, University
College London, >Goldsmiths, University of London

Modeling human multitasking behavior in video games through modular reinforcement learning
Sihang Guo?, Bharath Masetty?, Ruohan Zhang?!, Dana Ballard?, Mary Hayhoe?; *University of Texas Austin
Precise identification of semantic representations in the human brain

lan Charest®?, Emily Allen3, Yihan Wu3, Thomas Naselaris?, Kendrick Kay3; 'School of Psychology, University
of Birmingham, UK, 2Centre for Human Brain Health, University of Birmingham, UK, 3Center for Magnetic
Resonance Research (CMRR), Department of Radiology, University of Minnesota, USA, *Neurosciences
Department, Medical University of South Carolina, USA

The place memory network: A network of brain areas supporting perception and memory of familiar places.
Adam Steel!, Madeleine Billings?, Caroline Robertson?; 1Dartmouth College
Late development of navigationally-relevant motion processing in the occipital place area

Frederik Kamps?, Jordan Pincus?, Samaher Radwan?, Stephanie Wahab?, Daniel Dilks?; Massachusetts
Institute of Technology, 2Emory University

Live Talk Session 8
Wednesday, 24 June, 11:00 am EDT America/New_York

Talks will be presented in this order:

Multiple salience maps
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George Sperling!, Peng Sun?, Veronica Chu?; tUniversity of California, Irvine
Preserved perception of simple visual features in stimulus-based neglect
Seda Akbiyik?, Teresa Schubert?, Alfonso Caramazza!; *Harvard University

Flexible focus in feature-based attention: efficient tuning of attention to narrow and broad ranges of task-
relevant feature values

Angus F. Chapman?, Viola S. Stoermer’?; IDepartment of Psychology, University of California, San Diego,
2Neurosciences Graduate Program, University of California, San Diego

Both endogenous and exogenous temporal orienting trigger an attentional boost effect
Caitlin A. Sisk?, Yuhong V. Jiang?; *University of Minnesota

Intracranial recordings reveal unique shape and timing of responses in human visual cortex during illusory
visual events

Maartje Cathelijne de Jong>?3, Mariska J. Vansteensel®, Raymond van Ee>®’, Frans S. S. Leijten®, Nick F.
Ramsey*, H. Chris Dijkerman?®, Serge O. Dumoulin’>8, Tomas Knapen®3; 1Spinoza Centre for Neuroimaging,
Amsterdam, The Netherlands, 2University of Amsterdam, Dept. of Psychology, Amsterdam, the
Netherlands, 3Experimental and Applied Psychology, VU University, Amsterdam, The Netherlands, *UMC
Utrecht Brain Center, Dept. of Neurology and Neurosurgery, University Medical Center Utrecht, The
Netherlands, >Philips Research Laboratories, Department of Brain, Behavior and Cognition, Eindhoven, The
Netherlands., 6Experimental Psychology, University of Leuven, Leuven, Belgium., ’Donders Institute,
Radboud University, Department of Biophysics, Nijmegen, The Netherlands., 8Experimental Psychology,
Helmholtz Institute, Utrecht University, Utrecht, the Netherlands.

Attention in rivalrous perception: novel insights from pupillometry

Paola Binda!, Miriam Acquafredda?, Claudia Lunghi?; 'University of Pisa, 2Laboratoire des systemes
perceptifs, Departement d etudes cognitives, Ecole normale superieure, PSL University, UMR 8248 CNRS,
75005 Paris, France

Sensitivity vs. awareness curve: a novel model-based analysis to uncover the processes underlying
nonconscious perception

Fabian Soto?, Ali Pournaghdalil; *Florida International University

Localization and Timing of Cortical Processes Related to the Use of Perceptual Context During Contour
Detection: Evidence for Early and Mid-Latency Abnormalities in Schizophrenia

Scott Sponheim®2, Seung Suk Kang?, Victor Pokorny?, Michael-Paul Schallmo?, Cheryl Olman?; *Minneapolis
VA Health Care System, 2University of Minnesota, 3University of Missouri, Kansas City
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Abstracts

3D Perception: Cue combination

A Comparison Between the Use of Afterimages and Physical Stimuli in
the Examination of Size Constancy

Poster Presentation - Topic area: 3D Perception: Cue combination

Amy Siobhan Millard?, Irene Sperandio?, Philippe A. Chouinard?; La Trobe University, Australia, 2University
of East Anglia, United Kingdom

Size constancy is the ability to perceive an object as having a fixed size regardless of viewing distance. Laws
of geometry provide exact guidelines for how size-distance scaling operates in humans under optimal
viewing conditions. Most research on size constancy has used objects that exist in the external
environment as stimuli, however, some studies have used afterimages as an alternative. Unlike physical
objects, afterimages are a unique subjective experience, so it is unknown if these methodological
approaches are comparable. This study (N = 20) examined the size perception of physical objects and
afterimages under binocular, monocular, and darkness viewing conditions across ten distances (for a total
of 30 trials for each stimulus type). The procedures for the two experiments were designed to be as
identical as possible. We calculated the slope of the change in perceived size of the stimuli over viewing
distance and then computed how much this slope deviated from the hypothetical slope predicted by a size-
distance scaling law known as Emmert’s law. ANOVA revealed that the different viewing conditions
affected the degree to which size deviated from this law for both afterimages (F(2,38) = 145.42, p < .0001),
and physical stimuli (F(2,38) = 15.46, p < .0001). Paired-samples t-tests highlighted that size perception of
afterimages and physical stimuli differed in the monocular (p =.02) and darkness (p < .0001) conditions, but
not in the binocular (p = .77) condition. Our findings show that perceived size closely reflected the size-
distance scaling predictions under ideal viewing conditions for both methods. This study provides the first
direct comparison of how these two approaches for examining size constancy operate. It is suggested that
afterimage research paradigms are comparable to methods that use physical stimuli under ideal viewing
conditions and may provide unique benefits to understanding what drives size constancy.

Presenter Conferences

The presenter has scheduled the following upcoming video conferences for this presentation.
21 June, 11:00 pm EDT America/New_York
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Presenter's Message
The presenter has not provided any messages for this presentation.

Abstract ID: 925

Effects of motion dynamics on classic visual size illusions

Poster Presentation - Topic area: 3D Perception: Cue combination

Ryan E.B. Mruczek! (rmruczek@holycross.edu), Sean Kelly?, Abigail Sagona?, Matthew Fanelli!, Gideon P.
Caplovitz?; *College of the Holy Cross, 2University of Nevada, Reno

Perceived size is a function of perceived viewing distance, retinal images size, and various contextual cues
such as linear perspective and the size and location of neighboring objects. We have recently shown that
adding dynamic components to classic visual illusions can significantly alter the influence of contextual
elements, and thus enhance or reduce illusion magnitudes. Interestingly, motion dynamics greatly enhance
the effects of the Dynamic Ebbinghaus illusion (size contrast), whereas they reduce the effects of the
Dynamic Corridor illusion (size constancy). Here, across three experiments, we explore further differences
in the nature of these two dynamic illusions to identify the key dynamic components that enhance or
reduce illusion magnitude. In particular, in our previous studies of the Dynamic Corridor illusion, the
context itself (i.e., the corridor) was static, whereas for the Dynamic Ebbinghaus illusion, the contextual
elements (i.e., the inducers) were dynamic in terms of their size and motion. In Experiment 1, a simplified
Dynamic Corridor illusion led to a weak illusion, even when the corridor background was translating. In
Experiment 2, a dynamically changing context (i.e., the corridor was only partially visible at any one time)
led to a strong illusion. These results were replicated in Experiment 3 using a dynamic version of the classic
Ponzo illusion, further limiting potential influences of size contrast from differently sized elements of the
corridor background. This pattern of results indicates that a combination of a moving target and a
dynamically changing context leads to a particularly strong influence of contextual cues on perceived size.

Acknowledgements: Funding: Dr. and Mrs. Anthony M. Marlon ‘63 Summer Research Fellowship;
Alumni/Parents Summer Research Scholarship Fund

Presenter Conferences

The presenter has scheduled the following upcoming video conferences for this presentation.
22 June, 9:00 am EDT America/New_York

22 June, 6:00 pm EDT America/New_York

23 June, 2:00 pm EDT America/New_York

23 June, 11:00 pm EDT America/New_York

Presenter's Message


mailto:rmruczek@holycross.edu?subject=Effects%20of%20motion%20dynamics%20on%20classic%20visual%20size%20illusions
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Thanks for viewing our poster!
Please note that you can see animated versions of our dynamic stimuli in the accompanying video.
If you have any questions, feel free to contact us: rmruczek@holycross.edu

Abstract ID: 342

Slant perception becomes more biased with less reliable cues, even
when stereo cues are available

Poster Presentation - Topic area: 3D Perception: Cue combination

Zhongting Chen? (ztchen@psy.ecnu.edu.cn), Ping Yang?, Jeffrey Saunders?; East China Normal University,
’the University of Hong Kong

Perceived 3D slant is often biased, especially when depth information is poor. A possible Bayesian
explanation is that visual cues are integrated with a prior that is weighted toward a default (frontal),
resulting in biases toward the default when cues are unreliable. By this explanation, slant perception should
become less veridical as the cue reliability decreases. In a previous study, we observed that biases in
perception of slant from texture varied with slant as expected based on cue reliability. In this study, we
varied the reliability of stereo slant information by changing viewing distance (90 vs 180 cm), and measured
perceptual biases in perception of slant from stereo and combined stereo and texture. Subjects were
presented with images of slanted planar surfaces with surface texture that was either informative (Voronoi)
or uninformative (broadband noise), and estimated the perceived surface slant by aligning the palm of their
hand. Subjects also performed 2AFC slant discrimination to measure reliability of slant information. A
Bayesian model predicts that when stereo information becomes less reliable at longer viewing distance, the
amount of perceptual bias would increase and texture information would have more relative influence. In
monocular conditions, we found that slant estimates were a nonlinear function of simulated slant, as
observed previously, consistent with poorer slant discrimination at low slants. In binocular conditions,
discrimination thresholds were larger with longer viewing distance, and slant estimates also showed more
bias toward frontal. At near viewing distance, slant estimates varied linearity with slant, and were similar
with Voronoi and noise textures. At longer viewing distance, slant estimates were less biased with the
informative texture, and showed nonlinearity in the same direction as monocular texture conditions. All of
these results are qualitatively consistent with a Bayesian model that integrates slant cues and a prior
according to their relative reliability.

Acknowledgements: Supported by the China Postdoctoral Science Foundation (Grant No. 2018M630410)
Presenter Conferences

The presenter has not scheduled any video conferences for this presentation.


mailto:ztchen@psy.ecnu.edu.cn?subject=Slant%20perception%20becomes%20more%20biased%20with%20less%20reliable%20cues,%20even%20when%20stereo%20cues%20are%20available%E2%80%8B

V-VSS 2020 Program 16

Presenter's Message
The presenter has not provided any messages for this presentation.

Abstract ID: 1004

3D Perception: Models and mechanisms

Active Observers in a 3D World: The 3D Same-Different Task

Poster Presentation - Topic area: 3D Perception: Models and mechanisms

Markus D. Solbach? (solbach@eecs.yorku.ca), John K. Tsotsos?; 'York University, Department of Electrical
Engineering and Computer Science

Most past and present research in computer vision involves passively observed data. Humans, however, are
active observers outside the lab; they explore, search, select what and how to look. Here, we are
investigating active, visual observation in a 3D world. To focus, we ask subjects to decide if two 3D objects
are the same or different, with no constraints on how they view those objects. Such 3D unconstrained,
active observation seems under-studied. While many studies explore human performance, usually, they
use line drawings portrayed in 2D, and no active observer is involved. The ability to compare two objects
seems a core visual capability, one we use many times a day. It would also be essential for any robotic
vision system whose role it is to be a real assistant at home, manufacturing or medical setting. To explore
the 3D 'same-different task’, we designed a novel experimental environment and created a set of twelve 3D
printed objects with known complexity. The subject is allowed to move around freely in a 4m x 3m
controlled environment, outfitted with eye gaze tracker and observed by head trackers. In this
environment, two objects are presented at a time at a fixed 3D locations but with a varying 3D pose. We
track precise 6D head motion, gaze and record a video of all actions, synchronized at microsecond
resolution. Additionally, the subject is interviewed about how the task was approached. Our results show
that at least six strategies for solving this task are employed, not always independently. We found that the
strategy used is dependent on three variables: object complexity, object orientation, and initial viewpoint.
Furthermore, we show that performance improves over time as subjects refine their strategies throughout
the study. Since no external feedback is given, an internal feedback mechanism must exist that refines
strategies.

Acknowledgements: We want to thank Khatoll Ghauss for helping to conduct the experiments and Bir Dey
Bikram for his help with CAD. This research was supported by grants to John K. Tsotsos from the Air Force
Office of Scientific Research USA, the Canada Research Chairs Program, and the NSERC Canadian Robotics
Network.
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Comparison of a reinforcement-learning and a biologically-motivated
representation of 3D space

Poster Presentation - Topic area: 3D Perception: Models and mechanisms

Andrew Glennerster! (a.glennerster@reading.ac.uk), Alexander Muryy?; *University of Reading

Recent advances in reinforcement learning demonstrate that navigation and prediction of novel views do
not require the agent to have a 3D model of the scene. Here, we examine a reinforcement learning method
that rewards an agent for arriving at a target image but does not generate a 3D 'map'. We compare this to
a biologically motivated alternative that also avoids a 3D reconstruction; it is a hand-crafted representation
based on relative visual directions (RVD) which has, by design, a high degree of geometric consistency. We
tested the ability of both types of representation to support geometric tasks such as interpolating between
learned locations. In both cases, interpolation is possible if two stored feature vectors in the network —
each associated with a given location - are averaged and the mean vector is decoded to recover a mean
location. The performance is much more variable for the reinforcement learning model than for the RVD
model (about seven times greater standard deviation). We show the same result for interpolation of
camera orientation. A tSNE projection of the stored vectors (into 2D) for each type of representation
illustrates why performance of the two models should be different on these tasks. In the RVD model, the
tSNE projection shows a regular pattern reflecting the geometric layout of the learned locations in space
whereas, for the reinforcement learning model, the clustering of stored vectors reflects other factors such
as the agent’s goals during training. Our comparison of these two models demonstrates that it is
advantageous to include information about the persistence of features as the camera translates (e.g.
distant features persist). It is likely that representations of this sort, storing high-dimensional state vectors
instead of 3D coordinates, will be increasingly important in the search for robust models of human spatial
perception and navigation.

Acknowledgements: Funded by EPSRC/Dstl EP/N019423/1
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Abstract ID: 384

Neural representation of illusory reversed depth in anti-correlated
random-dot stereograms across visual cortical areas in central and
peripheral visual fields: An fMRI study

Poster Presentation - Topic area: 3D Perception: Models and mechanisms

Li Zhaoping!? (li.zhaoping@tuebingen.mpg.de), Pablo Grassi?, Jinyou Zou?, Michael Erb?, Klaus Scheffler'?,
Andreas Bartels?; tUniversity of Tuebingen,, 2Max Planck Institute for Biological Cybernetics

In a random-dot stereogram (RDS), depth percepts of object surfaces are generated using left-eye and
right-eye images that comprise interocularly corresponding random black and white dots. The spatial
disparities between the corresponding dots determine the surface depths. If the dots are anti-correlated,
such that a black dot in one monocular image corresponds to a white dot in the other, disparity tuned
neurons in the primary visual cortex (V1) respond as if their preferred disparities become non-preferred
and vice versa, reversing the disparity signs reported to higher visual areas. Humans can perceive this
illusory reversed depth in peripheral but not central visual field (Zhaoping & Ackerman 2018), confirming a
prediction (Zhaoping 2017) that feedback from higher visual areas to V1, for analysis-by-synthesis in
recognition to veto the reversed depth signals from V1 for violating internal knowledges about the visual
world, is weaker peripherally. The current study obtained fMRI responses to the RDSs across the visual
hierarchy. A linear decoder is trained to recognize the depth order of a disk against background in
correlated RDSs using fMRI activity patterns of a brain region in response to such RDSs. If the decoding
performance is better than chance after training, we apply the decoder to the fMRI activity patterns in
response to the anti-correlated RDSs to see whether it better reports the reversed than non-reversed
depth, and if so, then the brain region is said to signal reversed depth. Reversed depth signals were more
likely found in higher (e.g., parietal) than lower (e.g., V1, V2) visual areas, more likely for peripherally
viewed RDSs, and more likely for observers who perceived reversed depth (peripherally). Some brain areas,
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e.g., hV4 and LO, contain the reversed depth signals in central view even though observers could not
perceive them, particularly among observers who can perceive reversed depth peripherally.

Acknowledgements: Funded by the Max Planck Society and the University of Tuebingen
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Orthogonal multi-view three-dimensional object representations in
memory revealed by serial reproduction
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Thomas Langlois® (thomas.langlois@berkeley.edu), Nori Jacoby?, Jordan Suchow?, Thomas Griffiths?;
Princeton University, 2Max Planck Institute for Empirical Aesthetics, 3Stevens Institute of Technology

The internal representations of three dimensional objects within visual memory are only partially
understood. Previous research suggests that 3D object perception is viewpoint dependent, and that the
visual system stores viewpoint perspectives in a biased manner. The aim of this project was to obtain
detailed estimates of the distributions of 3D object views in shared human memory. We devised a novel
experimental paradigm based on crowdsourcing and transmission chains to investigate memory biases for
the 3D orientation of objects. In the transmission chains, a subject's reconstruction of the remembered
view of an object becomes the stimulus for the next subject (a process analogous to the 'telephone game').
Using a specialized crowdsourcing platform, we generated large-scale transmission chains over amazon
mechanical turk (amt) probing the remembered 3D view for a set of common 3D objects and shapes. We
found that memory tends to be biased towards orthogonal diagrammatic perspectives of these objects,
and that these biases are strongest for side views as well as top or bottom views for a small set of
bilaterally symmetric objects. Finally, we found that views sampled from the modes were easier to
categorize in a recognition task. Our approach reveals nuanced structure in shared memory biases that has
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eluded previous experimental approaches. Our croudsourcing platform also provides a general framework
for curating different network structures over amt in which group estimates rather than individual
responses can be transmitted through a chain.
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Perception of the Similarity Structure of Objects: A Stratified Model

Poster Presentation - Topic area: 3D Perception: Models and mechanisms

Geoffrey Bingham? (gbingham®@indiana.edu), Xiaoye Wang'?, Mats Lind3; lIndiana University,
Bloomington, IN USA, 2York University, Toronto, ON Canada, 3Uppsala University, Uppsala, Sweden

Inaccurate judgment of metric 3D shape has been found in SFM studies and modeled as perceived relief
structure (ambiguous depth scaling). However, large perspective changes (<45°) were found to yield
accurate judgments of width-to-depth aspect ratios (Lind & Bingham, 2008) and of slant (but only with non-
coplanar points = bumpy surfaces) (Wang et al, 2018, 2019a, who replicated results with SFM, pure
stereomotion, or both combined). Wang et al (2019b) simulated slant judgments using a stratified model
that produced (1) 3D relief structure from two frame optic flow, (2) 3D similarity structure from relief
structure under large perspective change, and (3) estimates of slant or aspect ratio. Polyhedrons yield non-
coplanar points under planar surfaces. We now displayed polyhedrons to test judgments of both slant and
aspect ratio. We tested rectangular, hexagonal, or asymmetric pentagonal objects in SFM and stereo
displays with rotations of 25° to 65° with 10° increments. Using red-cyan random texture anaglyphs, objects
were presented 9 cm in front of a random texture background that was 18 cm behind the screen and
viewed from 76 cm in front of the screen. Each rotation (e.g. 25°) was half to one side (12.5°) and then to
the other side (12.5°). In Experiment 1, aspect ratios varied from 0.8 to 1.2 and top surface slants varied
from 27° to 73° by 2° increments. In Experiment 2, aspect ratios were varied from 0.4 to 1.2 by 0.04
increments with horizontal tops. Ten participants for each shape in each experiment (60 total) judged slant
in Experiment 1 by adjusting the orientation of a response line and aspect ratio in Experiment 2 by
adjusting an object shaped outline. Accuracy was poor until rotations of 35° or 45° where both judgments
types became and remained accurate for larger rotations as predicted by the stratified model.
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Abstract ID: 527

Pooling model of tilt estimation based on surface tilt statistics in
natural scenes

Poster Presentation - Topic area: 3D Perception: Models and mechanisms

Seha Kim?! (sehakim@upenn.edu), Johannes Burge?; University of Pennsylvania

Visual systems estimates three-dimensional (3D) structure of the environment from two-dimensional (2D)
retinal images. To improve accuracy, visual systems use multiple sources of information. Here, we examine
how human visual systems use prior information about the world to improve the estimation of 3D surface
tilt. We analyzed the statistics of 3D tilts in natural scenes from a large stereo-image database with co-
registered distance information at each pixel. We found a systematic pattern governing how tilts are
spatially related in natural scenes. We designed a hierarchical model that pools local tilt estimates in
accordance with these scene statistics. The model first computes a Bayes-optimal local estimate given
three image cues (i.e. luminance, texture, and disparity). The model then computes a “global” estimate by
pooling the local estimates within a neighborhood centered on the target location. The orientation and
aspect ratio of each pooling neighborhood was dictated by the natural scene statistics. The model was
evaluated how accurately it estimated groundtruth tilt in natural scenes and how accurately it predicted
human performance. Human performance was determined in a psychophysical experiment. Humans
viewed natural scenes through a stereoscopically defined circular aperture that was 3deg in diameter. The
task was to estimate the surface tilt at the center of the patch via a mouse-controlled probe. Four human
observers participated in two experiments; each experiment contained 3600 unique stimuli. We found that
the global model provides more accurate estimates of groundtruth tilt and better predictions of human
performance than the local model. We also found that the pooling neighborhood areas that maximized
estimation accuracy were very similar to the pooling neighborhood areas that best predict human
performance. Taken together, the results suggest that human visual systems integrate local estimates in
accordance with statistics of surface tilt natural scenes.

Acknowledgements: This work was supported by NIH grant RO1-EY028571 from the National Eye Institute &
Office of Behavioral and Social Science Research and NIH grant RO1-EY011747 from the National Eye

Institute.
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3D Perception: Shape and space

Aging and Outdoor Visual Distance Perception

Poster Presentation - Topic area: 3D Perception: Shape and space

Jessica Dukes! (jessica.dukes879 @topper.wku.edu), J. Farley Norman?, Hannah Shapiro?, Ashley Peterson?;
lWestern Kentucky University

Prior studies have consistently found that human observers exhibit visual compression, such that distances
in depth (along an observer's line of sight) appear shorter than they really are (Loomis, Da Silva, Fujita, &
Fukusima, 1992; Norman, Crabtree, Clayton, & Norman, 2005; Norman, Todd, Perotti, & Tittle, 1996;
Wagner, 1985). In contrast, Bian and Andersen (2013) found that older adults (but not younger adults)
could estimate egocentric distances (up to 12 meters) accurately. The purpose of the current study was to
investigate whether this superiority of performance for older adults extends to distances greater than 12
meters. The current experiment used Gilinsky's method (1951) of creating equal-appearing intervals in
depth. On any given trial, participants first viewed an orange traffic cone placed at an egocentric distance
of 6m. They were then required to place five additional traffic cones (one by one) along their line of sight so
that each subsequent cone appeared to be an additional 6m farther away (for accurate performance, the
last cone should be placed 36m away from the participant). Twenty-one younger and older adults
participated in the current study. An analysis of the results revealed a significant effect of increasing
distance upon error magnitude [F(4,68) = 40.5, p < 0.000001], but there was no significant main effect of
age [F(1,17) =0.01, p = 0.91]. The current results therefore suggest that the previously obtained superiority
in performance for older adults may not necessarily extend to large environmental distances.
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Thank you for viewing my abstract and poster presentation. If you are interested in asking me any
guestions, feel free to send me an email at (jessica.dukes879@topper.wku.edu). | am looking forward to
corresponding with you all!
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Familiar size affects size and distance perception for real objects, even
in the presence of oculomotor cues.

Poster Presentation - Topic area: 3D Perception: Shape and space

Margaret Maltz>? (mmaltsev@uwo.ca), Jody Culham®?; 'Department of Psychology, University of Western
Ontario, 2Brain and Mind Institute, University of Western Ontario

In the real world, do we rely on our knowledge of object size (i.e., familiar size) for space perception or do
we compute object dimensions from a combination of the retinal image and oculomotor cues? Under
restricted viewing conditions (i.e., a monocular pinhole to minimize oculomotor cues), when an object’s
retinal angle is the only cue to size and distance, the visual system relies on familiar size. In this case, when
presented with objects, for which the actual size is inconsistent with the familiar size (e.g., unusually large
chairs), perception is inaccurate (e.g., Ittelson, 1951). In contrast, under unrestricted binocular viewing in
natural environments, familiar size may have little or no effect on perceived size (e.g., Predebon,
Wenderoth, & Curthoys, 1974). We examined size and distance perception while manipulating not just the
physical size and distance of objects from the viewer, but also the congruency of objects with their familiar
sizes and the availability of oculomotor cues. We presented real Rubik’s cubes and dice, each either in a
size congruent with expectations (5.7-cm Rubik’s cube and 1.6-cm die) or the reverse or incongruent size
(5.7-cm die and 1.6-cm Rubik’s cube), at two distances (25 cm and 91 cm). Participants viewed one object
at a time in a dark tunnel (to eliminate pictorial cues), either monocularly through a 1-mm pinhole (to
eliminate oculomotor cues) or binocularly (with full oculomotor cues). Participants indicated the perceived
size and distance of an object by moving their fingers apart (manual estimation). Regardless of the
presence or absence of oculomotor cues, familiar size affected both size and distance perception: Rubik’s
cubes were perceived as larger and farther than dice, even when objects had identical dimensions. In sum,
familiar size is a potent visual cue that affects object perception even during binocular viewing.

Acknowledgements: Natural Sciences and Engineering Research Council (NSERC) Discovery Grant; NSERC
Create Grant.
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Since first-author Margaret Maltz is unable to give the presentation (and it was recorded by her advisor,
Jody Culham, with permission from VSS and from Margaret), we will not be hosting any presenter
conferences. Questions can be directed through chat and either Margaret or Jody will reply.

You can also email questions to jculham at uwo dot ca, especially as | don't think chat notifies people when
a reply is posted.

We didn't have time to do closed captioning, but anyone who wants to see the talk notes can email Jody to
request a version of the PowerPoint slides that includes notes with talking points for each slide.

For more information about our lab, see www.culhamlab.com
Abstract ID: 1568

Linking language descriptions and social trait perception of three-
dimensional body shapes

Poster Presentation - Topic area: 3D Perception: Shape and space

Ying Hu! (yxh144230@utdallas.edu), Victoria Huang?!, Matthew Q. Hill}, Alice J. O'Toole?; 'The University of
Texas at Dallas, USA

Three-dimensional body shapes can be reconstructed using physical attribute descriptions (e.g., skinny,
wide shoulders; Hill et al., 2016; Streuber et al., 2016). Body shapes can also predict diverse social trait
judgments (e.g., extraverted, lazy; Hu et al., 2018). Here we explored the relationships between body
shapes, physical descriptions, and social judgments, bridging the gap between Hill et al. (2016) and Hu et al.
(2018). Bodies (N=140; 70 female, 70 male; Hu et al., 2018) were synthesized using normally distributed
random values on 10 coefficients in a PCA space from the Skinned Multi-Person Linear Model (Loper et al.,
2015), a model derived from laser scans of over 1700 people. Each body was rated (N=38 raters) using 30
physical attribute descriptions. First, we predicted these descriptions from body shape coefficients using
multiple linear regression. Body shapes predicted physical descriptions (average cosine similarity between
predicted and rated physical descriptions was 0.78 for female and 0.75 for male bodies) more accurately
than body shapes predicted social judgments (0.36 for female and 0.39 for male bodies, Hu et al., 2018).
Second, we explored the correlations between physical descriptions and trait judgments. Social judgments
that indicated high extraversion, conscientiousness, openness, and low neuroticism were positively
correlated with skinny, fit and attractive. These judgments were negatively correlated with heavy, round
apple, curvy, and broad shoulders. Third, we predicted social trait judgments from physical attribute
descriptions. The best-predicted traits were from the extraversion and conscientiousness domains. Physical
attribute descriptions predicted trait judgments (average cosine similarity between predicted and rated
trait judgments was 0.48 for female and 0.42 for male bodies) more accurately than body shapes predicted
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trait judgments (0.36 for female, 0.39 for male bodies, Hu et al., 2018). This study provides insights useful
for integrating 3D body modeling, verbal descriptions, and social perception of bodies.
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No Vergence Size Constancy

Poster Presentation - Topic area: 3D Perception: Shape and space

Paul Linton? (paul.linton.vision@gmail.com); 'Centre for Applied Vision Research, City, University of London

Vergence size constancy is thought to be entirely (Taylor, 1941; Mon-Williams, Tresilian, Plooy, Wann, &
Broerse, 1997) or largely (Sperandio, Kaderali, Chouinard, Frey, & Goodale, 2013) responsible for the Taylor
illusion. Observers report that an after-image of their hand appears to grow or shrink if they move their
hand back-and-forth in complete darkness whilst tracking their hand with their gaze. However, given
observers known their hand position, this phenomenon could equally reflect cognitive biases in size
estimation. In order to isolate vergence size constancy we asked subjects to view a target whose vergence
changed from 50cm to 25cm over 5 seconds (same rate of change as the observer’s hand in Sperandio et
al., 2013) and judge whether the target increased or decreased in size? During each trial the physical size of
the target also increased or decreased by a variable amount, and we tested whether the change in
vergence biased the observers’ size judgements. We tested 11 observers, and estimated the population
bias using a hierarchical Bayesian model. Our results suggest that vergence had no effect on size
judgements. The bias we observed (-0.2% of angular size) was (1) in the wrong direction for size constancy,
(2) not statistically significant, (3) four times more likely under the null hypothesis (no effect of vergence on
perceived size) according to the estimated Bayes factor, with (4) any true size constancy effect being
smaller than the smallest effect size of interest (using detection threshold of the most sensitive observer as
criterion for inferiority test). Chen, Sperandio, Henry, & Goodale (2019) suggest that real-world size-
constancy could either be attributed to (1) recurrent processing in V1, or (2) feedback from higher-order
visual areas to V1. Our results suggest that recurrent processing of the vergence signal in V1 is not
responsible for real-world size-constancy.
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Stereopsis Aids Perceived Distance Based on An Exocentric Pointing
Task

Poster Presentation - Topic area: 3D Perception: Shape and space

Xiaoye Michael Wang! (xywang01@yorku.ca), Adam O. Bebko?!, Anne Thaler?, Nikolaus F. Troje!; York
University

e human visual system seems to be well able to interpret the layout of objects in pictures but is less
accurate in determining the location from which the picture was taken. Here, we used an exocentric
pointing task in immersive virtual reality (VR) to infer the perceived distance between the observer and a
pointing virtual character (VC). Participants adjusted orientations of the VC to a highlighted target
positioned on a 2.5m-radius circle. We presented the VC inside a frontoparallel frame at the center of this
circle. The frame either behaved like a picture or like a window. We also used two intermediate conditions:
either stereopsis behaved as if the frame was a window and motion parallax behaved as if it was a picture,
or vice versa. The VC was rendered at different distances relative to the frame (-2, -1, 0, and 1m) as
determined by projected size and perspective projection, as well as stereopsis and motion parallax
information, depending on condition. Perceived distance was inferred from the adjusted pointing direction
and the known location of the target. Perceived distance deviated systematically from the intended
distance. The data could be modeled accurately (r*2 mean = 0.93, SD = 0.08) after taking a second
parameter into account — a depth compression factor. We found that if the frame did not provide
stereopsis perceived distance varied little as a function of intended distance and was estimated to be
closely behind the frame, and there was little depth compression. However, when the frame provided
stereopsis perceived distance was close to the intended distance when taking considerable depth
compression into account. This study demonstrated that when viewing a picture, observers perceive
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depicted objects to be slightly behind the picture plane even if size, perspective, and motion parallax
indicate different distances, and stereopsis dominates perceived distance.

Acknowledgements: This study is supported by the VISTA Postdoc Fellowship to XMW.
Presenter Conferences

The presenter has not scheduled any video conferences for this presentation.
Presenter's Message

The presenter has not provided any messages for this presentation.

Abstract ID: 1171

The impact of monocular self-occlusions on depth perception
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Domenic Au! (domau@my.yorku.ca), Laurie Wilcox?; 'York University

Although the position in depth of monocularly occluded regions (half-occlusions) is ambiguous, there is
considerable evidence that the visual system capitalizes on this information to enhance the speed and
accuracy of binocular depth perception (Gillam & Borsting, 1988). To date, depth percepts from half-
occlusions has been studied almost exclusively in configurations where a surface occludes part of the
background in one eye. However, monocular regions also result from self-occlusion and in such cases,
because the monocular region forms part of the foreground object, they could influence its perceived
shape. Here we evaluated how monocularly occluded regions resulting from self-occlusion influence the
perception of depth in 3D volumetric objects. Stimuli were greyscale textured truncated half-ellipses
rendered stereoscopically using Blender and viewed in a mirror stereoscope. In a series of experiments, we
manipulated the degree to which half-occluded regions were consistent with 3D viewing geometry. We also
assessed perceived object coherence using a method of constants (yes/no), and perceived depth
magnitude for these objects under geometrically valid and invalid viewing conditions. Our results show that
there is surprising tolerance to invalid occlusion arrangements when monocular regions are perceived as
part of an occluding object. Furthermore, unlike conventional surface/background half-occlusions, we find
that quantitative depth percepts from self-occlusions do not follow model predictions based on binocular
viewing geometry even when the occluded region is consistent with viewing geometry. Taken together our
experiments show that the interpretation half-occlusions depends critically on their context; heuristics used
to extract depth information from such monocular regions are contingent on foreground/background
segmentation.

Acknowledgements: This project was supported by VISTA (Vision: Science to Applications)
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Abstract ID: 1146

The perception of parallelism and the perceived orientation of
‘parallel’ objects

Poster Presentation - Topic area: 3D Perception: Shape and space

Eric Hiris! (ehiris@uwlax.edu), Henry Rickman?, Laura Zinnel', Joshua Phillips?; *University of Wisconsin - La
Crosse

The leaning tower illusion and similar illusions illustrate that the orientation of objects in three-dimensional
space is affected when viewing multiple pictures. We directly measured the accuracy of perception when
viewing multiple pictures in order to better understand this effect. Across several experiments, 10-20
participants viewed two pictures for 3 seconds. One picture was a sidewalk receding into the distance to
the left, right, or straight ahead. The second picture was either another sidewalk, a non-sidewalk nature
scene, or nothing. After the stimuli disappeared, participants adjusted the orientation of an on-screen line
to match the orientation of a sidewalk. After completing this task, participants viewed all possible
combinations of sidewalk pictures twice, judging how parallel the sidewalks appearedtobeonalto5
scale. When judging sidewalk orientation, perception was most affected when the two sidewalks presented
were perceived as being parallel to each other. In these cases, the sidewalks were judged to have
orientations more similar to each other than when each was paired with a nature scene or nothing. The
maximum degree of misperception was approximately twice as large as the misperception in the leaning
tower illusion. Additional experiments show that this effect fully survives inversion and partially survives
alternating presentation of the two pictures. However, cueing the participants during the stimulus
presentation about which of the two sidewalks will be judged eliminated the effect. We conclude that
when viewing multiple pictures containing objects with perspective convergence, those objects’
orientations are misperceived, particularly objects that are perceived as parallel or nearly parallel. This
misperception occurs over a wide range of conditions, but is eliminated when attention can be focused on
only one of the pictures. These data suggest that the perception of elements in a picture are adjusted
based on visual integration across pictures.
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Abstract ID: 898

Understanding the cause of perceptual depth-sign ambiguity with
dihedral angles created with motion parallax

Poster Presentation - Topic area: 3D Perception: Shape and space

Mark Nawrot! (mark.nawrot@ndsu.edu), Emily Johnson?!, Mark Delisi!; *North Dakota State University

Early research employing computer-generated dihedrals suggested that depth from motion parallax (MP) is
unstable and depth-sign ambiguous. The pursuit theory of motion parallax suggests that perceptual
instability and depth-sign reversals are the result of stimulus parameters exceeding the physically-possible
conditions for a rigid stimulus as described by the Motion/Pursuit Law. When the Motion/Pursuit Ratio
approaches 1, depth from MP approaches infinity. The visual system may recognize when stimulus retinal
image velocity exceeds pursuit velocity (M/PR > 1,) representing an impossible rigid object. Such conditions
are easily generated with computer-generated MP stimuli, producing depth-sign reversals and perhaps
concomitant changes to perceived depth magnitude. To test this, we are measured perceived depth
magnitude, in addition to depth-sign, with dihedral stimuli. Psychophysical stimuli included both physical
and virtual dihedrals having two planes intersecting with a vertex on the horizontal meridian, facing or
opposing the observer. With the 40 cm viewing distance, both stimulus types subtended 10.6 degrees. The
virtual random-dot MP stimuli used M/PR gradients to depict the two slanted planes with varying relative
depth magnitudes (60-110 mm) and therefore varying slants (19-30 degrees). Physical stimuli were 3D
printed with varying slants (15-75 degrees). Observers indicated both slant of the front-facing plane using
orientation of their palm, and perceived depth-sign of the vertex. With full-cue viewing of physical stimuli,
observers underestimated slant by half (individuals varied between 0.3-0.7). Because an underestimate of
slant signals an increase in perceived depth, the reported slants of MP stimuli were corrected with
functions derived from the physical stimuli. Subsequently with MP stimuli, observers overestimated slopes
indicating, similar to previous work, remarkable underestimation of perceived depth magnitude. In
addition, increasing MP stimulus parameters to represent depth magnitudes that are impossible within the
framework of the Motion/Pursuit Law produces both depth-sign reversals and reductions in perceived
depth magnitude.
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Abstract ID: 1440

3D Perception: Virtual environments

Experimental design with Unity Game Engine

Poster Presentation - Topic area: 3D Perception: Virtual environments

Adam O. Bebko?! (adambebko@gmail.com), Nikolaus F. Troje?; *York University, Toronto

Advances in virtual reality (VR) technology have provided a wealth of valuable new approaches to vision
researchers. VR offers a critical new depth cue, active motion parallax, that provides the observer with a
location in the virtual scene that behaves like true locations do: It changes in predictable ways as the
observer moves. The contingency between observer motion and visual stimulation is critical and technically
challenging and makes coding VR experiments from scratch impractical. Therefore, researchers typically
use software such as Unity game engine to create and edit virtual scenes. However, Unity lacks built-in
tools for controlling experiments, and existing third-party add-ins require substantial scripting and coding
knowledge to design even the simplest of experiments, especially for multifactorial designs. Here, we
describe a new free and open-source tool called the BiomotionLab Toolkit for Unity Experiments (bmITUX).
Unlike existing tools, our toolkit provides a graphical interface for configuring factorial experimental designs
and turning them into executable experiments. New experiments work “out-of-the-box” and can be
created with fewer than twenty lines of code. The toolkit can automatically handle the combinatorics of
both random and counterbalanced factors, mixed designs with within- and between-subject factors, and
blocking, repetition, and randomization of trial order. A well-defined APl makes it easy for users to
interface their custom-developed stimulus generation with the toolkit. Experiments can store multiple
configurations that can be swapped with a drag-and-drop interface. During runtime, the experimenter can
interactively control the flow of trials and monitor the progression of the experiment. Despite its simplicity,
bmITUX remains highly flexible and customizable, catering to both novice and advanced coders. The toolkit
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simplifies the process of getting experiments up and running quickly without the hassle of complicated
scripting.

Acknowledgements: NSERC Discovery Grant to NFT and contributions from the CFREF Vision: Science to
Application
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Abstract ID: 810

From reaching to walking: How we build robust spatial
representations for visually guided actions

Poster Presentation - Topic area: 3D Perception: Virtual environments

Harun Karimpur®? (harun.karimpur@psychol.uni-giessen.de), Johannes Kurz3, Katja Fiehler®?;
'Experimental Psychology, Justus Liebig University Giessen, 2Center for Mind, Brain and Behavior (CMBB),
University of Marburg and Justus Liebig University Giessen, 3NemoLab - Neuromotor Behavior Laboratory,
Justus Liebig University Giessen

When reaching for an object, we make use of spatial representations that our brain constantly builds in a
fraction of a second. Decades of research established that we encode action targets not only relative to
ourselves, egocentrically, but also relative to other objects in the scene, allocentrically. The vast majority of
experiments relied on static scenes. In these scenes, participants had to memorize the location of objects
before they were asked to reach or point to a cued object location from their memory. Little is known
whether these findings can be generalized to larger dynamic environments. To test this, we created virtual
reality experiments in which participants were faced with a throw-in situation, like in soccer. The task was
to memorize the landing position of a ball that was thrown by an avatar. The ball was thrown either closer
to the avatar or closer to the participant. After the ball had landed, we removed elements of the scene that
could be used as landmarks (i.e., the avatar and the midfield line) before they reappeared for a short time,
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either laterally shifted or not. Participants were then prompted to take a real ball, walk to the memorized
landing position and place it there. A use of landmarks should be reflected in a systematic bias of the
reproduced ball landing position in direction of the landmark shift. We found that this was the case, similar
to previous findings in classic reaching and pointing experiments. Moreover, we found differences in the
weighting between both landmarks depending on whether the ball landed closer to the avatar or to the
participant. Our findings suggest that our brain builds robust spatial representations that can be used for
different sized environments, different response modes and for static as well as dynamic target objects.

Acknowledgements: International Research Training Group (IRTG) 1901 “The brain in action” funded by the
German Research Foundation (DFG) and the DFG FI 1567/6-1 TAO “The active observer” awarded to KF. A
dissertation fellowship of the German Academic Scholarship Foundation/Studienst. d. dt. Volkes was
awarded to HK
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Abstract ID: 359

Integrating visual-vestibular mismatch and posture instability in
Virtual Reality: A cyber-sickness study

Poster Presentation - Topic area: 3D Perception: Virtual environments

Adrian K. T. Ng! (adriang@hku.hk), Leith K. Y. Chan?, Henry Y. K. Laul; ‘The University of Hong Kong

Virtual reality (VR) displays can introduce nausegenic symptoms, often known as cyber-sickness. One
dominant hypothesis explained the malady by the mismatch between afferent signals from visual,
vestibular, and other systems, and the discrepancy with the predictions made based on real-world
experiences. Another proposed that sickness occurs when one’s ability to maintain a stable bodily
orientation is challenged. To date, only a few studies have been conducted to examine the interactions
between them. Here, we explore the effects of visual-vestibular mismatch and posture instability through
measuring cyber-sickness discomfort level and symptoms. The independent variables involving two levels
of: sensory conflict (with or without illusory self-motion elicited visually by an HTC Vive head-mounted
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display) and postural challenge (with or without low-frequency vibration induced while a participant stands
on a 3DoF motion platform), were manipulated alone or in combination. Together with the control
condition, participants (n = 12) experienced one of the four conditions for 4.4 min each day in four separate
days. During the stimulus presentation, the participant engaged in a visual search task that promote similar
eye movement across conditions while the discomfort was measured using Misery Scale (MISC) every
minute and Simulator Sickness Questionnaire (SSQ) before and after each condition. Results showed that
higher discomfort levels and more symptoms were associated with the combined and the sensory conflict
only condition compared to other conditions. In addition, spontaneous postural instability was measured
while the participant stood on a Wii balance board for 1 min with their eyes closed. The standard deviation
of the center of pressure (CoP) displacement in the anterior-posterior (AP) direction was higher after
experiencing the combined condition than before the exposure. Our results suggest that the visual-
vestibular mismatch might be one of the requisite causes for cyber-sickness, while postural stability might
be a moderator variable.

Acknowledgements: AKTN was supported by HK PhD Fellowship Scheme from the Research Grant Council
of Hong Kong.
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Abstract ID: 205

Sex differences in visuospatial mental rotation persist under 3D VR
conditions

Poster Presentation - Topic area: 3D Perception: Virtual environments

Katerina Andrinopoulos! (kandrin@yorku.ca), Oliver Jacobs?, Alan Kingstone3, Jennifer Steeves?; 'Centre for
Vision Research, York University, 2Psychology, University of British Columbia

The classic Shepard and Metzler (1971) mental rotation task showed a male advantage for visuospatial
mental rotation of block structure images. This finding has been replicated numerous times and despite the
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ubiquity of the effect, some researchers question the ecological validity of the pen and paper task. One
study rendered semi-immersive VR stereoscopic block structure images which eliminated this sex
difference (Parsons et al., 2004). They generated 3D images with the ImmersaDesk stereo-goggle system
and found no sex difference in ability to manually rotate a virtual object to the same spatial orientation as
the previously seen target object. Here, we sought to re-examine potential sex differences in mental
rotation ability using a novel VR adaptation of the original Shepard and Metzler mental rotation task with
more capable and modern VR equipment (HTC VIVE). Our hypothesis was that using VR to generate 3D
depth information in the block structures for mental rotation would yield sufficient additional structural
information for the female observers to better complete the visual mental rotation task and thereby
reduce the previously observed male advantage. Twenty-three female and 23 male participants indicated
which two of four spatially rotated 3D blocks were the same as the target block. They were given unlimited
time to complete the of stimulus consisting of 20 trials. We measured proportion correct as a function of
sex of participant. Despite the VR set-up, we found a large male advantage, greater than is typically
reported. These results stand in contrast to Parson’s et al (2004) VR study which found no sex differences.
However, because that study allowed participants to manually rotate the virtual images it likely assessed
visuomotor spatial ability rather than pure visual spatial ability with mental rotation. Thus, the male
advantage in pure mental rotation ability appears to persist even when presented in VR.

Acknowledgements: VISTA: Vision Science to Application, Canada First Research Excellence Fund, NSERC
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Abstract ID: 794

The contribution of monocular cues to the perception of distance in
virtual reality

Poster Presentation - Topic area: 3D Perception: Virtual environments

Rebecca L Hornsey?! (rhorns@essex.ac.uk), Paul B Hibbard?; 'University of Essex

We assessed the contribution of the pictorial cues of linear perspective, texture and scene clutter to the
perception of distance using consumer virtual reality. In sparse environments, observers tend to
underestimate the distance to far objects. As additional cues are made available, distance perception is
predicted to improve, as measured by a reduction in systematic bias, and an increase in precision. We


mailto:rhorns@essex.ac.uk?subject=The%20contribution%20of%20monocular%20cues%20to%20the%20perception%20of%20distance%20in%20virtual%20reality

V-VSS 2020 Program 35

assessed (1) whether space is nonlinearly distorted and (2) the degree of size constancy across changes in
distance. In the first task, observers positioned two spheres, positioned at eye-height, in such a way that
divided the space between the observer and an end reference stimulus (presented between 3 and 11m)
into three equal sections. In the second task, observers set the size of a sphere, presented at the same
distances and at eye-height, to match that of a hand-held football. Each task was performed in four
environments. The first contained just a ground plane with a visible horizon. The second was a corridor
defined solely by perspective cues. The third was the same corridor, with added textured walls and floor.
The fourth environment contained object clutter, in addition to perspective and texture cues. We
measured accuracy by identifying systematic biases in observers’ responses, and precision as the standard
deviation of these responses. While there was no evidence of non-linear compression of space, observers
tended to underestimate distance. This bias was reduced when perspective cues were available, but no
further improvement was seen when texture and scene clutter were present. Similarly, observers were the
least precise in the sparse environment, with little improvement beyond the presence of perspective cues.
These results show that linear perspective cues improve the accuracy and precision of distance estimates in
virtual reality.

Acknowledgements: Economic and Social Research Council
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Abstract ID: 358

The impact of motion gain on egocentric distance judgments from
motion parallax

Poster Presentation - Topic area: 3D Perception: Virtual environments

Matthew Cutone?! (cutonem@yorku.ca), Laurie Wilcox?!, Robert Allison?; *York University

For self-generated motion parallax, a sense of head velocity is needed to estimate distance from object
motion. This information can be obtained from proprioceptive and visual sources. If visual and kinesthetic
information are incongruent, the visual motion of objects will not match the sensed physical velocity of the
head, resulting in a distortion of perceived distances. We assessed this prediction by varying the gain
between physical observer head motion and the simulated motion. Given that the relative and absolute
motion parallax would be greater than expected from head motion when gain was greater than 1.0, we
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anticipated that this manipulation would result in objects appearing closer to the observer. Using an HMD,
we presented targets 1 to 3 meters away from the observer within a cue rich environment with textured
walls and floors. Participants stood and swayed laterally at a rate of 0.5 Hz paced using a metronome.
Lateral gain was applied by amplifying their real position by factors of 1.0 to 3.0, then using that to set the
instantaneous viewpoint within the virtual environment. After presentation, the target disappeared and
the participant performed a blind walk and reached for it. Their hand position was recorded and we
computed positional errors relative to the target. We found no effect of motion parallax gain manipulation
on binocular reaching accuracy. In a second study we evaluated the role of stereopsis in counteracting the
anticipated distortion in perceived space by testing observers monocularly. In this case, distances were
perceived as nearer as gain increased, but the effects were relatively small. Taken together our results
suggest that observers are flexible in their interpretation of observer produced motion parallax during
active head movement. This provides considerable tolerance of spatial perception to mismatches between
physical and virtual motion in rich virtual environments.
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Abstract ID: 1426

UW Virtual Brain Project: Assessing Benefits of VR Education

Poster Presentation - Topic area: 3D Perception: Virtual environments

Melissa A. Schoenlein® (schoenlein@wisc.edu), Nathaniel Miller'2, Chris Racey?, Simon Smith?, Ross
Treddinick?, Chris Castro?, Bas Rokers?, Karen B. Schloss?; *University of Wisconsin-Madison, 2New York
University, Abu Dhabi, 3University of Sussex

Virtual reality (VR) provides exciting avenues to engage students in learning about perceptual systems by
providing immersive access to 3D neural structures. However, the educational benefits of VR are unclear. In
the UW Virtual Brain ProjectTM, we developed VR lessons on visual and auditory pathways and assessed
their effectiveness in controlled laboratory experiments and an undergraduate Perception course. In the
laboratory, we compared learning, enjoyment, and ease-of-use when participants completed lessons using
two platforms: VR (Oculus Rift) and 2D-monitor. In Experiment 1 (n=60) and a direct replication,
Experiment 2 (n=101), pairings between platform, sensory-system (visual/auditory), and testing order were
counterbalanced (2 platforms x 2 sensory systems x 2 orders). For each platform, participants completed a
pre-test (drawing pathways and identifying structures), a lesson (visual or auditory system), and a post-test
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(same as pre-test). Finally, participants completed a 7-item survey assessing enjoyment and ease-of-use.
Coders naive to pre/post-test and platform graded the tests. In both experiments, participants showed
learning (post-test minus pre-test score, ps<.001), with no significant difference between VR and 2D-
monitor lessons (Expl, p=.118; Exp2, p=.068). The experience questionnaire items reduced to two
dimensions (via Principle Components Analysis): “enjoyment” and “ease-of-use.” In both experiments,
participants enjoyed VR far more than 2D-monitor lessons (ps<.001). In Experiment 2, VR was easier to use
than 2D-monitor (p=.047), with no significant difference in Experiment 1 (p=.392). In the undergraduate
course, we integrated visual and auditory VR lessons during lectures. After, students rated how much they
thought VR lessons helped advance their progress on course learning outcomes. Students reported
moderate to exceptional progress on all learning outcomes, with higher ratings for the outcome most
aligned with VR lesson material (p<.001). Thus, VR has potential for innovating classroom education by
providing active, enjoyable experiences that help achieve course learning outcomes.
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Abstract ID: 1405

Attention: Aging, individual differences, disorders

Exploring Pupil Diameter as a Cognitive Spatial Filter

Poster Presentation - Topic area: Attention: Aging, individual differences, disorders
Ema Shamasdin Bidiwala!, Miranda Scolari?; ‘Texas Tech University

Previous studies have successfully used changes in pupil diameter to index general top-down cognitive and
attentional control. However, few studies have explored its ability to track the spatial extent of selective
attention. To investigate this, subjects performed a modified flanker compatibility task with eye tracking,
where performance is best facilitated by restricting spatial selection to the target item. To manipulate
attentional spread, targets and distractors were presented in a common object (two rings connected by a
line) or separately in (independent rings). Distractors were either compatible, incompatible, or absent.
Pupil data was analyzed separately during a cueing period (rings alone) and after target onset, prior to
response. Behaviorally the flanker effect (higher accuracy on compatible compare to incompatible
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distractor trials) was equally significant across both grouping conditions. Furthermore, a simple linear
regression across subjects revealed differences response time difference could be predicted by in pupil size
during the cueing period between grouping conditions. A similar relationship was observed for distractor
conditions after target onset, with larger pupil diameters on compatible conditions predicting faster
responses than incompatible. Results on this task implicate pupil size as a general exertion of cognitive
effort or effort related to spatial filtering. To elucidate these patterns, a second experiment was conducted
manipulating spatial spreading of attention while holding cognitive effort constant. Subjects completed the
aforementioned task, interleaved with a spatial inducer task eliciting a diffused or focused spread of
attention. The inducer task allowed observation of spatial filtering ability when it was detrimental (diffused)
or advantageous (focused). Preliminary results show presence of a flanker effect in focused conditions and
absence in diffused. Consistent with results from the first experiment, spatial filtering seems to be related
to exertion of cognitive effort. Both experimental results provide explanations for pupil behavior during
exertion of cognitive effort in spatial tasks.
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Grandma, didn’t you see that gorilla? Age effects in inattentional
blindness during a hybrid foraging game

Poster Presentation - Topic area: Attention: Aging, individual differences, disorders

Beatriz Gil-GOmez de Liafio¥? (bgilgomezdeliano@bwh.harvard.edu), Makaela Nartker?, Elena Pérez-
Hernandez?, Jeremy M Wolfe!; :BWH-Harvard Medical, 2Cambridge University, 3Johns Hopkins University,
4Universidad Autonoma de Madrid

In the Inattentional Blindness (IB) paradigm, observers, performing an attentionally demanding task, fail to
see (or, at least to report) a highly salient stimulus. IB can be modulated by many factors, such as task
difficulty, the similarity of the IB stimulus and the primary task stimuli, the spatial proximity of the IB
stimulus and the primary task, and more. Factors related to the observers have an impact too (e.g.
individual differences, attentional set variations, observer’s interests, etc.). A modest number of studies
have also suggested that children and older adults are more prone to IB. In the present study, we revisit the
effect of age on IB, using a demanding but child-friendly hybrid-foraging task. In our task, observers
memorized seven different images of stuffed animals. They had to collect instances of those targets in a
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videogame-like task where about 120 animals moved around on the screen. After a few minutes, a cartoon
gorilla, much larger than any other stimuli, appeared for about 16 seconds, crossing the screen from right
to left. We tested five age groups: 5-6-year-old children, 11-12-year-old children, young adults (18 to 30-
years-old), middle-aged adults (31 to 59-years-old) and older adults (over 60-years-old). When observers
were subsequently asked about the appearance of the unexpected stimulus, over 85% of children reported
having seen the gorilla, followed by about 75% of young adults, 50% of middle-aged adults, and only 20% of
older adults. In this setting, it is the children who were least susceptible to IB, and older adults the most,
with proportions in between for young and middle age adults. This may reflect differences in the degree to
which a gorilla was “unexpected” at different ages, and/or how task-related and observer-related factors
impact susceptibility to inattentional blindness.

Acknowledgements: European Union’s Horizon 2020 research and innovation program, Marie Sklodowska-
Curie Actions, under grant FORAGEKID 793268, granted to Beatriz Gil-Gomez de Liafio.
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Abstract ID: 448

Individual differences in visual attention: a short, reliable, open
source, and multilingual test of multiple object tracking in PsychoPy

Poster Presentation - Topic area: Attention: Aging, individual differences, disorders

Hauke Meyerhoff! (h.meyerhoff@iwm-tuebingen.de), Frank Papenmeier?; lLeibniz-Institut fuer
Wissensmedien, Tuebingen, Germany, 2University of Tuebingen, Germany

Individual differences in attentional abilities provide an interesting approach in studying visual attention as
well as the relation of attention to other psychometric measures. However, recent research has
demonstrated that many tasks from experimental research are not suitable for individual differences
research as they fail to capture these differences reliably. Here, we provide a test for individual differences
in visual attention which relies on the multiple object tracking task (MOT) which captures the efficiency of
attentional deployment. Within the task, the participants have to maintain a set of targets (among identical
distractors) across a brief interval of object motion. Importantly, this test was explicitly designed and tested
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for reliability under conditions that match those of most laboratory research (restricted sample of students,
approximately n = 50). Test-retest reliability estimates revealed a high accordance in individual
performances between two consecutive runs of the test (distinct sets of trials). For the full test (i.e. 15 min),
we observed a reliability of r = .91. Nonetheless, reliability also remained high for shorter versions of the
test (12 min: r =.87; 9 min: r = .83, 6 min: r = .81). In fact, even the shortest version of the test (i.e. 3 min)
still revealed a reliability estimate of r = .69. The test is free to use and runs fully under open source
software. In order to facilitate the application of the test, we have translated it into 16 common languages
(Chinese, Danish, Dutch, English, Finnish, French, German, Italian, Japanese, Norwegian, Polish, Portuguese,
Russian, Spanish, Swedish, Turkish). Given the high reliability estimates, we hope that this MOT test
supports researchers whose field of study requires capturing individual difference in visual attention.
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Visual working memory has been demonstrated to be flexibly distributed across sample items depending
on each item’s priority (Emrich, Lockhart, Al-Aidroos, 2017). This ability to flexibly prioritize information
may depend on attentional control (Salahub, et al., in-press), which is the ability to select goal-relevant


mailto:hl10ze@brocku.ca?subject=Reduced%20attentional%20control%20in%20older%20adults%20leads%20to%20deficits%20in%20flexible%20prioritization%20of%20visual%20working%20memory.

V-VSS 2020 Program 41

target information and suppress goal-irrelevant non-target information from entering visual working
memory. To test this hypothesis, we examined flexible prioritization in a group of older adults, a population
known for impairments in attentional control. Participants performed a delayed-recall task in which the
number and validity of simultaneously presented spatial cues was varied. On some trials, memory load was
manipulated by presenting 1, 2, or 4 cues with 100% validity. In the flexible prioritization condition, 1 item
was cued with a 50% valid cue. Errors were modeled with the three-component mixture model to
distinguish precision, guess-rate, and non-target errors (Bays, Catalao, & Husain, 2009). In a sample of older
adults (ages 65-85), recall precision was consistently lower, and guess-rate was consistently higher than in a
group of young adults (ages 18-30) across all conditions. Importantly, older adults, but not young adults,
also made significantly more swap errors when flexible prioritization demands increased but memory load
remained constant. This deficit was most evident under the highest flexible prioritization demands: when
an un-cued item was probed. These results suggest that flexible prioritization is impaired in those with
reduced attentional-control. Moreover, these findings are consistent with work showing that working
memory impairments observed in older adults are due to a mis-allocation of resources (Hasher & Zacks,
1988; Gazzaley et al., 2005).

Acknowledgements: This work was supported by the Natural Sciences and Engineering Research Council of
Canada (Grant RGPIN-2017-03804 to KLC and Grant RGPIN-2019-04865 to SME)
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Extensive mindfulness meditation has been widely supported in prior research for its beneficial effects on
stress reduction and attention enhancement. Here we systematically examined the effects of mindfulness
meditation training on various aspects of attention as well as how long-lasting the effects are. To
investigate the state effects of mindfulness training on attention, we compared the baseline performance
of 32 meditation novices (age range: 18-22, all non-gamers) on Attention Network Test (ANT) with their
performance on the same task immediately after 30-min mindfulness meditation training (16 participants,
6 males) or 30-min action video game training (16 participants, 6 males). The findings indicate half an hour
of both mindfulness and action video game training boosted participants’ performance in the conflict
monitoring subsystem of attention. More interestingly, the meditation group also showed significant
improvement in the attention alerting subsystem whereas no such enhancement was observed in the
action gaming group (group X test interaction: p<0.05). To further examine the short-term effects of
mindfulness training on attention, we recruited another 18 meditation novices (age range: 18-22) and
randomly assigned them either to receive six-week (around 30 hours in total) Mindfulness-based Stress
Reduction training (n=9, 4 males) or to serve as waiting-list controls (n=9, 2 males). In the pre- and post-test
of attention measurements, we used four different tasks, namely (1) ANT, (2) Multiple-object tracking, (3)
Attentional blink and (4) Sustained attention. To separate state effects from the short-term effects, the
post-test was arranged at least one day after the training. Training produced enhancement was only found
in the alerting subsystem in ANT (group X test interaction: p<0.05) but not the other three attention tasks.
Together, our findings suggest that the mindfulness training not only temporarily bolsters attentional
alerting and conflict monitoring, but also induces long-lasting changes in the attentional alerting.
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Visuospatial selective attention is limited in spatial resolution (Intriligator & Cavanagh, 2001; He, Cavanagh,
& Intriligator, 1996); that is, a quantifiable minimum spacing exists at which two nearby items can be
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isolated and selected for further processing. Previous research on attention resolution has focused on
endogenous selection. Our goal was to measure the resolution of exogenous shifts of visuospatial
attention. Participants viewed a circular array of equally-spaced, luminance-matched colored disks located
at 10° eccentricity on a median gray background with a single RSVP stream rendered in white at fixation.
Participants monitored the RSVP items for one or more target digits and responded via button press.
Simultaneously, on each trial a black dot briefly (50 ms) appeared (among the peripheral colored disks)
which exogenously captured attention. After each trial, participants selected via mouse-click the color
(from an array of choices) corresponding to the location nearest to which the black dot had appeared on
that trial. Group average results revealed that participants detected a majority of RSVP targets (51.73%
hits). They also performed better than chance (~30%) at selecting the correct colored circle, and fell off
approximately linearly with distance from the black cue. There was a large amount of variability between
individuals, indicating that the resolution of exogenous attention is idiosyncratic. Furthermore, we found
systematic differences in resolution between visual field quadrants. Nevertheless, individual participants
showed strong consistency (low variability) over multiple samples at the same locations. These results
suggest that the resolution of exogenous attention shifts may form a kind of attention fingerprint that
describes an individual’s ability to select crowded information at various peripheral locations.
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How is the temporal process of perception affected by spreading attention to multiple objects? This study
generalized the findings of another recent study, using different visual signals and a different detection
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task. Methods: During continuous watch periods, observers responded to sudden changes in either the
color or direction of any one of a set of independently moving objects. The set size of moving objects was a
primary variable. A simple detection task required responses to any display change, and a selective task
required responses to a subset of the changes. Detection rates, in bits/s, were measured at successive
times by response time (RT) hazard functions. Results: Increases in set size had a constant divisive effect on
target detection rates. Moreover, variations in set size, visual target signals, and detection task exerted
independent selective influence on detection rates at given times, reflecting continuous influence of
parallel processes. Importantly, the divisive effect of increased set size was constant over time, invariant
with rapidly changing detection rates controlled by the target signals and detection task. Conclusions:
Contrary to conventional response time studies, the functional organization of these temporal processes
was revealed by hazard functions but not by the RTs as such. The constant set size effects — invariant with
response times, target signals, detection tasks, and with the developing influence of multiple component
processes — indicate that conscious perception occurs at a measurable maximum rate, the result of a
limiting channel capacity.

Acknowledgements: Phase Il STTR contract (N00014-15-C-0024) on “Information Salience” from the Office
of Naval Research to Discerning Technologies LLC; subcontract to Vanderbilt University.
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The frontal eye fields (FEF) are most strongly associated with eye movements and their planning, and have
also been implicated in visual attention. In a previous study (Johnson & Johnson, 2009), we found that they
were also activated by inward-directed (reflective) attention. In addition, when participants fixated on one
stimulus and ignored another, the FEF were activated more than in a control condition that involved a

greater number of eye movements. In the present study, we investigated both of those effects further, and
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sought to more precisely delineate the similarities and differences between the perceptual and reflective
attention networks. Participants were scanned while completing either a perceptual or reflective attention
task. In both tasks, participants saw mixed pairs of items drawn from a set of face, scene, or noise images.
In the perceptual attention task, participants were cued immediately beforehand either to fixate only on
one image and ignore the other, or ignore both images. The reflective attention task was the same, except
that the cues were presented immediately after the images. In the reflective attention task, participants
kept their eyes at central fixation, and the post-cues instructed them to think back to (visualize) either one
of the images, or neither image. Analyses of the fMRI data showed that activity in the FEF appeared to be
modulated by the presence of visually meaningful competition that could not be explained just by the
amount of visual information onscreen. Furthermore, the results replicate and extend previous findings
indicating substantial overlap, but also substantial distinctions, between the perceptual and reflective
attention networks.

Acknowledgements: NSF/EPSCoR 1632849
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A body of research suggests that attention along the depth-axis is concentrated along the line of sight up to
the point of fixation and decreases rapidly beyond. However, most previous work used binocular disparity
to simulate targets at distances within a few metres of the observer in peri-personal space, and therefore,
little is known about how attention is allocated to targets located at far distances. Driving is a particularly
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interesting context in which to examine attention along the depth-axis. First, objects commonly
encountered while driving often are quite far from the driver. Second, attending to different distances is
ecologically advantageous because events nearer to the driver have more immediate behavioural
consequences. In the current study, we examined whether the distribution of attention along the depth-
axis depends on the distance to the plane of fixation in a simulated driving context. In a virtual 3D
environment where distance is simulated by pictorial cues and optical flow, participants followed a lead
car. To manipulate fixation distance, participants maintained a constant following distance of either 9.25,
18.5, or 37 m. Attention along the depth-axis was assessed with a detection task where targets matched in
retinal size could appear at one of three distances (9.25, 18.5, 37 m) and two eccentricities (12, and 24
degrees). Preliminary results indicate that detection was slower for far targets (37 m) compared to the
other two distances, and detection was slower and less accurate for targets at an eccentricity of 24 deg
compared to 12 deg at all target distances. Finally, car-following distance did not modulate the effects of
target distance and eccentricity, although there were fewer misses and faster reaction times in the
intermediate car-following distance condition. These results suggest that the effect of distance in far space
may be different from that in peri-personal space.

Acknowledgements: We acknowledge the support of the Natural Sciences and Engineering Research
Council of Canada (NSERC).
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The relationship between attention and conscious perception is an important topic in understanding
mechanisms of conscious perception. Hypotheses emphasizing the role of cognitive access in conscious
perception argue that attention and conscious perception are closely related. On the other hand,
hypotheses separating conscious perception from cognitive access argue that attention and conscious
perception are dissociable. To investigate the relationship between attention and conscious perception,
studies have used a spatial cueing paradigm that compares conscious reports (e.g., visibility rating) on cued
and uncued trials. Spatial cueing, however, has a limitation because observers have awareness of which
trial is the cued or uncued trial, which can affect decision criteria of conscious report regardless of
conscious perception of a target. To solve this problem, we used a monocular cueing paradigm. A
monocular cue can attract eye-specific attention to a cued eye, but observers have no awareness of which
eye received the cue and thus they do not know which trial is cued. In the present study, the effect of eye-
specific attention was tested by comparing objective performances (i.e., orientation discrimination of a
Gabor patch) between cued and uncued trials where a target was presented to the cued and uncued eyes
respectively. At the same time, we compared conscious reports (i.e., visibility rating of a Gabor patch) to
investigate whether eye-specific attention can modulate conscious perception. We found that eye-specific
attention enhanced both objective performances and conscious reports of a target. Through an additional
experiment that compared conscious reports when objective performances were matched between the
cued and uncued trials, we again found that the effect of eye-specific attention on conscious perception is
difficult to separate from the effect on objective performances. Our results suggest that attention and
conscious perception are closely related, and that attention can act as a gateway to conscious perception.

Acknowledgements: This research was supported by the Brain Research Program of the National Research
Foundation (NRF) funded by the Korean government (MSIT) (NRF-2017M3C7A1029658).
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How does selective attention navigate us to people-related information in the social world, for example, to
find the same solitary person as a partner in a grand dancing party? According to the prevalent object-
based attention theory, single person can be selected as a unit and guide attention, and this theory has
received numerous supports in the past thirty years including both behavior and neurophysiological
evidence. However, in real-world scenes, we need to detect more social information, such as whether
people are involved in social interactions. We thus proposed a new concept of event-based attention that
interacting social events can be the elementary unit of selective attention. We examined these two
different theories using a paradigm modified from classic two-rectangle cuing paradigm. Observers looked
at the four upright biological motions interacting in pairs (paired condition) or not (unpaired condition), and
discriminate whether the probe was “T” or “L” after a cue on one agent (Experiment 1). Results indicated a
“same-event advantage” only in paired condition: performance was better for probes presented on the
same-event agent, compared to probes presented on the equidistant agent but involved in a different
event. There was no such difference in inverted biological motions (Experiment 2), excluding any possible
influence of low-level features. We thus concluded that interacting social events can serve as the
elementary units of selective attention.

Acknowledgements: Humanities and Social Sciences Foundation of the Ministry of Education of China
(19YJA190004) and Fundamental Research Funds for Colleges and Universities-Key Training Program for
Young Teachers(19wkzd23)
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The Eriksen flanker effect refers to the slowing of responses to targets with known location when flanked
by items associated with a different response. Typically, this effect is explained through response
competition resulting from the attentional integration of perceptual features of incongruent flankers. Since
the delay is more pronounced when target and flankers are closer together, the attentional integration is
assumed to operate like a zoom lens. Here, we present a novel flanker paradigm where the stimuli consist
of random dot kinematograms (RDKs). Using RDKs, the strength of the perceptual evidence can be
manipulated by modifying the percentage of coherently moving dots. While we were able to replicate the
classic flanker effect with low coherent RDKs, the effect decreased with increasing coherence, suggesting
that the flanker effect is not only due to competition at the response stage but also involves a perceptual
stage. Surprisingly, and contrary to the zoom lens model, we found no flanker effect in a second
experiment where target-flanker spacing was reduced. We interpret these results as evidence for the
involvement of perceptual grouping in the attentional integration of flankers. We assume that responses
are facilitated when flankers can be grouped and perceptually segregated from the target. Following the
Gestalt principles, this segregation is most effective when target and flankers are dissimilar. In our
experiments, lower coherence increases target-flanker similarity, leading to less efficient segregation and in
turn a stronger flanker effect. Furthermore, the beneficial effect of reduced target-flanker spacing is
explained through the Gestalt law of grouping by proximity, where close flankers are more strongly
grouped leading to a reduction of the flanker effect. Together, these results suggest attention can be
guided by perceptual groups capable of moderating the detrimental influence of incongruent flankers on
response execution.
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Feature-binding errors during saccadic remapping may affect
perception of real-world objects
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Our eyes are constantly moving, jumping from one location to another, and yet we perceive our world as
stable. Immediately after a saccade, attention has to remap from the previous “retinotopic” eye-centered
location to the current “spatiotopic” world-centered location. Previous work has shown that when
attention remaps after a saccade, it is briefly split between the previous retinotopic location and the
current spatiotopic location. Researchers investigating this phenomenon have found that during this
remapping period, perception of objects such as colored squares or colored, tilted bars can be subject to
feature-binding errors such color mixing, illusory-conjunctions, and unbound-errors (Dowd & Golomb,
2019; Golomb, L’'Heureux, & Kanwisher 2014). However, it is unknown what the consequences of feature
degradation during remapping may be for perception of real-world objects. To investigate this question, we
conducted an experiment in which participants viewed four colored objects presented simultaneously after
either a short (50ms) or long (500ms) delay following completion of a saccade. Before making the saccade,
participants attended a cued spatiotopic location, and then reported the color and identity of the object
(e.g., ared car) presented at that cued location. Participants were overall less accurate for both color and
object reports in the short-delay condition compared to trials with a long delay, in which there was
sufficient time for remapping. Moreover, when participants made errors in the short-delay condition, they
were more likely to make certain types of binding errors, such as illusory-conjunctions between the
spatiotopic color and a non-target object, or reporting the correct spatiotopic target color with an object
not originally present in the display. Participants also made unbound errors such as reporting the identity of
the retinotopic object, but guessing on color. Overall, our results imply that saccadic remapping may have
implications for the perception of real-world objects.
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Attention: Bottom-up and top-down

Assessing introspective awareness of overt attentional capture
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Recent research indicates that observers can learn to inhibit attentional capture by physically salient
stimuli. A key question is how individuals learn to do this, especially in real-world scenarios without direct
feedback about performance. One possibility is that participants have internal awareness of capture
immediately after it occurs. This introspective awareness could then be used to adjust performance
strategies in order to avoid subsequent capture. However, it is unclear whether observers actually have the
ability to internally monitor attentional capture. In the current study, participants performed an additional
singleton paradigm modified for eye tracking. Participants searched for a target shape and attempted to
ignore a color singleton distractor. On a subset of trials, participants were immediately asked to report
whether the color singleton captured their attention during the preceding search task (“capture” vs. “no
capture”). Crucially, first saccades were more frequently directed to singleton locations on “capture” report
trials than “no capture” report trials. In fact, oculomotor capture effects were nearly twice as large on trials
where participants reported “capture” than trials where they reported “no capture.” These results directly
demonstrate that observers can internally detect oculomotor capture, at least under certain circumstances.
This may be an important training tool for future research on learned inhibition of salient distractors.
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Visual motion captures attention, but little is known about the automaticity of these effects and the time
required for the integration of motion signals to capture attention. Here, we tested if deviant frequencies
as one form of motion automatically capture attention and whether integration across time results in a
longer period of effective cueing by flicker than by single-transient cues. Observers searched for a vertical
target among tilted distractors. Prior to the target display, a cue array of sinusoidally modulating annuli,
each surrounding one location of the subsequent target (-plus-distractors) display was presented for
variable durations. Annuli either flickered all at 1 Hz (no-singleton cue), or a single annulus flickered at a
unique frequency of 5 Hz, 10 Hz, or 15 Hz. The location of this singleton-flicker cue was uncorrelated with
target location. Thus, we could measure benefits (target at cued location) and costs (target # cued location)
for cues of different frequencies and durations. The results showed that deviant flicker frequencies capture
attention, as we observed benefits and costs, falsifying that nonspatial filtering accounted for the cueing
effect. In line with automatic capture, cueing was effective in a singleton (Experiment 1) and a non-
singleton search task (Experiment 2), and is thus not due to top-down singleton search. Moreover, results
held in analyses ruled out trial-by-trial ‘swapping’ of flicker frequencies at target and distractor locations.
Results also revealed significant capture for cues with frequency separations from non-singleton flicker as
low as 4 Hz at short cue durations (180 ms) and increasing cueing effects with higher cue frequencies and
longer durations. This indicates a significantly longer period of automatic capture by sinusoidal flicker (up to
360 ms) than the typical inhibition of return observed ~250 ms after the onset of uninformative static or
single-transient cues.

Acknowledgements: This research was funded by The Austrian Research Promotion Agency (FFG - 'BRIDGE
1') in cooperation with ZKW Group (ZKW)
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Evidence for suppression of irrelevant distractors in early visual cortex
Poster Presentation - Topic area: Attention: Bottom-up and top-down

Kirsten Adam? (kadam@ucsd.edu), John Serences?; *University of California San Diego

Competing theories of visual search make diverging claims about whether we can suppress salient but
irrelevant information and, if so, where in cortex attentional priority maps reside. Here, we used fMRI to
assess whether the representation of a salient distractor can be suppressed below baseline in early visual
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cortex. Subjects (n = 12) performed an additional singleton search task in which they searched for a target
(e.g., green diamond) amongst non-singleton distractors (e.g., green circles); an irrelevant color singleton
distractor (e.g. red circle) appeared on 75% of trials. We manipulated trial history to induce attentional
capture (“color variable”, colors swapped unpredictably) or to eliminate capture (“color constant”, colors
were fixed). Using a spatial encoding model and fMRI, we estimated the representation of each item’s
location in the 4-item search array. When participants were behaviorally captured (“color variable”
condition), we observed that model-based estimates of the target and distractor locations were stronger
than the non-singleton distractor location in early visual cortex (V1-V3), p <.01. and in IPSO-3, p < .005.
When participants were not behaviorally captured (“color constant” condition), we observed that model
estimates of nearby singleton distractor locations were suppressed below the level of non-singleton
distractors in early visual cortex (V1-V3, p <.01) and some other visual areas (e.g., hV4-VO2, p < .05; IPSO-3,
p < .01), consistent with the signal suppression hypothesis. Furthermore, model-based estimates of
distractor suppression related to behavior. On fast trials (i.e., successful suppression), there was robust
suppression of the irrelevant singleton distractor below the non-singleton distractor baseline (p < .005).
This suppression was not observed for slow trials in this condition (p =.28). Our findings support accounts
in which successful suppression leads to the down-weighting of distractors in spatial priority maps
throughout visual cortex, bolstering evidence from EEG and eye-tracking studies.
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The Attentional Blink (AB) phenomenon (i.e. missing a second target presented 100-500ms after a first
target; Raymond et.al.,1992) has been studied to understand the temporal dynamics of attentional
deployment. Along with conducting behavioral experiments, models of the AB have been developed to
provide computationally and neurally plausible explanations of its underlying mechanisms. However,
manipulating experimental parameters (stimulus type, presentation duration, etc.) gives rise to various
patterns of the AB that are quantitatively and qualitatively distinct. How can we know the explanatory
limits of a model for different data sets? To understand how well a set of AB data can be simulated by a
particular model, and also to gain insight into how the model’s parameters map onto the data, we designed
an automated algorithm that searches parameter space to find the best set of parameters. We utilized the
episodic simultaneous type serial token (eSTST) model of the AB (Wyble Bowman & Nieuwenstein, 2009)
and chose three specific parameters that modulate the shape of a simulated AB curve. The search
algorithm was based on the Markov Chain Monte Carlo (MCMC) which tried to fit both quantitative (i.e.
mean squared error) and qualitative (i.e. features that are vital to the theory of AB such as AB depth, lag-1
sparing, etc.) features of the two AB data sets. The algorithm was fit to two AB data sets demonstrating
different patterns. The parameter search performed on the eSTST model revealed that the model was
unable to account for data that contained no lag-1 sparing. Furthermore, given that the chosen parameters
of the eSTST corresponded to distinct constructs of the visual working memory, the algorithm was
informative on how these parameters were mapped onto each data set. This mapping, in turn, allowed for
making inferences of the role of these constructs in mediating the AB.
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Laminar origins of the N2pc index of visual attention in area V4
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Michelle Schall* (michelle.schall@vanderbilt.edu), Jacob Westerberg, Alexander Maier, Jeffrey Schall,
Geoffrey Woodman; Vanderbilt University

Research into mechanisms of visual attention in humans has relied on an event-related potential known as
the N2pc, because it indicates where and when attention is allocated. The N2pc was discovered and
characterized in humans, and its neuronal generators are uncertain. Several investigators have conjectured
that extrastriate visual area V4 can be a generator of the N2pc based on the similarity of patterns of
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modulation. Our group has been investigating that conjecture. We have established that the N2pc
manifests in macagque monkeys performing visual search. We have established that inverse solutions of the
N2pc identify a current generator in the vicinity of V4. Now, to determine most directly whether V4
contributes to the generation of the N2pc, we performed laminar recordings of area V4 concurrent with
extracranial EEG in macaque monkeys performing visual search for a singleton. A target stimulus (red or
green) was presented among several distractors (homogenous green or red) in an array around a central
fixation point. Monkeys shifted gaze to the singleton to earn fluid reward. With field potentials recorded
across all cortical layers, we calculated current source density (CSD) of net synaptic depolarizations. On a
trial-by-trial basis we compared the magnitude of CSD and polarization of the N2pc. Trial-to-trial variability
in the synaptic depolarizations of V4 explained a significant amount of variance in the extracranial voltage
fluctuations during the N2pc in a layer-specific manner. These results demonstrate for the first time that V4
contributes to the N2pc.

Acknowledgements: P30EY008126, RO1EY019882, RO1EY027402, RO1EY008890, T32EY007135,
U54HD083211, Nvidia Corporation, E. Bronson Ingram Chair in Neuroscience
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Saliency Map Predictions of DeepGaze Il are Influenced by the
Convolutional Neural Network Texture Bias
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Charlotte A. Leferink?, Dirk B. Walther?; 'Department of Psychology, University of Toronto, 2Samsung
Artificial Intelligence Center Toronto

Though line drawings depict edges of objects and not texture nor colour, which is typically present in the
natural environment, humans can recognize scenes depicted in line drawings just as well as those in colour
photographs. It has been shown recently that most convolutional neural networks (CNNs) rely on texture
more than they rely on edges and shapes of the objects depicted in an image. But what are the effects of
these model constraints on modelling visual attention? Here we show that, like humans, a leading CNN-
based model of spatial attention, DeepGaze I, generalizes well between photographs and edge-extracted
images. Seemingly innocuous low-level changes, however, such as reversing the contrast polarity of the
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edge-extracted images, cause vastly different predictions by the attention model. This is not the case for
human observers, since contrast polarity reversal maintains the structure and global properties of the
objects within an image. These results provide further evidence of the reliance of CNNs on texture-based
visual information for generating its predictions. To further explore these questions, we recorded eye
movements of participants viewing edge-extracted versions of the images from the MIT1003 dataset, which
serves as ground truth for DeepGaze Il. Comparisons of predicted gaze maps generated from line drawings
and from photographs with human fixations on line drawings and photographs showed that both humans
and the model generalize well between those drastically different representations of the scenes. Changing
contrast polarity of the drawings, on the other hand, drastically changed the predicted gaze maps. Our
unique eye movements data set and analysis procedures allow us to further explore the limitations of the
CNN texture bias, and to further investigate the capacity of CNNs to learn global shape representations as
they apply to directing visual attention.

Acknowledgements: This work was supported by an NSERC Discovery Grant (#498390) and the Canadian
Foundation for Innovation (#32896) to DBW.
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The influence of eye blinks on attention in a spatial cueing paradigm
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Egor Ananyev?! (egor.ananyev@gmail.com), Jit Wei A. Ang, Gerrit Maus; *Nanyang Technological University

Humans blink approximately 20 times per minute, much more than seems to be physiologically necessary.
The eye blink rate also varies depending on the task and cognitive demand, suggesting a link between eye
blinks and attention. Here, we investigate this using a classical spatial cueing paradigm (Posner, 1978).
Participants were prompted to blink in the period between a spatial cue and the target (presentation
sequence: cue — blink — target; CTOA range of 640 to 900 ms). This was compared with two control
conditions: no blinks and artificial blinks (shutter goggles). The spatial cues were either unpredictive (50%
valid) or predictive (75% valid) of the subsequent target’s location, corresponding to involuntary and
voluntary attention, respectively. When the cue was unpredictive, there was a slowing of the response to
the target in the validly cued location (Inhibition of Return), regardless of the blink condition. However,
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when the cue was predictive, blinks were associated with a shortened reaction time to the validly cued
target compared to the control conditions. Furthermore, the spatial cueing benefit increased with longer
eye blinks. These results suggest that blinks affect top-down, voluntary attentional engagement.
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Tracking Flanker Task Dynamics: Evidence for a Continuous
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Kaleb T. Kinder?! (kalebkinder24@gmail.com), A. Caglar Tas!, Aaron T. Buss?; 'University of Tennessee,
Knoxville

Selective attention is typically studied with tasks that ask participants to identify relevant information (the
target) for further processing while ignoring distractors. In cases where the target and distractors contain
conflicting information, reaction times (RTs) are reliably slower compared to when there is no conflicting
information, suggesting that attentional selectivity requires additional time to be deployed. How selective
attention unfolds over time, however, is currently debated. There are two main accounts that explain
temporal dynamics of attentional selectivity: one proposes that attentional selectivity increases
continuously over time (Heitz & Engle, 2007), and the other proposes that attention transitions from a low-
to a high-state of selectivity at a discrete point in time (Hlbner, Steinhauser & Lehle, 2010). While both
accounts successfully explain RT data, there is no direct empirical evidence that distinguishes them. In the
present study, we utilized mouse-tracking to record real-time response trajectories in a flanker task. On
each trial, participants were presented with five colored stimuli where the identity of the central target
corresponded to one of two response locations. The task was to move the mouse cursor and click on the
correct response location. The target was flanked by distractors that were either the color of the opposite
response mapping (incongruent), a color that was unassociated with a response mapping (neutral), or the
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same color (congruent). Replicating previous studies, we found slower RTs for incongruent trials compared
to neutral trials. Furthermore, response trajectories for incongruent trials curved more toward the
incorrect response location compared to neutral trials, suggesting greater distractor interference on
selective attention. Importantly, our results showed that this attraction to the incorrect location evolved
gradually over time and smoothly transitioned toward the correct response location, as opposed to
abruptly shifting at discrete points in time, demonstrating a continuous implementation of selective
attention.
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Typicality Modulates Attentional Capture by Object Categories
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Y. Isabella Lim? (isabella.lim@mail.utoronto.ca), Andrew Clement?, Jay Pratt!; 'University of Toronto

What we pay attention to in our visual environment is often driven by what we know about the world. For
example, when we search for objects in our environment, we often adopt a target template based on an
object’s category membership rather than its specific visual features. Categorical information informs
humans of how objects may be grouped, and our mental representation of categories is thought to be
based on exemplars, or the most typical member of a particular category. While the typicality of objects
can assist in target identification in visual search, it is unknown whether typicality also affects attentional
capture by object categories. To test whether this is the case, participants were given a category of objects
at the beginning of each trial. A rapid stream of images was then presented at fixation, and participants
were asked to indicate whether a member of the target category was present or absent from the stream.
On each trial, a distractor also appeared beside the stream just before the target image. This distractor
could belong to the same category or a different category than the target image, and could be a typical or
atypical member of either category. Our results showed that when this distractor belonged to the same
category as the target image, participants were worse at indicating the presence of the target image. Thus,
objects that belonged to the same category as participants’ target template captured attention.
Importantly, typical distractors that belonged to the same category as the target image resulted in worse
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accuracy than atypical distractors. This suggests that the extent of attentional capture towards a distractor
can depend on whether the distractor matches one’s target template in terms of category identity and
typicality.
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An attentional bottleneck in visual object perception
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Dina V. Popovkina! (dina4@uw.edu), John Palmer?, Geoffrey M. Boynton?; *University of Washington

For some simple visual tasks, we can make judgments about multiple stimuli in parallel, while for some
complex visual tasks we can make only one judgment, showing a complete attentional bottleneck. We
asked whether an attentional bottleneck limits performance for a task of intermediate complexity: the
semantic categorization of visual objects. Stimuli appeared above and below fixation in rapid serial visual
presentation (RSVP), and observers were cued that either one (“single-task”) or both (“dual-task”) objects
were relevant. The stimuli were grayscale photographs of isolated nameable objects, and observers judged
whether the cued object belonged to a target category (e.g. “animal”). The difference in performance
between the single- and dual-task conditions (“dual-task deficit”) was compared to quantitative model
predictions. A bottleneck is implemented as an all-or-none serial model (observers can only judge one
stimulus at a time, producing a large dual-task deficit). We also considered an independent parallel model
(observers can judge two stimuli as accurately as they can judge one) and a fixed-capacity parallel model (a
constant amount of information extracted). Results from 9 participants showed a large dual-task deficit (12
+ 1%), most consistent with a bottleneck. Additionally, a bottleneck makes a distinct prediction for
responses within a dual-task trial: a given response is more likely to be incorrect when the response about
the other stimulus is correct. In contrast, parallel models predict no difference in performance based on the
response to the other stimulus. Our data show this difference, consistent with the bottleneck prediction (A
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=0.04 £ 0.01). We repeated this experiment using a simplified presentation (masking instead of RSVP);
results from 6 participants showed the same large dual-task deficit (12 + 1%). Our findings thus support the
presence of a bottleneck for categorization of nameable visual objects, and reject the specific parallel
models considered here.

Acknowledgements: This work was supported by NIH NEI grant RO1-EY12925 to GMB and JP.
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Medical School

Do neuropsychological tests commonly used to assess attention in clinical populations measure the same
construct as experimental attention tests? We followed up a factor analysis by Huang et al. (2012), who
proposed that many visual cognition attention paradigms load on a “general attention factor”, a. Adult
participants (N = 488) completed a comprehensive 90-minute on-line battery (TestMyBrain.org). Five visual
cognition paradigms (Multiple Object Tracking (MOT), Flanker Interference, Visual Change Detection (VCD),
Approximate Number Sense (ANS), L/T Visual Search Task) were selected to match the general attention
factor. We included the Gradual Onset Continuous Performance Task (Grad CPT), hypothesizing that some
neuropsychological tests might be measuring sustained rather than selective attention. Neuropsychological
tests, selected according to popularity in the domain of cancer-related cognitive impairments (Horowitz et
al. 2019), comprised Trail Making Test versions A & B (TMT), Digit Symbol Substitution (DSS), Forward and
Backward Digit Span, Letter Cancellation, Spatial Span, and Arithmetic. We obtained a four-factor solution:
(1) GradCPT, MOT, VCD, and ANS, along with Spatial Span and DSS; (2) Digit Span Forward and Backward;
(3) TMT A & B, Letter Cancellation, and Visual Search; (4) Arithmetic. Flanker Interference did not load on
any factor. These results do not fully replicate a, as Visual Search and Flanker Interference were not related
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to other attentional paradigms. Of neuropsychological measures, Spatial Span and DSS were related to the
main attention factor, while those with a search component (e.g., TMT) were related to Visual Search.
These results help us to understand the structure of our visual attention paradigms, and to connect visual
cognition to neuropsychology. We recommend that clinical studies should be cautious about attributing
attention deficits; Digit Span, for example, should not be characterized as an attention measure. Visual
search may be distinct from other attentional paradigms.

This talk will be presented in Live Talk Session 1, Friday, 19 June, 1:00 pm EDT America/New_York.
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The centroid task requires subjects to use a mouse to indicate the center of a briefly flashed cloud of,
typically, dots. Subjects can also judge the centroid of a cloud of highly diverse items that differ in color and
shape. Similarly, subjects can judge motion direction in successive frames in which the only thing that
changes consistently is an area defined as figure, the substance of both figure and ground changing in each
new frame. The fact that subjects can make centroid, motion direction, and other judgments that
simultaneously involve the locations of highly different items defined merely as figure versus ground
suggests that these computations act on a salience map that records the presence and the location of items
but is indifferent to their substance. In motion and centroid tasks, Ss can also selectively respond to
attention-selected subsets of items and ignore distracter items. Here we show that, in a single brief flash of
either 12 or a 24 dot cloud, with equal numbers of interleaved black, red, and green items, subjects can
accurately report the centroids of all three colors. Their performance is further analyzed in terms of three
computationally defined components: accuracy of their 3 attention-defined color filters, the fraction of
stimulus items incorporated into the centroid computation (efficiency), and mouse misplacement error.
Comparing triple response and single-response controls shows: no loss in the quality of 3-versus-1
attention filters, only a 6% overall efficiency loss in judging 3-versus-1 4-dot centroids, and a 20% efficiency
loss in 3-versus-1 8-dot centroids. That three centroid computations can occur concurrently with no loss in
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the quality of the attention filter and only minor losses in overall efficiency requires a reformulation of the
single salience map concept: Our subjects exhibit three concurrently active salience maps.

This talk will be presented in Live Talk Session 8, Wednesday, 24 June, 11:00 am EDT America/New_York.
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Many attentional capture studies rely on the spatial-cueing paradigm to elucidate what factors guide
attention, yet have yielded conflicting findings. These studies assume that faster responses for targets
appearing at a cue’s location indicate that this cue captured attention and was therefore mandatorily
processed. Here, we challenge this canonical interpretation of spatial cueing effects. Participants searched
for a color-defined target among distractors, following a spatially uninformative color cue. In Study 1, the
cue either shared or did not share the target color and the distractors’ similarity to the target was varied.
Spatial-cueing effects were observed even when other indices revealed that attention was not allocated to
the cue. The salience of the successive objects occurring at a given location and how similar they were to
the target jointly determined where attention was allocated. These findings show that spatial-cueing
effects do not necessarily index attentional shifts but instead reveal the extent to which the cue speeds the
resolution of the competition between the target and distractors. In Study 2, we investigated what event
triggers attentional deployment: the detection of the target feature or the search context. We used two
independent response-compatibility manipulations to measure when attention was deployed: early,
following the cueing display or later, following the search display. The pattern of response compatibility
effects revealed that enhanced processing accrued only to the distractor that appeared at the cued location
in the search display, and not to the cue. Taken together, these findings support the Priority Accumulation
Framework (PAF), which suggests that attentional priority weights accumulate across time and that instead
of relentlessly shifting our attention to potentially irrelevant events, we wait for clues that the appropriate
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moment has arrived to deploy our attention to the highest-priority location. Our interpretation of spatial
cueing effects resolves enduring inconsistencies in the attentional-capture literature.

This talk will be presented in Live Talk Session 6, Tuesday, 23 June, 7:00 am EDT America/New_York.
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Both enhancement of relevant and suppression of irrelevant information contribute to visual selective
attention. Suppression of irrelevant salient stimuli is particularly helpful as it prevents attention to be
captured and thus attentional resources to be wasted. It was suggested that the Pd (distractor positivity)
component in the event-related potential of the EEG reflects such active suppression. This study aimed at
directly connecting the Pd component to failures to suppress salient distractors. Participants performed a
visual search task in which they had to report the digit of a diamond-shaped target while ignoring circular
distractors. One of the distractors could have a unique color (an additional singleton), rendering it
particularly salient. Not just the target, but all distractors had a unique digit embedded. Thus we could
deduct from a participant’s response which item they attended. Reports of target digits served as a
behavioral index of enhancement, and reports of color distractor digits served as a behavioral index of
failed suppression, each measured against reports of neutral distractor digits serving as a baseline. We
measured participants’ EEG signal while they performed the task to identify the underlying neural
mechanisms of suppression. In line with previous results, participants reported the target identity more
often than any distractor identity and the color singleton identity least often, suggesting suppression of the
singleton below baseline. Importantly, when the singleton identity was not suppressed but reported, the Pd
was observed in a later time window. This suggests that the Pd reflects suppression of salient distractors


https://www.visionsciences.org/myvss/?mtpage=vvss_live_talk_sessions&id=101
mailto:tobias.fw@gmail.com?subject=The%20Pd%20component%20reflects%20suppression%20of%20salient%20distractors%20below%20baseline

V-VSS 2020 Program 64

below baseline. Interestingly, singletons also elicited a contralateral delay activity (CDA) when they were
reported, indicating that the erroneous encoding of singletons into working memory may contribute to
behavioral errors. Our results provide evidence for the signal suppression hypothesis that states salient
items have to be actively suppressed to avoid attentional capture.
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Distracted by affective pictures: Neural mechanisms revealed by
multivariate pattern analysis
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Affective pictures are highly potent distractors. In this study we examined the impact of picture valence on
task-relevant visual processing and the underlying neural mechanisms. Simultaneous EEG-fMRI were
recorded while participants detected instances of coherent motion in a random dot kinematogram (RDK)
overlayed on IAPS pictures (positive=erotic couples, neutral=workplace people, and negative=bodily
mutilations). RDK and IAPS pictures flickered on and off at different frequencies, evoking two independent
steady-state visual evoked potentials (ssVEP). Applying support vector machines to BOLD responses in
ventral visual cortex and MT cortex we found the following results. First, decoding accuracy of both
positive-vs-neutral and negative-vs-neutral distractors is above chance level in ventral visual cortex, at
62.6% and 59.4% respectively; positive-vs-neutral decoding accuracy is marginally higher than negative-vs-
neutral decoding accuracy (p=0.08). Second, across subjects, decoding accuracy of negative-vs-neutral
distractors is negatively correlated with the correctly identified instances of coherent motion (p=0.01),
namely, the higher the decoding accuracy the lower the correctly identified instances of coherence motion;
decoding accuracy of positive-vs-neutral distractors, however, is not associated with behavioral


mailto:dibanboye@ufl.edu?subject=Distracted%20by%20affective%20pictures:%20Neural%20mechanisms%20revealed%20by%20multivariate%20pattern%20analysis

V-VSS 2020 Program 65

performance (p=0.9). Third, in MT cortex, decoding accuracy of positive-vs-neutral and negative-vs-neutral
distractors is also above chance level, at 71.2% and 64.5% respectively, with positive-vs-neutral decoding
accuracy significantly higher than negative-vs-neutral decoding accuracy (p=0.0004). Fourth, neither the
positive-vs-neutral decoding accuracy nor the negative-vs-neutral decoding accuracy in MT cortex was
found to be predicting behavioral performance (p>0.05). In summary, these results demonstrate that (1)
although positive distractors are better represented in both ventral visual cortex and MT cortex than
negative distractors, it is the negative distractors that have a stronger influence on behavior and (2)
although MT cortex is the neural substrate underlying the task-relevant visual processing, it is the ventral
visual cortex where the processing of negative distractors adversely impacts behavior.

Presenter Conferences
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Abstract ID: 528

Divergent effects of positive and negative cueing on target
enhancement and distractor suppression

Poster Presentation - Topic area: Attention: Distraction, load

Christine Salahub? (christine.salahub@brocku.ca), Stephen Emrich?'; 'Brock University, St. Catharines, ON,
Canada

During visual search, one can use information about target features, such as color or shape, to guide
attention (positive cueing). Attention can also be guided away from irrelevant items through active
suppression of distractor features (negative cueing). Although previous studies have observed faster search
times following a negative cue, when the task is relatively easy (i.e. smaller set size), negative cues tend to
slow responses. It has been suggested that this is due to initial bottom-up attentional capture by the
negatively cued feature, followed by its suppression (i.e. ‘search and destroy’ mechanism). Here, we aimed
to better understand the time course of these cueing effects by examining event-related potentials related
to target enhancement (N2pc) and distractor suppression (PD). Participants (N = 20) completed a
lateralized visual search task wherein they had to find a target line within a colored circle. On each trial,
participants were provided with a color cue indicating whether the target would be within the circle of that
particular color, not within that color, or an uninformative cue. We found that participants could use
positive cues to focus attention on the target item (as indicated by the N2pc) and suppress the distractor
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(as indicated by the PD). In contrast, when given a negative cue, participants inappropriately attended to
the distractor color, followed by its active suppression. Ability to suppress the negatively cued distractor
was related to individual differences in anxiety. These results provide electrophysiological evidence of the
‘search and destroy’ mechanism of negative search templates, and suggest that the ability to use negative
cue information to benefit performance differs across individuals.

Acknowledgements: NSERC grants #435945 and #458707 awarded to S.M.E
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Abstract ID: 782

Does serial processing of words and faces happen in parallel?

Poster Presentation - Topic area: Attention: Distraction, load

Samantha C. Lee! (samanthalee@nevada.unr.edu), Matthew T. Harrison?, Lars Strother?!; *University of
Nevada, Reno

Visual word recognition and face recognition are associated with neural mechanisms in opposite
hemispheres and opposite visual field advantages. Here we tested whether simultaneously viewed words
and faces can be recognized in parallel or not. If so, this would suggest that visual recognition of multiple
visual objects belonging to two different stimulus classes are not subject to the same bottleneck as two
objects belonging to the same stimulus class (i.e., serial processing of words and faces can happen in
parallel). If not, then only one visual object can be processed at a time, implying that the two types of
object recognition draw upon shared neural resources. In our study, observers viewed pairs of either words
or faces, or a combination of the two. Items in each pair appeared to the right or left of fixation and were
either matched (word+word or face+face) or mixed (face+word or word+face) by stimulus class. In doing
so, we partially replicated a previously reported finding that visual word recognition is serial (White, Palmer
& Boynton, 2018), and we extended this finding to face recognition. A slight recognition advantage was
observed in the mixed condition relative to the matched. Results were otherwise largely similar between
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mixed and matched stimulus pairings, with the expected opposite visual field advantages occurring for both
mixed and matched conditions. In an additional condition, observers were pre-cued to either the right or
left stimulus location. This allowed us to show that the benefit of mixing words and faces was small relative
to the benefit of cueing. Our results suggest that, despite hemispheric dissociations between word
recognition and face recognition, serial processing of words and faces does not occur in parallel because
shared visual processing resources are involved.

Presenter Conferences
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24 June, 3:00 pm EDT America/New_York
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Abstract ID: 1571

Heads-up! Irrelevant visual information impacts search processes

Poster Presentation - Topic area: Attention: Distraction, load
Joanna Lewis?, Mark Neider?; 'University of Northern Colorado, 2University of Central Florida

Secondary information presented during a primary task has been repeatedly demonstrated to impair
primary task performance. These distraction impairments may be a result of decrements to foveated visual
attention, as reflected by failures to detect changes at fixation or recall of fixated objects (McCarley et al.,
2004; Strayer et al., 2007). Previous research characterizing distracted visual processing has typically
utilized complex and applied scenarios, which directs participants to prioritize their fixations to the center
of the display/environment as opposed to the general visual field (e.g., Strayer & Drews, 2007). In four
experiments, we aimed to evaluate changes in oculomotor behavior associated with the presence of
secondary task information under controlled conditions. The primary task was a visual search task for an
oriented target T among distractors Ls (50 & 80 objects); the secondary task was an irrelevant word
presented on a heads-up display for 2000ms (compared to search without a secondary task). Participants
were instructed that the secondary visual presentation was irrelevant to the search task. The experimental
manipulations were overall distraction, masked onset of secondary information, primary information was
spatially separated from secondary information, and modality of secondary information (auditory/visual).
Overall, we replicated previous studies reporting a cost when search occurred concurrently with a
secondary display (Lewis & Neider 2019). These costs were associated with increased fixation durations and
initial saccade latencies. No differences occurred in the number of fixations, target verification times, and
spatial distribution of fixations (i.e., a contrast to more applied research in the driving domain). The results
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indicated that secondary task distraction in visual search induces impairments in deployment of attentional
processing at fixation, as opposed to an interference in fixated target perception or the constriction of gaze
typically associated with applied contexts.
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Abstract ID: 1702

How many pleasures can you track?

Poster Presentation - Topic area: Attention: Distraction, load

Denis Pelli? (denis.pelli@nyu.edu), Aenne Brielmann?; 'Psychology Dept, New York University, 2Center for
Neural Science, New York University

Choosing often demands that we assess the pleasures of multiple objects at once. Last year at VSS, we
showed that people can keep track of at least two pleasures independently. Here, we push this limit and
ask whether they can track four. Participants (N = 18) viewed 36 OASIS images that uniformly span the
entire range of pleasure (from very unpleasant to very pleasant). On each trial, the observer saw four
images in four quadrants of the screen simultaneously for 200 ms. A cue (randomly pointing to one of the
four quadrants) indicated which image (the target) the observer should report the pleasure of, while
ignoring the others (distractors). In half the blocks, the cue came before the images, and in the other half it
came after. At the end of the experiment, we obtain baseline pleasure ratings for images shown one at a
time. We model the pre- and post-cued pleasure report as a weighted average of baseline target and
distractor pleasures. We used the average root-mean-square error from leave-one-out cross-validation to
assess model fit. A model with a target weight of 1.0 fit our data best (mean RMSE = 1.24) compared to a
linear model with free weights (RMSE=2.21), as well as a model taking into account the relative pleasure
ranking of the images (RMSE=1.61). This was true for both pre- and post-cued trials. Thus, people are able
to track at least four pleasures at a time.

Acknowledgements: Supported by NIH grant RO1 EY027964 to DGP
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Abstract ID: 1756

Split foci of attention in middle childhood

Poster Presentation - Topic area: Attention: Distraction, load

Tashauna Blankenship?® (shaunalb@bu.edu), Roger Strong?, Melissa Kibbe3; ‘Boston University, 2Boston
University, 3Harvard University

Adults can deploy attention to two locations without allocating it to the intervening space, consistent with
multiple foci of attention (Awh & Pashler, 2000). Although children can track multiple objects
simultaneously (Blankenship, Strong, & Kibbe, 2018), it is unknown whether children accomplish this by
splitting their attention across noncontiguous locations, or instead by diffusely spreading their attention.
We tested 25 6-8-year-old children (M=7.30, SD=.95) using a task where attended items were separated by
a distractor (similar to Awh and Pashler, 2000). On each trial, children viewed 6 masks (750 ms), two of
which were cued (750 ms); the cued masks were always separated by one uncued mask. The masks were
then replaced by an array of characters (250 ms), two of which were numbers. The characters were then
masked again (100 ms), and then one of the masks was probed. Children had to report the number that
had appeared at the probed location. On 80% of trials, one of the two cued locations was probed (valid
trials). On the other 20% of trials, an uncued location was probed (invalid trials). For invalid trials, the
probed location was either positioned between the two cued locations or outside of the cued locations. If
children spread their attention diffusely between the two cued locations, rather than splitting their
attention, then they should be more likely to correctly identify numbers when invalid probes appeared
between cued locations versus outside cued locations. Children performed better on valid versus invalid
trials (F(2,48)=42.38, p<.001; np2=.64), suggesting that they indeed deployed attention to the two cued
locations. For invalid trials, however, there was no difference in performance for probes appearing
between the cued locations versus outside the cued locations (p=.41). These findings suggest that the
ability to split attention to noncontiguous locations is present by middle childhood.
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The Costly Influence of Task-Irrelevant Semantic Information on
Attentional Allocation

Poster Presentation - Topic area: Attention: Distraction, load

Ellie Robbins? (erobbins105@gwu.edu), Joe Nah?, Dick Dubbelde?, Sarah Shomstein?; 1The George
Washington University, 2University of California, Davis

High-level features of objects, such as semantic information, have been shown to bias attention, even when
task-irrelevant. However, it remains unclear the exact mechanism by which this attentional guidance is
instantiated. We hypothesized that task-irrelevant semantic information organizes visual input through
mechanisms of grouping. Similar to grouping by similarity in low-level features, we predict that semantic
information organizes visual input by semantic relatedness. Specifically, when presented with multiple task-
irrelevant objects, attention is guided, or prioritized, to a subset of objects that are semantically related,
creating a grouping-like effect. In the present studies, participants were presented with an array of 4 or 6
objects. The objects were either colored squares (low-level information only) or grayscale real-world
objects (high-level information only). On any given trial half of the objects were related to a single category
(e.g., clothing or blue squares) while the other half was chosen randomly from other semantic or color
categories, respectively. A target was presented randomly on one of the objects, independent of
relatedness, rendering color and semantics task-irrelevant for each experiment. For both colored squares
and real-world objects, when each group had equal number of members (grouped by color or by semantic
relatedness), target identification was faster and more accurate when targets were presented on the color-
or semantically-related objects. Interestingly, when the size of the related group increased (e.g., three
related objects and one non related object in set size four) performance was slower for targets presented
on the objects that shared membership in the larger group versus objects in the smaller group. Taken
together, these results support the semantic grouping hypothesis such that semantic information, just as
color, organizes visual input to enable efficient attentional allocation. Importantly, given task-irrelevant
nature of semantic information, our results suggest that task-irrelevant semantic grouping is an automatic
process.
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Abstract ID: 1525

To the edge of gaze and beyond: Visual distraction outside the
oculomotor range

Poster Presentation - Topic area: Attention: Distraction, load

Nina M. Hanning?! (hanning.nina@gmail.com), Heiner Deubel?; lLudwig-Maximilians-Universitat Minchen

Neurophysiological studies demonstrated that attentional orienting is performed by fronto-parietal brain
areas which also play an important role in oculomotor control (e.g. LIP, FEF). Accordingly, several studies
claimed that exogenous attention can only be allocated to where we can potentially make an eye
movement, i.e. within the oculomotor range. We tested this assumption by assessing the disruptive effect
of a salient distractor at locations within and beyond participants’ oculomotor range. Participants rotated
their heads ~38° leftwards to prevent them from performing large rightward saccades. The required head
rotation angle was determined individually prior to the experiment and monitored with an electromagnetic
motion tracking device. In this posture, participants fixated the screen center and focused their attention
on a location on the left side of the screen, where they had to discriminate the orientation of a visual noise
patch. While assessing visual orientation sensitivity — an established proxy of visual attention — at this
endogenously attended location, we flashed a salient cue either at the attended location or at various
locations inside or outside their oculomotor range. We found that whenever the salient cue occurred at a
location other than the endogenously attended location, it withdrew visual attention and significantly
hampered endogenous attentional orienting. Crucially, this disruptive effect occurred regardless of
whether the cue was presented within or beyond participants’ oculomotor range, demonstrating that
exogenous events equally grab our attention both inside and outside the oculomotor range. Since spatial
exogenous attention was attracted unrestrictedly toward locations to which no saccade could be executed,
the coupling of attention and eye movement control presumably is less tight than, for example, the
prominent "Premotor Theory of Attention" would suggest. Rather, attention can be shifted freely over the
entire visual range, independent of pathological and physiological limitations of the eye movement system.

Acknowledgements: This work was supported by grants of the Deutsche Forschungsgemeinschaft (DFG) to
HD (G1964/1-1 and DE336/5-1).
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Abstract ID: 1490

Young drivers’ eye movements and driving performance in the
presence of a ringing cell phone

Poster Presentation - Topic area: Attention: Distraction, load

Kayla Sansevere®? (ksansevere@arcadia.edu), Elizabeth Walshe??3, Katherine Moore?, Chelsea Ward
Meclntosh?, Flaura Winston?#; 'Department of Psychology at Arcadia University, 2Center for Injury Research
and Prevention at the Childrens Hospital of Philadelphia, 3Annenberg Public Policy Center at the University
of Pennsylvania, *Perelman School of Medicine at the University of Pennsylvania

Motor vehicle crashes (MVC) are the leading cause of injury and death among adolescents and young
adults (National Center for Statistics and Analysis, 2019). Driving while distracted, such as using a cell
phone, increases the likelihood of a MVC (National Center for Statistics and Analysis, 2019). People who
physically interact with a cell phone while driving (e.g., engaging in a phone conversation, typing out a text
message) can adequately sample the surrounding environment, but they are unable to direct and maintain
sufficient visual attention to potentially hazardous events (Balk, Moore, Spearman, Steele, & Duckowski,
2006). As a result, engaging in a phone conversation or typing out a text message leads to poor driving
performance (Caird, Johnston, Willness, Asbridge, & Steel, 2014; Caird, Simmons, Wiley, Johnston, &
Horrey, 2018). But how do cell phones affect eye behavior and driving performance when the driver is not
physically interacting with the phone, such as while it is ringing? In an ecologically valid driving simulation,
young drivers proceeded through an intersection with and without the presence of a visible ringing cell
phone. The median number of glances taken away from the forward roadway in the presence of a ringing
cell phone was greater than in the absence of a ringing cell phone. Participants also took longer to drive
through the intersection in the presence of a ringing cell phone. We further examined participants’ longest
glance away from the forward roadway (LGOR), the moderating role of executive function capacity on
LGOR, and speed variables. Altogether, our results suggest that even in the absence of physical interaction,
cell phones can encourage visual inattention away from the forward roadway which can lead to poor
driving performance.

Acknowledgements: This material is based upon work supported by the National Science Foundation under
Grant Number EEC-1460927.
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Abstract ID: 107

Attention: Emotion, reward

Are you attending to me? The effect of social presence on social
attention

Poster Presentation - Topic area: Attention: Emotion, reward

Dana A. Hayward? (dana.hayward@ualberta.ca), Jingru Ha', Raman Dhaliwal'; *University of Alberta

Prior research has demonstrated that the presence of another person can modulate attention. For
example, when participants are asked to complete a task in pairs, not only do participants show slower
responses when they respond for the second time to the same target location (known as inhibition of
return - IOR), but they also show slower responses to a target location that their partner just responded to.
This so-called ‘social inhibition of return’ suggests that, at some level, we attend to the behaviours of
another, which in turn modulates our responses. However, we wanted to know whether the allocation of
attention towards a partner would change if, instead of attending to simple peripheral abrupt onsets, the
pairs attended to a social gaze cue. Further, prior work has not manipulated the extent to which partners
know each other before completing the task. Thus, in the current study we used a typical gaze cueing task,
whereby pairs of participants saw faces looking left or right, and each participant was assigned to respond
to either a target “T” or an “L” as soon as it appeared in the periphery. Familiarity was manipulated through
asking participants to either complete a short semi-scripted conversation before beginning the computer
task (Acquaintances; n=54) or afterwards (Strangers; n=52). Repeated-measures ANOVAs revealed different
patterns of attention across the two groups. The Acquaintance group revealed an effect of previous
responder, with robust social attention only when responding after oneself. In contrast, the Stranger group
revealed a 3-way interaction; inhibition occurred during opposite-responder trials to the same spatial
location, and facilitation was strongest during same-responder trials to the opposite spatial location.
Together, our results indicate that social attention can be modulated based on a partner’s response, and
furthermore that partner familiarity plays an important role in this attentional modulation.
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Abstract ID: 1218

Arousal-Biased Competition Explains Reduced Distraction by Reward
Cues Under Threat

Poster Presentation - Topic area: Attention: Emotion, reward

Andy J. Kim? (jskim628@tamu.edu), Brian A. Anderson?; 'Texas A&M University

Anxiety has consistently been found to potentiate the attentional processing of physically salient stimuli.
However, a recent study demonstrated that experimentally-inducing anxiety reduces attentional capture
by previously reward-associated stimuli, suggesting that anxiety does not globally increase distractibility
but rather its influence depends on the nature of the eliciting stimulus. To decipher how the processing of
threat interacts with the processing of visual reward cues, we probed the neural mechanisms of
oculomotor capture by previously reward-associated stimuli with and without the threat of unpredictable
electric shock (blockwise manipulation, within-subjects), combining the value-driven attentional capture
paradigm with the translational threat of shock paradigm in an fMRI study. Our eye-movement data
replicated prior behavioral findings demonstrating an interaction between threat and distractor condition,
with oculomotor capture by previously reward-associated distractors being reduced under threat. In our
neuroimaging data, significant main effects of threat and distractor condition on stimulus-evoked blood-
oxygen-level-dependent (BOLD) activation were evident in the extrastriate visual cortex, frontal eye field,
intraparietal sulcus, and caudate tail, collectively referred to as the value-driven attention network (VDAN).
In addition, we found an interaction between distractor condition and threat within each region of the
VDAN. Surprisingly, the direction of this interaction was opposite that of the behavioral interaction, with
the previously reward-associated distractor evoking especially strong neural activation under threat. Our
neuroimaging data are consistent with the Arousal-Biased Competition (ABC) model of information
processing in the visual system, although our corresponding behavioral results suggest that, at least under
certain circumstances involving reward cues, such biased competition can be leveraged to facilitate more
efficient ignoring at the level of eye movements. Our findings inform our understanding of value-driven
attention, emotion-attention interactions, and mechanisms of signal suppression.
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Abstract ID: 169

Attentional capture with emotional cues remains intact in amblyopia

Poster Presentation - Topic area: Attention: Emotion, reward

Amy Chow! (ahychow@uwaterloo.ca), Yiwei Quan?, Celine Chuil, Roxane Itier!, Benjamin Thompson®;
lUniversity of Waterloo

Introduction: Amblyopia is a neurodevelopmental disorder of vision that has been associated with visual
attention deficits. We investigated whether attentional capture by fearful facial expressions was affected
by amblyopia. Methods: Participants (n = 30 controls; 10 amblyopia) completed a cued peripheral target
(0.9 deg x 0.9 deg) detection task. The cue was a centrally presented face with left or right gaze. The face
adopted a fearful, happy or neutral expression for 500 ms. The target was then presented in a location
either congruent or incongruent to the face’s direction of gaze. Participants indicated target location
(left/right) and reaction times were measured. Central fixation was ensured using an eye tracker. Gaze
cueing for each emotional expression was computed as the difference in reaction time between congruent
and incongruent trials. 128 trials were performed for each facial expression across 3 viewing conditions in a
randomized order: monocular non-dominant/amblyopic eye (NDE), monocular dominant eye (DE), and
binocular (BE). Participants also rated the valence and intensity of each facial expression, viewing with the
non-dominant eye. Results: Ratings for the facial expressions were not affected by amblyopia. Reaction
times for the non-dominant/amblyopic eye were analyzed with a 3 (Emotion: fear, neutral, happy) x 2
(Congruency: congruent, incongruent) x 2 (Group: control, amblyopia) ANOVA. Consistent with previous
work, there was a significant interaction between Emotion and Congruency, characterized by a stronger
gaze cueing effect for fearful versus neutral and happy expressions. There was no effect of Group. Post-hoc
analysis revealed that the significant interaction between Emotion and Congruency was present for both
groups independently. The expected interaction between Emotion and Congruency was also present in the
other two viewing conditions. Conclusion: Although spatial attention deficits are associated with
amblyopia, attentional capture with emotional cues appears to remain intact.
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Abstract ID: 435

Concurrent Physical Effort Increases Attentional Capture by Salient-
but-irrelevant Color Singleton

Poster Presentation - Topic area: Attention: Emotion, reward

Shinhae Ahn! (shinhaeahn.sinai@gmail.com), Hyung-Bum Park?, Weiwei Zhang?; 'University of California,
Riverside

The present study examined the impacts of effortful physical action on ongoing mental processes,
specifically the efficiency of inhibiting perceptually salient but task-irrelevant distractor. To this end, we
conducted a dual-task experiment with concurrent visual search task and handgrip task. In the search task,
a target shape (square) appeared among nine homogeneous distractor shapes (circles) on an imaginary
circle. Participants reported whether the direction of an orientation bar inside the target shape was vertical
or horizontal as quickly and accurately as possible using a right-hand button press. Critically, one of the
homogeneous distractors was presented in a different and salient color that was irrelevant for the task
(color singleton present) on half of the trials, but not the other half of trials (color singleton absent). In the
concurrent handgrip task, the participants squeezed a hand dynamometer, using left hand, to 5% or 40% of
their individual maximum voluntary force (MVC) measured at the beginning of the study. The handgrip
condition (5% versus 40%) and the color singleton condition (present versus absent) were randomly mixed
across trials. Our results suggested that the singleton distractor effect, measured by the reaction time (RT)
cost between the singleton present and absent conditions, increased from the low physical load to the high
physical load condition. Furthermore, this detrimental effect of physical load significantly correlated with
the extent of instability during force maintenance as well as the exerted force across the participants.
Taken together, these results provide strong support that effortful physical action reduced inhibitory
control of ongoing mental processes.
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All of the feedback is welcome! If any further questions, please feel free to contact me
(shinhaeahn.sinai@gmail.com)

** | am going to apply for a Ph.D. program in Cognitive Psychology for Fall-2021. My research interests also
encompass selective attention mechanisms such as facilitation and inhibition as well as visual working
memory.

Abstract ID: 1673

Emotion Induced Blindness in the Left and Right Visual Field

Poster Presentation - Topic area: Attention: Emotion, reward

Ella Moeck? (ella.moeck@monash.edu), Nicole Thomas?, Steven Most3, Jenna Zhao3, Melanie Takarangi?;
Monash University, 2Flinders University, 3University of New South Wales

It is often crucial to attend to relevant, and ignore irrelevant, visual information. But when irrelevant
information is emotional, it reflexively captures attention, impairing noticing of neutral targets appearing
directly afterwards. This robust effect is known as emotion induced blindness. We tested whether emotion
induced blindness is exacerbated in the left compared to the right visual field. This hypothesis stems from
neurotypical people paying slightly more attention to the left than the right side, which can increase
susceptibility to left-side distraction. On each trial, two simultaneous rapid streams of images (100-
ms/image) appeared, one to each visual field. Participants reported the clockwise/counterclockwise
orientation of a neutral target image embedded in one of the streams. Two items before the target (i.e., lag
2), a neutral or negative emotional distractor could appear. The distractor and target could appear in the
same stream, or the opposite stream, as each other. On trials with neutral distractors (and no distractors),
target detection was approximately 6% higher in the left than the right visual field. On trials with emotional
distractors, however, target detection was impaired to the same degree in the left as the right visual field.
We replicated these findings in a second experiment. Taken together, these findings suggest that when
emotional distractors are present, they disrupt perception, regardless of distractor and target location.
Future research should investigate the time course of this emotional disruption in the left and right visual
fields, by manipulating the number of items between the distractor and target (e.g., comparing lag 2 with
lag 7). This work has important implications for understanding how to reduce emotional distraction in
sustained attention tasks, where distraction can be fatal (e.g., driving).
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Abstract ID: 1660

Emotional stimuli exert surprisingly weak capture of temporal
attention

Poster Presentation - Topic area: Attention: Emotion, reward

Lindsay A. Santacroce! (lindsayas22 @gmail.com), Apurva L. Swami?, Benjamin J. Tamber-Rosenau?;
lUniversity of Houston

Emotional distractors are thought to capture both temporal and visuospatial attention in spite of top-down
goals. In the emotional attentional blink or emotion-induced blindness (EIB) phenomenon, an emotional
but task-irrelevant critical distractor item (CDI) captures attention away from a target embedded in a rapid
serial visual presentation (RSVP) stream. As a result, participants frequently miss the target if it is presented
shortly after the CDI, similar to how participants miss the second of two targets in the standard attentional
blink (AB). However, a recent study presented at VSS (Santacroce, Petro, Walker, & Tamber-Rosenau, 2019)
combined the EIB and AB within single, hybrid trials by presenting CDIs interposed between two targets
and showed that CDIs failed to break through the two-target AB unless they were highly visually distinct
from other RSVP items. This recent result indirectly challenged previous assumptions about the ability of
emotional stimuli to capture attention, motivating a more direct test of the strength of emotional capture
of temporal attention. Here, we report two new experiments in which we directly compared EIB and two-
target AB trials in the same participants in order to assess the relative strength of attentional capture by
emotional stimuli compared to top-down targets in the AB. In each experiment, participants viewed RSVP
streams of images with randomly intermixed two-target AB and CDI-plus-target EIB trials. Targets in
Experiment 1 were defined by a border color, which requires only perceptual processing of distractor
borders, but has previously been used to indicate targets in EIB studies. Targets in Experiment 2 were
defined as images of fruit in a stream of objects, requiring semantic processing of each RSVP image. Both
experiments revealed a strong AB, but failed to yield a strong EIB. These results suggest that emotional
stimuli may not capture temporal attention as strongly as previously thought.
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Abstract ID: 1256

Impacts of Relative and Absolute Values on Selective Attention

Poster Presentation - Topic area: Attention: Emotion, reward
Sunghyun Kim?, Melissa Beck?; Louisiana State University

Valuable stimuli receive attentional priority. However, it is unknown whether the mechanism of the
attentional priority is based on relative (e.g., higher or lower than the value of another available object) or
absolute value (e.g., 45 points) because high valued stimuli were relatively and absolutely valuable more
than low valued stimuli in previous research. To investigate the impacts of the relative and absolute values
on selective attention, we manipulated the relative and absolute values independently in a modified value-
driven attention capture paradigm. In the training phase, reward was presented during a visual search task
to aid associative learning between color and reward value, two test target colors were each presented
with another different target color (reference target colors) in separate context blocks. Therefore, each test
target color had different reference points. In the test phase, the two test target colors were presented as
singleton distractor colors during a shape singleton search task. In Experiment 1, the absolute value of the
reward associated with the two test target colors was the same, but one had a relatively higher value
compared to its reference target color and the other had a relatively lower value. The relatively higher-
valued color singleton distractor captured attention more than the relatively lower in test phase,
suggesting that the relative value of stimuli influenced selective attention. In Experiment 2 the relative
value of the test target colors was the same, but the absolute value was higher for one. The higher and
lower absolute valued color singleton distractors captured attention equally, indicating little impact of the
absolute value on attention. The present study suggests that the relative rather than absolute value plays a
critical role in attention allocation, and that prospect theory (Kahneman & Tversky, 1979) may extend to
earlier cognitive stages such as selective attention.
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Neural Correlates of Value-Driven Spatial Attention

Poster Presentation - Topic area: Attention: Emotion, reward

Ming-Ray Liao! (m4liao@tamu.edu), Jeesu Kim?, Brian Anderson?; 1Texas A&M University

Reward learning has been shown to guide spatial attention to regions of a scene. However, the neural
mechanisms that support this bias in spatial orienting is unknown. We adapted an established paradigm for
fMRI to identify neural correlates of reward-modulated spatial orienting. From reward feedback,
participants learned to orient to a particular quadrant of a scene (high-value quadrant) to maximize gains.
This learning was scene-specific, with the high-value quadrant varying across different scenes. During a
subsequent test phase, participants were faster at identifying a target if it appeared in the high-value
guadrant (valid). On participants we collected eye data for, the first saccades were also more likely to be in
the high-value quadrant. fMRI analyses during the test phase revealed learning-dependent priority signals
in the bilateral caudate tail and superior colliculus. In addition, scene selective and spatial processing
regions (hippocampus, parahippocampal place area, and temporo-occipital cortex) were more strongly
activated on valid compared to invalid trials. Other regions that were preferentially activated on valid trials
include the frontal eye field, substantia nigra, and insula. Taken together, our results suggest regions that
process scenes and space play a role in value-driven attention, extending principles of value-driven
attentional priority to such representations. The caudate tail has been frequently linked to value-driven
attentional capture by feature-defined stimuli, and here we extend its role to spatial orienting, suggesting a
more general role in the value-driven control of attention. Consistent with an automatic and reflexive
influence of learning on spatial orienting, the superior colliculus was robustly modulated by spatially-
specific scene-reward associations, which given its rich connections with the caudate tail and ventral visual
stream may form an integrated network for the value-dependent control of spatial attention. Subsequent
analyses will focus on cerebellar contributions to value-driven orienting as well as decoding scene-specific
representations from scene-selective activations.

Acknowledgements: This research was supported by the National Institutes of Health (R01-DA046410) and
the Brain and Behavior Research Foundation (NARSAD grant 26008)

Presenter Conferences

The presenter has not scheduled any video conferences for this presentation.
Presenter's Message

The presenter has not provided any messages for this presentation.

Abstract ID: 318


mailto:m4liao@tamu.edu?subject=Neural%20Correlates%20of%20Value-Driven%20Spatial%20Attention

V-VSS 2020 Program 81

Quantifying electrophysiological responses in a covert orienting task
designed for eye tracking

Poster Presentation - Topic area: Attention: Emotion, reward

Charisse B. Pickron? (cpickron@umn.edu), Neely C. Miller?, Jed T. Elison*?; tInstitute of Child
Development, University of Minnesota, 2Center for Neurobehavioral Development, University of Minnesota

We explored whether attentional biases, elicited with an eye-tracking based attentional cueing paradigm,
could be similarly interrogated with concurrent recording of time-locked electrophysiological responses.
Twenty-nine adult participants completed a cueing paradigm while eye movement (not reported here) and
event-related potentials were recorded. Stimuli included images of faces with fearful, neutral, and happy
expressions. Participants first fixated on a central crosshair for a variable duration. Then a pair of faces (i.e.,
competing cues) was presented within the extrafoveal visual field for 24 ms. The paired faces expressed
either the same (i.e., fearful vs. fearful) or different (i.e., fearful vs. neutral) emotions. Cue faces were
followed by backward masks presented for 126 ms. Lastly, a single face (i.e., target) appeared laterally, with
a happy expression for 1000 ms. Preliminary results included data from 14 participants (15-20 will be added
before the meeting). In response to cue faces, we found a positive peak 90 milliseconds after onset (i.e.,
P100) and a negative peak 130 milliseconds following onset (i.e., N170) in left and right parietal-occipital
scalp regions. In response to the target face we found early occurring positive and negative peaked
components in the frontal and parietal regions potentially indicative of oculomotor planning. These
components occurred approximately 50 milliseconds prior to saccadic eye movement identified in the
waveform. Additionally, we found evidence of a later occurring negative component approximately 150
milliseconds following target onset (i.e., N170 component) in parietal-occipital regions. We observed
canonical electrophysiological correlates indicative of early visual perception in a covert orienting task
designed to restrict the amount of visual information reaching visual cortex. Next steps include assessing
possible amplitude and latency differences based upon cue and target face location congruency. These
analyses will help characterize neurophysiological correlates of attention bias to threat.

Acknowledgements: This study was supported by the President's Postdoctoral Fellowship funding awarded
to C. Pickron. Technical & resource support received from the Center for Neurobehavioral Development,
University of Minnesota
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Abstract ID: 1498

Threat-modulated attentional priority is context specific

Poster Presentation - Topic area: Attention: Emotion, reward

Laurent Grégoire! (Igregoirel@tamu.edu), Haena Kim?, Andy J. Kim?, Brian A. Anderson?; Texas A&M
University

Attention prioritizes stimuli previously associated with punishment. Despite the importance of this process
for survival and adaptation (e.g., detect threatening stimuli), the potential generalization of threat-related
attentional biases has been largely ignored in the literature. The present study aimed to determine
whether stimulus-threat associations learned in a specific context transferred to another context (in which
the stimulus was never paired with punishment). We examined this issue using an antisaccade task in
which participants had to shift their gaze in the opposite direction of a colored square. Two contexts and
three colors were employed. One color was associated with the threat of shock in one context (slow and
inaccurate eye movements resulted in shock) and never paired with shock in the other context. For a
second color, the punishment-context relationship was reversed. The third color was never paired with
shock in either context (neutral). Context was manipulated via the background image upon which the
stimuli were presented, as in a previous study demonstrating contextual specificity of reward-related
attentional bias. Results indicated that error rates were significantly greater when the color was associated
with punishment in the current context relative to the other two conditions. In a subsequent extinction
phase (in which no shock was delivered) involving search for a shape-defined target, a bias to orient toward
shock-associated colors was particular to the context in which the color was associated with shock,
suggesting a contextually-specific attentional bias driven by associative learning. However, in the extinction
phase, the color previously associated with punishment in context did not affect performance relative to
the neutral condition; this absence of effect could be due, at least partially, to the fact that the neutral
color was processed as a safety signal by some participants. Overall, results suggest that threat-modulated
attentional priority is context specific.

Acknowledgements: This study was supported by grants from the Brain & Behavior Research Foundation
[NARSAD 26008] and NIH [R01-DA046410] to Brian A. Anderson.
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Abstract ID: 220

Attention: Features, objects, locations

A unified account of repetition blindness and the attentional blink

Poster Presentation - Topic area: Attention: Features, objects, locations

David Huber! (dehuber@umass.edu), Lucas Huszar?; *University of Massachusetts, Amherst, 2New York
University

The perceptual wink model of the Attentional Blink (AB) assumes that the AB is a perceptual deficit,
reflecting a failure to perceive that the second target belongs to the target category. Providing a unified
account of the AB and Repetition Blindness (RB), we augmented the perceptual wink model with a Bayesian
decision process that compares the observed evidence in short-term memory against evidence priors to
determine how many times a particular identity appeared. This unified explanation of the AB and RB does
not require type-token binding; in lieu of tokenization, performance is based on the magnitude of evidence
for each type. Chun (1997) examined RB in a letter-number attentional blink AB task, finding that some
manipulations selectively reduced the AB while others selectively reduced the RB. The perceptual wink
model is a dynamic neural network with perceptual habituation, and explained these dissociations as
reflecting perceptual habituation for a character’s appearance/identity (i.e., which letter or number?) in the
case of the RB versus perceptual habituation for alphanumeric category (i.e., is it a number or a letter?) in
the case of the AB. We assessed the unified model with Chun’s AB/RB paradigm by manipulating the
category mapping; one group of subjects received consistent mapping, with a set of characters consistently
assigned to the target category (e.g., always letters or always numbers), while another group received
varied mapping, with variation across trials for the target category (e.g., letters on some trials and numbers
on other trials). As predicted, the category mapping manipulation affected RB and the AB in a similar
manner. Multiple-choice testing confirmed the prediction that in the midst of both the AB and RB,
participants would claim that the trial only contained one target, as expected from a failure to perceive that
the second target belonged to the target category.

Acknowledgements: This research was supported by NIMH RFIMH114277 and NSF BCS-1431147.
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Abstract ID: 1415

Attentional modulation of feature-selective priority maps across
human visual cortices

Poster Presentation - Topic area: Attention: Features, objects, locations

Daniel Thayer! (danielthayer@ucsb.edu), Tommy Sprague?; *University of California, Santa Barbara

Different parts of the visual system respond strongly to particular visual features, such as color (hV4/VO1;
Engel et al, 1997; Brewer et al, 2005) or motion (hMT+/T01/TO2; Tootell et al, 1995; Amano et al, 2009).
Computational theories posit that attention is guided by a combination of spatial maps for individual
features that are weighted according to task goals (Itti & Koch, 2001; Serences & Yantis, 2006). Consistent
with this framework, when a stimulus contains several features, attending to one or another feature results
in stronger fMRI responses in regions preferring the attended feature (Beauchamp et al, 1997; McMains et
al, 2007; Runeson et al, 2013). We hypothesized that multivariate activation patterns across these feature-
responsive regions form spatial ‘feature maps’, which combine to guide attentional priority. One prediction
from this hypothesis is that changes to task demands will reweight the spatial representation of objects in
the scene within neural priority maps according to the correspondence between the stimulus features, the
attended feature, and a region’s preferred visual feature. We tested this prediction by reconstructing
spatial priority maps from fMRI activation patterns across retinotopic regions of visual cortex using a 2D
spatial inverted encoding model (Sprague & Serences, 2013). Participants viewed a peripheral visual
stimulus at a random location on each trial which always contained both visual motion
(clockwise/counterclockwise) and color (blue/red). On each trial, participants were precued to report the
predominant direction of motion or color of the stimulus. Consistent with previous univariate results,
stimulus representations in reconstructed priority maps were selectively enhanced in color-responsive
regions when color was attended, and in motion-responsive regions when motion was attended. These
results suggest different cortical regions support spatial maps of different visual features, and that these
maps can be reweighted based on task demands to guide visual behavior.

Acknowledgements: Sloan Research Fellowship (TCS) & Nvidia Hardware Grant (TCS)
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Abstract ID: 1604

Cue reliability modulates interdependency between space- and
feature-based attention during perceptual decision-making

Poster Presentation - Topic area: Attention: Features, objects, locations

Guangsheng Liang! (guangsheng.liang@ttu.edu), Miranda Scolari; Texas Tech University

Selected visual information receives preferential processing when top-down attention is applied to sensory
input. Multiple selection mechanisms can be deployed simultaneously, but the extent to which the unique
influences of each combine to facilitate behavior remains unclear. We utilized an integrated pe-cue
containing both location and color information that reliably predicted a target in a sparse display to
investigate possible interactions between space-based (SBA) and feature-based (FBA) attention effects.
Previously, we observed little additive perceptual benefit when both were cued simultaneously in a sparse
display. The contribution from FBA was restricted to non-perceptual decision-making processes where it
depended on the presence of SBA, while SBA influences additionally facilitated target enhancement (Liang
& Scolari, VSS 2018). Here, we examined whether differences in the reliability of each pre-cue component
modulates the presence and magnitude of attention effects and their interactions across perceptual
decision-making processes. Across two experiments, we independently manipulated the proportion of trial-
by-trial pre-cues that contained valid space and/or feature information. Regardless, SBA and FBA effects in
accuracy were additive, indicative of independent mechanisms within target enhancement, consistent with
previous work. Estimated drift rates produced by a simple drift diffusion model exhibited a similar pattern,
such that the speed with which target information was accumulated in response to one dimension of the
cue did not depend on the other. However, we also observed super-additive relationships between SBA
and FBA within other decision-making components, again replicating our previous findings, and these
depended on cue reliability. Non-decision time (proportion of RT outside of evidence accumulation) was
reduced and responses were more conservative for the most likely pre-cue combination—even in scenarios
where the most likely combination included an invalid component. These data indicate a higher-order
dependency between selection mechanisms outside of signal enhancement, where decision-making
processes may track cue reliability.
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Abstract ID: 1207

Disentangling shift direction, object orientation, and object selection
yields a large, reliable metric of object-based attention

Poster Presentation - Topic area: Attention: Features, objects, locations

Adam Barnas! (ajbarnas@uwm.edu), Adam Greenberg?; ‘Department of Psychology, University of
Wisconsin-Milwaukee, ?Department of Biomedical Engineering, Medical College of Wisconsin

Object-based attention (OBA) preferentially enhances visual information within the boundaries of attended
versus unattended objects. The double-rectangle cueing paradigm (Egly et al., 1994) typically exhibits
enhanced performance to targets at a same-object versus different-object location (¥13ms), termed the
“same-object advantage”. Mounting evidence suggests this effect is inconsistent and small in magnitude:
several studies have failed to show a same-object advantage or have even found a same-object cost.
Moreover, Pilz and colleagues (2012) demonstrated that these effects vary by object orientation, with few
participants (15%) exhibiting significant effects. This inconsistency ultimately encourages questions
regarding the legitimacy of OBA. In the double-rectangle cueing paradigm, confounds between shift
direction, object orientation, and object selection may drive these inconsistencies. We developed a
paradigm that eliminated these confounds by permitting attention shifts across the visual field meridians to
be contained within the boundaries of a single ‘L’-shaped object. Following a peripheral cue, participants
detected a target that appeared at the cued location or at one of two noncued locations equidistant from
the cue — the horizontal (“invalid-horizontal”) or the vertical (“invalid-vertical”) locations. At the group
level, RTs were significantly faster at the invalid-horizontal versus invalid-vertical location, resulting in the
“shift direction anisotropy” (SDA; ~78ms). Relative to the proportion of individuals who exhibited a same-
object advantage reported by Pilz and colleagues (2012), a significantly larger proportion of participants
exhibited an SDA (65%). A within-subjects experiment revealed larger and more prevalent effects for the
SDA versus the same-object advantage. These findings demonstrate that the confounds described above
might have caused past inconsistent OBA results and that the SDA may be a more reliable measure of OBA
than the traditional same-object advantage. Thus, stable and large magnitude effects of OBA selection do
exist when examined from a perspective that ameliorates confounding factors.

Acknowledgements: US-Israel Binational Science Foundation, University of Wisconsin-Milwaukee Research
Growth Initiative, and Greater Milwaukee Foundation
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Abstract ID: 881

Feature-based attention induces location transfer in perceptual
learning

Poster Presentation - Topic area: Attention: Features, objects, locations

Shao-Chin Hung! (sch462@nyu.edu), Marisa Carrasco!; *New York University

[Goal] Perceptual learning (PL), experience-induced improvement in perception, is typically highly specific
to the trained location and feature. However, location specificity can be alleviated by particular training
protocols. Manipulating exogenous (Donovan, Szpiro & Carrasco, 2015) or endogenous (Donovan &
Carrasco, 2018) spatial attention during training facilitates learning transfer more efficiently than other
protocols that require a secondary training task. Here we investigated whether feature-based attention
(FBA), which enhances the representation of particular features throughout the visual field, facilitates
location and/or feature transfer in PL. [Methods] To investigate the effects of FBA on specificity in PL, we
implemented an orientation discrimination task in which observers were first presented with two reference
angles simultaneously, then asked to discriminate whether the orientation of a Gabor stimulus was
clockwise or counter-clockwise to either reference. In Experiment 1, we confirmed that FBA improved
accuracy in this task. In Experiment 2, two groups of observers participated in a six-day PL study; the
Attention group trained with a feature attention cue, indicating on a trial-by-trial basis which of the two
reference angles was relevant for the discrimination, and the Neutral group trained with a neutral cue,
indicating both reference angles. Observers were presented with neutral cues during both the pre-test
(before training) and post-test (after training) sessions. [Results] For both groups of observers, performance
improved for the trained feature at the trained location. Notably, training with FBA enabled complete
learning transfer to the untrained location, but not to the untrained orientation. In contrast, the Neutral
group exhibited both location and orientation specificity. [Conclusion] Our results show a perceptual
benefit of FBA in an orientation discrimination task, and reveal a remarkable spatial-transfer of learning
induced by FBA, reminiscent of its global effect across the visual field. This study has possible translational
implications for perceptual training in visual rehabilitation.
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Abstract ID: 780

Feature-based attention warps perception of color

Poster Presentation - Topic area: Attention: Features, objects, locations

Audrey Barszcz!, Angus F. Chapman?, Chaipat Chunharas?, Viola S. Stérmer?; ‘Department of Psychology,
University of California San Diego, 2Department of Medicine, King Chulalongkorn Memorial Hospital,
Chulalongkorn University, Bangkok, Thailand

Attention to a specific feature (e.g., the color red) enhances processing of that feature over other,
unattended features. However, whether and how focusing attention to a specific color may alter feature
representations outside the focus of attention is largely unknown. In two experiments, we show that
feature-based attention changes the appearance of colors, and that this perceptual warping extends
through large parts of the feature space. Participants performed two tasks: First, they continuously
attended to a set of colored target dots among distractor dots (30° away along a CIELab color wheel) to
detect a brief decrease in luminance of the targets. Simultaneously, they judged which of two briefly,
unpredictably flashed probe colors was most similar to the attended target color. Probe colors were
sampled from around the color wheel, both on the same side as the distractor color and on the opposite
side. We modeled the effects of attention on color similarity judgments using maximum-likelihood
difference scaling (Maloney & Yang, 2003). In Experiment 1, participants (N=20) more accurately
discriminated colors on the same side of the color wheel as the distractor compared to equally-distant
colors on the opposite side, leading to a reliable separation of the similarity functions on each side of the
color wheel. In Experiment 2 (N=30), we replicated this finding when probe colors appeared without the
target and distractor dots on the screen, eliminating the possibility of color contrast. These findings suggest
that feature-based attention can alter color representations, such that colors closer to targets and
distractors are perceived with higher fidelity relative than colors more distant in feature space. This
demonstrates that attention does not act uniformly on a given feature space, solely enhancing target
processing, but can warp feature representations across the feature space, effectively decreasing the
similarity between targets and potential distractors.
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Abstract ID: 1304

Many exposures to a real-world object without knowing the details:
The focus of attention does not include entire objects but only the
relevant level of abstraction

Poster Presentation - Topic area: Attention: Features, objects, locations

Michael G Allen! (mgallen@ucsd.edu), Timothy F Brady?; 'University of California, San Diego

Participants frequently fail to remember information (e.g., the identity of a letter) immediately after
seemingly processing it (finding the letter in a set of numbers to report its color; Chen & Wyble, 2015). This
appears to pose a challenge to the common assumption that an item in the focus of attention is processed
and therefore remembered a few seconds later. Chen and Wyble argue that the target identity is encoded
but not consolidated into memory, however we have recently suggested that there may be a failure of
encoding: some category information is so automatically accessible, identity never needs to be accessed or
encoded at all. For example, while membership of the category ‘letter’ may be automatically assessed,
membership of category ‘letter from 1st half of the alphabet’ almost certainly requires processing of
identity. Consistent with this, we find that in the latter condition, participants accurately remember letter
identity, suggesting that when identity is necessary for target identification it is encoded and consolidated
into memory. The current study extends these findings to an investigation of the commonly demonstrated
long-term memory-based amnesia for details of the US penny (Nickerson, 1979). On every trial, people
searched for and found a penny. When participants looked for this penny target among real coin
distractors, they had amnesia for penny details (on two surprise trials), despite having seen it thousands of
times previously and having searched for it actively on a dozen proceeding trials. However, when fake
pennies were included as distractors, this amnesia disappeared. These results argue that the focus of
attention is not all-or-none: we can look at and process a penny or a letter, but we do not by necessity
process the entire object when we do so. The information required for report causes different levels of
processing of the exact same object.

Acknowledgements: NSF BCS-1829434 to TFB
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Proactive memory-guided attentional templates are flexibly weighted
across feature dimensions
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Sage E.P. Boettcher?, Freek van Ede?, Anna C. Nobre?; 1Brain and Cognition Lab, University of Oxford

Proactive attentional templates shape our expectations and facilitate perception. Recent evidence has
shown that templates are not necessarily veridical, but can be ‘warped’ within a feature dimension to
facilitate optimal task performance. It remains unclear if these templates are additionally biased between
feature dimensions — and whether templates become similarly biased when retrieved through long-term
memory associations. Participants learned association between four shapes and four colored gratings.
Gratings each had a unique combination of color (green or pink) and orientation (left or right tilt). On each
trial, observers saw a shape followed by a grating and indicated whether or not the pair matched the
learned shape-grating association. We manipulated the probability of the lure (non-match) stimuli either
block-wise (experiment 1) or within a trial (experiment 2). In experiment 1, in some blocks the lure was
most likely to differ from the target in color but not orientation, while in other blocks this was reversed.
Participants were more likely to commit false alarms and to respond more slowly to unexpected lures,
indicating that the template for the upcoming stimulus had been adapted such that the distinguishing
feature dimension dominated the template. In experiment 2, we asked whether the same templates could
be flexibly adjusted within a trial. This time, gratings either appeared after a short (1.25 s) or long (2.5 s)
delay. If a lure appeared early, it would likely share one specific feature with the target but differ in the
other. If a lure appeared late, the opposite was true. Here, observers showed higher false alarms to the
unexpected lures from the short time period, irrespective of the time they were probed. The template was
thus biased to the initially anticipated diagnostic feature, but this feature weighting was “sticky” and was
not dynamically reversed within a trial.
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Prolonged Performance in a Multi-Sensory Vigilance Task on a Web-
based Survey Hosting Program
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Bridget Wilson¥?, Chad Peltier?, Matthew Daley!?, Justin Handy?; Leidos, 2Naval Submarine Medical
Research Laboratory

Vigilance is the ability to sustain goal-directed attention over long periods of time. Previous research shows
the ability to maintain performance may decline during solely visual and solely auditory vigilance tasks,
resulting in misidentified stimuli, i.e. the vigilance decrement. However, little research has compared the
vigilance decrements in single sensory modality tasks to those that may occur under multimodal conditions,
such as audiovisual tasks. To address this knowledge gap, we tracked stimulus identification rate using a
modified version of the Integrated Visual and Auditory Continuous Performance Test across three vigilance
conditions: visual, auditory, and audiovisual. This task required participants to monitor for a stimulus in the
presence of distractors. The task stimuli were modified to be “b” and “p” instead of “1” and “2”, because
these letters are difficult to discriminate between in visual and auditory modalities. To prevent ceiling
effects on performance, the auditory stimuli were masked with static noise whereas the visual stimuli had
shortened tails to appear more similar. The stimulus-to-distractor ratio was set to 1:5.25. Each session
included four blocks of 250 trials which took approximately 26 minutes. One hundred subjects were
recruited using Amazon MTurk. Differences in stimulus identification rate and reaction time were
determined using 3X4 mixed ANOVAs with the between-subjects factor of condition and the within-
subjects factor of block. Results indicated a significant interaction between condition and block such that
stimulus detection rate significantly decreased in the audiovisual group relative to the other conditions.
There were no systematic changes in reaction time, suggesting that the decrease in accuracy was not due
to a speed-accuracy trade-off. These results suggest that monitoring multiple modalities of information
versus a single modality results in a larger vigilance decrement, and thus may be more cognitively taxing.
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Filip Déchtérenko?! (dechterenko@praha.psu.cas.cz), Jifi Lukavsky?, Christina J. Howard?; 'Czech Academy of
Sciences, 2Nottingham Trent University

Past research has shown that people can reliably track several moving objects among distractors. Although
laboratory studies typically use clearly visible objects and a uniform background, this is rarely the case for
tracking in real life. Therefore, the contribution of visibility and attentional enhancement of visibility to
tracking performance is currently underexplored. In this study we explored performance when tracking 4
Gabor patches amongst 4 distractor patches in 1/f noise (noise tracking) and plain backgrounds (traditional
tracking). In the first experiment (n=25), we explored noisetracking performance when object detectability
is reduced. Gabor patches were presented at four contrast levels. In the second experiment (n=38), we
tested whether any reduction in performance is caused by lower detectability either during tracking or in
the response phase after objects have stopped moving. Additionally, we tested how tracking performance
in noise correlated with performance in traditional MOT. First, we presented participants with Gabor
patches of three different contrast levels based on results from Experiment 1. In half of trials, we
highlighted all objects after the motion phase with a red circle, while in the other half, objects were not
highlighted. After completing the noise tracking task, participants were tested on traditional tracking with
white circles on a uniform gray background (60 trials in total). Tracking performance was impaired with
decreases in detectability (both Experiments) and highlighting the targets during the response phase
increased performance (Experiment 2). Moreover, performance in noise tracking was highly correlated with
performance in traditional tracking (r > .61). We report two main findings: First, general tracking
performance appears to be partly determined by a combination of detectability both during and after the
tracking phase. Second, performance in noise tracking shares individual variability with performance in
traditional MOT.

Acknowledgements: This project was supported by Czech Science Foundation grant (GA19-07690S) and
RvV0O68081740.
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Alon Hafri! (ahafril@jhu.edu), Michael Bonner?!, Chaz Firestone?; YJohns Hopkins University

Understanding the world around us involves understanding not only which objects are where, but also how
they relate—as when we see that one object is on, above, behind, or inside another. Some of these
relations are physical, and play a special role in predicting the future state of a scene: If something is inside
a cup—rather than occluded by it—we can assume that it will move if the cup moves. But beyond our
ability to reason about what different physical relations entail, might they influence visual attention itself?
Here, we ask whether the perception of physical relations automatically guides active maintenance of
object identities—a core visual process by which the mind computes correspondence between current and
previously seen objects. We turned the classic “object reviewing” paradigm into a “cups-and-balls” game in
which participants rapidly responded to a target letter. On each trial, two balls with letters dropped into or
behind two cups; then, the cups swapped places and disappeared, revealing the balls with letters. Crucially,
the balls were equally likely to appear in the same or swapped locations, regardless of the relation
(Containment vs. Occlusion). Nevertheless, we observed a “relation congruency” effect: For Containment
more than for Occlusion, participants were faster to respond to the letters when they swapped positions
along with the cups than when they remained in place. This effect held throughout the experimental
session, suggesting that participants could not resist tracking the relations and their implied physical
contingencies, even though these factors could not be used to predict final target locations. We propose
that the mind updates object identities and their locations not only according to how individual objects
move, but also according to the physical relations between them. In other words, relations—and their
entailments about where things should be—influence core processes of attention and visual cognition.
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Attention: Features, objects, selectivity
Linking the effects of exogenous attention on contrast sensitivity and
on apparent contrast

Talk Presentation - Topic area: Attention: Features, objects, selectivity

Luke Huszar! (Idh319@nyu.edu), Antoine Barbot®2, Marisa Carrasco’?; 'Department of Psychology, New
York Unviersity, 2Center for Neural Science, New York University

[Goal] Attention modulates visual appearance (review, Carrasco & Barbot, 2019), playing a fundamental
role in our subjective impression of the visual world. However, research has predominantly focused on how
attention alters visual sensitivity. Here, we investigated whether attentional effects on contrast sensitivity
and appearance share a common cause. We concurrently measured the effects of exogenous attention on
contrast sensitivity and apparent contrast, and used psychophysical reverse correlation and computational
modeling to link these effects. [Methods] Observers reported which of two Gabor patches was of higher
contrast. One stimulus had fixed contrast ('standard’, 40%), while the other varied ('test', 7-100%). Stimuli
were embedded in noise that randomly varied across trials. Exogenous attention was manipulated using
pre-cues briefly flashed above one (Cued condition) or both stimuli (Neutral condition). To measure the
effect of attention on appearance, we estimated the point-of-subjective equality (PSE) between conditions.
For reverse correlation, trial-to-trial fluctuations in stimulus energy were correlated with behavioral
judgments to assess how sensitivity to orientation and spatial frequency content influenced apparent
contrast. Contrast sensitivity kernels for each condition were fit with 2D Gaussians to evaluate whether and
how attention changed the amplitude, tuning width, and/or baseline of these sensitivity profiles. [Results]
Exogenous attention increased apparent contrast: the Cued PSE differed from the point of objective
equality (40% contrast), while the Neutral PSE matched it. Reverse correlation revealed higher sensitivity
for Cued than Neutral, with Gaussian fits to both individual observers and the mean capturing this
difference as a change in multiplicative gain. Model simulations evaluated the extent to which different
perceptual and attentional gain control mechanisms could account for the results. [Conclusion] Our findings
link the effects of attention on perceptual sensitivity and appearance by showing how changes in sensitivity
manifest as differences in subjective appearance.

Acknowledgements: NIH NEI RO1-EY027401, NIH NEI RO1-EY019693
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Phasic pupillary response modulates object-based attentional
prioritization
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Miranda Scolari' (miranda.scolari@ttu.edu), Sean O'Bryan?; Texas Tech University

Visual attention studies have demonstrated that the shape of space-based selection can be governed by
salient object contours: when a portion of an enclosed space is cued, the selected region extends to the full
enclosure. Although this form of object-based attention (OBA) is well-established, one continuing
investigation focuses on whether this selection is automatic or under voluntary control. We attempt to
dissociate between these alternatives by measuring phasic changes in pupil diameter—known to fluctuate
with top-down attention—during a classic two-rectangle paradigm. An endogenous spatial pre-cue directed
voluntary space-based attention (SBA) to one end of a rectangular frame. We manipulated the reliability of
the cue, such that targets appearing at an uncued location within the frame occurred at low or moderate
frequencies. OBA effects were only marginally observed when reliability of the spatial cue was low (and
hence, uncued targets were moderate), and consistent with previous findings, attention selection was
primarily driven by probabilistic prioritization. These results run counter to the predictions of an automatic
spread account. Next, we examined pupil size time-locked to the cue display, which was expected to reflect
top-down processing of the spatial cue. We reasoned that if OBA is controlled analogously to SBA, then
object selection should emerge only when it is behaviorally expedient and when phasic pupil size reflects a
high degree of top-down attention to the cue display. Our results bore this out. Thus, we conclude that
OBA was voluntarily controlled, and furthermore show that pupil diameter may be used to interrogate
attentional strategy.
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Preserved perception of simple visual features in stimulus-based
neglect

Talk Presentation - Topic area: Attention: Features, objects, selectivity

Seda Akbiyik? (sakbiyik@fas.harvard.edu), Teresa Schubert?, Alfonso Caramazza?'; Harvard University

Evidence from visuospatial neglect sheds light on visual object and word recognition processes. While
neglect disrupts awareness for contralesional information, there is ongoing debate about the extent of
perceptual processing for the neglected portion. Despite a few reports of implicit processing of visual
features in hemifield neglect, it is unclear the extent to which this information reaches awareness and at
what level perceptual features are bound into an integrated representation. In this study, we tested a 68-
year-old man with stimulus-based left neglect- a deficit in recognition of the left half of visual objects,
regardless of their location in the visual field (Figure S1A). We performed a series of experiments
manipulating single visual features (color, orientation, form), feature conjunctions, and complexity, on the
left/right sides of a stimulus. Strikingly, we find that he can accurately report simple color, orientation, and
form information from the left of stimuli (Figure S1B,C,D). However, he performed with characteristic
difficulty in reporting complex form information, evidenced by poor object recognition and word reading.
Our results show that simple visual features can be processed independently when multiple are present
(Figure S1E), and dissociations can emerge between the processing of complex and simple features. At the
level of visual processing consisting of a stimulus represented in spatiotopic coordinates, certain visual
features (particularly complex form, Figure S1A,E) may require attention for binding into a unitary
representation, while some may be accessed without attention. These results inform how coherent visual
percepts are formed and reach awareness in normal perception.

This talk will be presented in Live Talk Session 8, Wednesday, 24 June, 11:00 am EDT America/New_York.
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Temporal attention selectively enhances gain only for target features
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Luis D. Ramirez?! (luisdr@bu.edu), Josh J. Foster!, Sam Ling?; 1Boston University

Temporal attention — the allocation of attention to a moment in time — improves perception of visual
targets at that moment. What mechanisms underlie temporal attention’s effects on perception? Perceptual
template models (Lu and Dosher, 1998) highlight several mechanisms by which attention can improve
perception. According to these models, attention can improve target perception through signal
enhancement (i.e., increasing gain in sensory channels that encode the target stimulus, improving target
discrimination even when the target is embedded in noise); stimulus enhancement (increasing gain across
all sensory channels, which improves target discrimination solely when noise is low since noise would also
be amplified); or noise reduction (reducing gain in channels that encode noise, which improves target
discrimination solely when noise is high). To test which mechanism supports temporal attention, we
measured contrast thresholds for a target grating embedded in varying levels of broadband noise in an
orientation discrimination task. In half of the trials, temporal attention was directed by having the target
onset preceded by an auditory pre-cue that allowed subjects to anticipate when the target would appear
(cued condition). In the remaining trials, no auditory pre-cue was presented (uncued condition). We tested
the mechanism supporting temporal attention by fitting a family of models that included signal
enhancement, stimulus enhancement, noise exclusion, and all combinations of these mechanisms. Our
modelling approach deviated from traditional perceptual template models in one important way: we
incorporated divisive normalization to account for the cross-channel suppression that is known to occur
between sensory channels (Baker and Vilidaite, 2014). We found that a temporal cue improved target
discrimination across all noise levels, an empirical pattern that was best explained by a signal enhancement
model. Thus, temporal attention appears to improve target perception by selectively increasing gain in
sensory channels that are tuned solely for the target feature.

Acknowledgements: National Institutes of Health Grant EY028163 to S. Ling
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Seah Chang! (seahchang@jhu.edu), Howard Egeth?; YJohns Hopkins University

Both target-feature enhancement and distractor-feature suppression can flexibly guide attention (Chang &
Egeth, 2019). Although such effects are feature-driven, here we explore the possibility that enhancement
and suppression effects persist at the locations where critical features were presented even when the
features are no longer present. In the current study, search and probe trials were randomly interleaved.
Participants searched for a diamond target among other shapes on half of trials (search trials) and searched
for a probe target, either ‘A’ or ‘B’, among other letters on the other half of trials (probe trials). On search
trials, two items including the diamond target were always in a target color while the other two items were
in a distractor color. Color roles were consistent across trials. On probe trials, four ovals were presented,
one of which was in either a target or distractor color and the other three ovals were in neutral colors that
never appeared on search trials. Participants learned the target and distractor features through search
trials while probe trials assessed the underlying attentional template that guided visual search. In
Experiment 1, on probe trials letters were presented on the ovals. On target-color-present trials, a probe
target on a target-colored oval was identified faster than one on a neutral-colored oval, showing target-
feature enhancement. On distractor-color-present trials, a probe target on a distractor-colored oval was
identified slower than one on a neutral-colored oval, showing distractor-feature suppression. More
interestingly, in Experiment 2 substantial enhancement and suppression effects were observed even when
the ovals were removed 1,500 ms before the presentation of the probe letters. The probe letters appeared
on a blank background in the locations that had been occupied by critical (target- or distractor-colored) or
neutral ovals. Feature-based enhancement and suppression leave persisting spatial effects in locations
vacated by critical features.
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Samantha Joubran? (sjoubran@uoguelph.ca), Naseem Al-Aidroos?'; 'University of Guelph

Can attentional goals spontaneously align to an environment through cyclical interactions between
attention and visual working memory (VWM)? Representations in VWM can serve as attentional goals that
modulate how stimuli capture attention; in turn, stimuli that capture attention are more likely to be
encoded in VWM. Might such interactions allow new attentional goals to be adopted based on the
relationship between past goals and the stimuli currently in the environment? Here, on every trial we had
participants remember a shape and then complete two visual searches. In the first search, one of the
distractor locations contained a shape singleton that was either a match or non-match with the shape in
memory, and all items were heterogeneously coloured. The shape singleton should more strongly capture
attention on match trials. Does this attentional bias cause the singleton to be encoded in memory, allowing
its randomly chosen colour to serve as a new attentional goal? To assess this possibility, in search two all
search items were circles, and one distractor was a colour singleton that either matched the colour of the
search-one shape singleton or not. As is typically found, in search one we observed longer search times
when the shape singleton matched the shape in memory, suggesting that memory biased attentional
capture towards matching stimuli. We also found that, on these search-one matching trials, search-two
reaction times were slower when the colour singleton matched the colour of the search-one shape
singleton; no such difference was found on search-one non-matching trials. Thus, the stimulus that most
strongly captured attention on search two was determined by physical properties of the stimulus that
captured attention on search one. These findings are consistent with spontaneous updating of attentional
goals following cyclical interactions between working memory, attention, and the environment.

Acknowledgements: This work is supported by an NSERC grant given to Dr. Naseem Al-Aidroos.
Presenter Conferences

The presenter has scheduled the following upcoming video conferences for this presentation.
23 June, 2:00 pm EDT America/New_York

24 June, 2:00 pm EDT America/New_York

Presenter's Message

If you cannot attend the zoom meetings for this presentation and you do have questions about this work
please feel free to email me at sjoubran@uoguelph.ca

Have an amazing day!

Abstract ID: 159


mailto:sjoubran@uoguelph.ca?subject=Environmental%20Updating%20of%20Attentional%20Goals

V-VSS 2020 Program 100

Feature avoidance errors when learned spatial probabilities guide
attention to a nontarget

Poster Presentation - Topic area: Attention: Memory

William Narhi-Martinez* (narhi-martinez.1@osu.edu), Veronica Olaker?, Jiageng Chen?, Julie D Golomb?;
The Ohio State University

The ability to accurately perceive and remember object features depends greatly on where attention is
focused (Treisman, 1998). Past work has examined how top-down or bottom-up attentional guidance
influences object feature reports. For example, when attention is divided between objects at two locations
and participants later report the color of one of the objects, responses reflect some mixing of the objects’
colors, while when attention is shifted to or captured by another object, responses instead reflect some
swapping of a distractor color (Golomb, L'Heureux, & Kanwisher, 2014; Chen, Leber, & Golomb, 2019). The
present study sought to examine whether manipulating spatial attention with an experience-dependent
cue would induce feature errors more similar to goal-directed or bottom-up attentional manipulations. We
used a spatial probability cue (Geng & Behrmann, 2005) to guide attention to one of four locations that
colored squares appeared in; the target was biased to appear in one of the locations (high-probability)
most frequently. Participants reported the color of the target square on a continuous color wheel. Across
several experiments we tested how the presentation of the target probe (simultaneous with or following
the array) and a probabilistic pre-cue affected the impact of the spatial probability cue. Our results showed
that a spatial probability cue does not have the same effect on feature response errors as either goal-
directed or bottom-up guidance. Instead, participants tended to avoid the feature in the high-probability
location when it was not the target; i.e., report a color repulsed away from the color of the high-probability
distractor. Additional experiments examined if this feature avoidance emerged due to an attentional bias
strong enough that only the high-probability item was encoded, and subsequently avoided during target
report. Overall, we conclude that experience-driven attentional guidance has a unique impact on how color
features are encoded and remembered.

Acknowledgements: NIH RO1-EY025648 (JG), NSF 1848939 (JG)
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Feature uncertainty is tracked by predictive attentional templates
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Phillip Witkowski'? (pwitkowski@ucdavis.edu), Joy Geng¥?; 'Department of Psychology, University of
California, Davis, 2Center for Mind and Brain, University of California, Davis

Recent research on working-memory (WM) suggests that representations held in WM are not necessarily
static representations of past data, but can serve as dynamic representations of expected information.
Nobre and Stokes (2019) recently introduced the term “premembering” to describe this proactive role for
memory in attention. If true, then it should be possible to dissociate the remembered representation of a
previously seen “cue” stimulus from the “premembered” expectation of a future target by statistically
manipulating what will happen during search. We asked subjects to search for a target RDK after seeing a
“cue” with a specific color and direction of motion (Supplemental S1). The target varied from the cue in
predictable ways: one feature dimension (e.g., motion) was drawn from a distribution narrowly centered
over the cued feature (low-variance dimension) and the other feature (e.g., color) was sampled from a
broad distribution (high-variance dimension). The standard deviation of the low-variance distribution
changed over the experiment. In Experiment 1, there were additional “probe” trials on which subjects
reported the remembered features of the cue using a color or motion wheel. Analysis of RTs showed that
subjects were sensitive to changes in the variance of the low-variance dimension but, probe responses
showed WM representations were not sensitive to these changes (S2). Experiment 2 used the same design
but “probe” trials asked subjects to predict the target features. This tested whether expectations factor
into predictive representations rather than changing the content of memory items. We replicated the RT
results from Experiment 1 showing that response-times were sensitive changes in variance, but additionally
show that the precision of probe responses changed in step with the variance of the low-variance
distribution (S3). These results show a fundamental distinction between how expectations about upcoming
sensory data factor into premembered versus remembered representations.

Acknowledgements: NIH-RO1-MH113855-01
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Global alpha suppression indexes the zoom lens of attention
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Emma E. Megla?, Sisi Wang?, Geoffrey F. Woodman?; 'Vanderbilt University

Human alpha band activity (8-12 Hz) has been proposed to index the storage of arrays of representations in
visual working memory, showing stronger suppression as the set size of to-be-remembered objects
increased. However, the results of recent studies suggest that global alpha suppression might instead index
attentional selection. How do we reconcile these competing explanations? If alpha suppression indexes
attentional selection, then perhaps this signal is stronger when larger arrays are shown, because the focus
of attention has to zoom out to select all of the objects in the array. When an array has fewer items, then
the spatial extent is smaller. When the array has more items, then the spatial extent is larger. Here, we
tested this hypothesis by varying the distance between multiple objects while keeping their numbers
constant in low and high memory set size conditions. Our results show that the global alpha suppression
was strongest when the distance separating the items was greatest, but was not modulated by memory set
size. In contrast to this pattern of global alpha suppression, the neural index of visual working memory
storage—the contralateral delay activity—became stronger when the memory set size increased, but was
not modulated by the distance between objects. These results suggest that global alpha suppression during
the visual working memory delay period reflects the spatial extent of attention and not visual working
memory storage itself. This provides a more precise understanding of the attention mechanism of global
alpha suppression during visual processing.

Acknowledgements: The present work was supported by the National Institutes of Health (R01-EY019882,
R01-MH110378, P30-EY08126, and T32-EY007135).
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Poster Presentation - Topic area: Attention: Memory

Lindsay Plater! (Iplater@uoguelph.ca), Blaire Dube!, Maria Giammarco?, Kirsten Donaldson?, Krista Miller?,
Naseem Al-Aidroos?; *University of Guelph

Attentional control settings (ACSs) guide attention in our complex visual environments by determining
which objects capture our spatial attention. Both episodic long-term memory and semantic memory can
support ACSs, but the role of visual working memory (VWM) remains unclear. Here, we assessed whether
objects represented in VWM form an ACS and control attentional capture. In Experiment 1, participants
maintained a colour in memory while completing a modified Posner cueing task that was designed to
measure both singleton distractor costs and spatial cueing effects. The memory colour changed on each
trial to limit the contribution of long-term memory. In Experiment 1, we replicated the typical finding of
greater singleton capture by cues that matched the memory colour, indicating that the colour was
represented in active VWM and produced an attentional bias. There was, however, no effect on spatial
cueing; all cues produced comparable spatial cueing effects, even when they did not match the colour
maintained in memory, indicating that the memory colour did not form an ACS. In Experiment 2, we
adjusted the Posner cueing task so that participants had to search for the colour held in VWM. We again
found enhanced singleton distractor costs by memory matching cues. Critically, the searched-for colour
maintained in VWM formed an ACS; only memory matching cues, but not non-matching cues, produced a
spatial cueing effect. These experiments contribute two important findings: 1) merely representing an
object in active VWM is not sufficient for the representation of that object to form an ACS (Experiment 1),
and 2) participants can form an ACS even when the searched-for colour changes from trial to trial,
suggesting that—like episodic and semantic long-term memory—VWM can support ACSs (Experiment 2).

Acknowledgements: This work was supported in part by an NSERC grant to Dr. Naseem Al-Aidroos and an
NSERC scholarship to Lindsay Plater.
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This work is currently in prep for publication with an additional experiment (Experiment 3) showing that
you can only maintain one VWM ACS; when searching for two targets on each trial, neither capture visual
attention. Let me know if you'd like a copy of the paper once it's published!
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Abstract ID: 151

Memorability in Hybrid Visual Search
Poster Presentation - Topic area: Attention: Memory

Nancy Carlisle! (nancy.carlisle@gmail.com), Ziyao Zhang?; *Lehigh University

Hybrid visual search tasks typically require participants to search for more potential targets than could
simultaneously be maintained in visual working memory. Therefore, these tasks require long-term memory
templates. In this research, we examine whether another factor of long-term memory, memorability,
influences hybrid search performance. Participants searched for 8 target items within search arrays of set
size 1, 8, or 16. Half of the target items were drawn from a low memorability set and half from a high
memorability set. All participants had to achieve 95% accuracy or higher during a memory test for the
search targets in order to proceed to the search task. During visual search, accuracy was higher for visual
search trials containing a high memorable target, and reaction times were faster for high memorable
targets. This suggests that factors related to long-term memorability of items also impact their ability to
serve as attentional templates during visual search.
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The presenter has not provided any messages for this presentation.
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Memory for a Salient Distractor is Suppressed by Past Experiences

Poster Presentation - Topic area: Attention: Memory

Bo Yeong Won? (boyeong.won@gmail.com), Joy Geng?; 'University of California, Davis

Recent studies have shown that past experiences with salient distractors lead to better suppression.
However, there is disagreement over how deeply the salient distractor is processed. In this study, we
directly measured memory for a salient distractor with a surprise memory trial. Two groups,
SingletonTrained (N=320) and Control (N=320), were asked to find a shape singleton among five identically
shaped distractors. All stimuli were gray in color. The SingletonTrained group saw a color singleton on 80%
of trials; the Control group saw only one color singleton trial. Both groups unexpectedly encountered a
“surprise memory trial” at some point where they were asked 1) whether the preceding search display
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contained a color singleton; 2) how confident they were in their response; 3) the color of the singleton; 4)
where the color singleton was located. Critically, eight sub-groups (N=40 each) experienced the memory
trial at different time points in the experiment (e.g., in the SingletonTrained group following the first
singleton vs. the 24th singleton; in the Control group, following the only singleton occurring on the first vs.
the 24th trial). Subjects that saw more color singleton trials before the memory trial showed stronger
suppression (ie., less RT interference), reported seeing the color singleton less often, had lower confidence
in their reports, and also showed poorer memory for the color and location of the color singleton than the
Control group. This pattern was also seen at the individual level such that subjects with stronger attentional
capture by the color singleton also had a better memory of its color and location. Together these findings
suggest that learned suppression of attention to salient distractors leads to less search interference and
less precise memories of the distractor.
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Multiple Target Templates are Maintained without a Cost to Precision

Poster Presentation - Topic area: Attention: Memory

Ryan Williams? (ryanscott.williams@mail.utoronto.ca), Susanne Ferber?, Jay Pratt!; University of Toronto

The representational properties of target templates (i.e., the top-down biasing of target features) are set by
target-distractor relationships, with target features being more narrowly represented when distractors
resemble targets. Here we examined the representational properties of target templates under single-
versus dual-target search. In Experiment 1, we employed a contingent capture task that required search for
either a single target-defining color or two target-defining colors in either easy (low target-distractor
similarity) or difficult (high target-distractor similarity) search contexts. For both single- and dual-target
search, we found that attention was captured by target-similar precues (30° away from the target in 360°
hue space) when targets and distractors were visually disparate (easy search). When targets and distractors
were visually alike (difficult search), attention was selectively captured by target-matching precues. Thus,
representations of target features are malleable by target-distractor relationships in dual-target search. In
Experiment 2, we examined whether a loss of precision is observed in the representation of target features
when multiple templates are prioritized, as is the case when multiple items are stored in visual working
memory. We first determined a 20° difference in 360° hue space as the cut-off point between the target
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color and non-target color in a single-target, difficult search context. We then administered the difficult-
search, contingent capture task from Experiment 1, with either a single target color or two target colors,
but now included target-similar precues that were 20° away from the target color(s). As before, we found
that for both single-target and dual-target search, attention was captured by target-matching precues but
not by target-similar precues. Overall, these results indicate that multiple target templates can be
maintained simultaneously without a cost to precision and provide evidence against the view that target
templates are stored in working memory — at least when target features remain constant across time.
Presenter Conferences

The presenter has scheduled the following upcoming video conferences for this presentation.
24 June, 2:00 pm EDT America/New_York

Presenter's Message
The presenter has not provided any messages for this presentation.

Abstract ID: 316

Rhythmic fluctuations of internal visual search templates

Poster Presentation - Topic area: Attention: Memory

Ulrich Pomper?! (ulrich.pomper@univie.ac.at), Ulrich Ansorge?; Faculty of Psychology, Department of Basic
Psychological Research and Research Methods, University of Vienna

Recent evidence suggests that visual attention does not operate continuously over time, but that attention
rhythmically highlights task relevant locations, objects, or features, at a rate of between 4 to 12 Hz. So far,
this attentional sampling mechanism has been demonstrated with regard to external stimuli. In the present
study, we investigated whether a similar mechanism might apply to the internal visual representations that
guide human vision. Specifically, we were interested in whether two visual target-orientation
representations are continuously maintained in working memory at a constant fidelity, or whether the
representations are activated alternatingly, similar to attended stimuli in our external environment. We
used a matching-to-sample task. At the beginning of each trial, two bar-shaped orientation stimuli were
presented as a template sequentially in direct succession, for 200 ms each. These template bars were
oriented at 0°, 45°, 90°, or 135°, and indicated which target stimulus the participants had to respond to.
Following a variable inter-stimulus interval of between 500 to 1,700 ms, a target Gabor patch was
presented, and participants had to perform a speeded response if its orientation matched one of the
templates. Task difficulty was continuously adjusted to produce around 66% correct responses, by changing
the contrast of the Gabor. We analysed the individual hit-rate as a function of the interval between the
second template and the target, separately for targets with orientations corresponding to the first and
second template. Using permutation statistics, our data exhibit significant oscillatory patterns at 9 Hz, both
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for targets matching the first- and the second template. This suggests that the internal representations of
visual templates fluctuate over time.

Presenter Conferences

The presenter has not scheduled any video conferences for this presentation.
Presenter's Message

Many thanks for visiting this poster!

Please note, that details of the presented study have changed compared to the abstract, as we since
slightly adopted the experimental paradigm und have now collected a full dataset.

Also, we do realize that a specific limitation for our current conclusions is, that only Targets matching
Template B exhibit a significant peak in the spectrum at 6Hz (Box 4, right plot). Idealy, both conditions
would have shown such a peak. However, our finding of a highly significant difference in phase angles
between these conditions (Box 5, right plot; assessed via permutation statistics) supports our interpretation
of an anti-phase relationship of performance at 6Hz.

Again, if you have comments or questions, I'd be happy if you would get in touch.

Kind regards,
Ulrich Pomper

Abstract ID: 1372

Attention: Perception, memory

Attention strategies for learning under reducible and irreducible
uncertainty

Talk Presentation - Topic area: Attention: Perception, memory

Marcus Watson® (watsonmr@yorku.ca), Mazyar Fallah?, Thilo Womelsdorf'%; IYork University, 2Vanderbilt
University

In feature learning, uncertainty about feature values is reduced. Selective attention can help this, implying
that agents should focus attention more under greater expected uncertainty about action outcomes. Little
work tests this “attention-for-learning” prediction, and in particular it is unknown whether attention-for-
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learning is sensitive to the degree to which uncertainty can actually be reduced. Here we tested the
attention-for-learning hypothesis in a naturalistic learning task that manipulated both reducible and
irreducible forms of uncertainty, and quantified the strength of selective attention using attention-
augmented reinforcement learning (RL) models. Human participants performed a 2-AFC object selection
task in which multidimensional objects with a particular feature were more likely to be rewarded.
Reducible uncertainty was manipulated between blocks by having objects vary along either two or five
possible feature dimensions (different arms, body shapes, patterns, textures, or colors). Irreducible
uncertainty took the form of different reward probabilities, either 0.70 or 0.85. As expected, when either
form of uncertainty was higher, response times were longer, learning was slower, and asymptotic
performance was lower. On blocks where one form of uncertainty was high and the other was low, these
performance measures did not differ. However model results show that this similar performance was the
result of different mechanisms. Specifically, when reducible uncertainty was high and irreducible
uncertainty was low, participants had narrower attentional focus and greater exploratory biases than in the
opposite condition. These results demonstrate that attention flexibly adjusts to the specific type of decision
uncertainty. When faced with high levels of reducible uncertainty, attention becomes more focused and
exploration increases, but the reverse is true for irreducible uncertainty, even when the resulting behaviour
is highly similar. Taken together, these findings provide quantitative evidence for flexible adjustment of
attention during learning to specific types of experienced uncertainty.

Acknowledgements: This work was supported by grant MOP 102482 from the Canadian Institutes of Health
Research (TW) and by the Natural Sciences and Engineering Research Council of Canada Brain in Action
CREATE-IRTG program (MRW, TW).
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Feel free to email me at watsonmr@yorku.ca with any questions or comments

Quaddle objects scripts, manual, etc can be found on this repository: https://github.com/att-circ-
contrl/Quaddles-Gen

USE experimental suite is here: https://github.com/att-circ-contrl/use
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Dissociable neural mechanisms underlie effects of attention on visual
appearance and response bias

Talk Presentation - Topic area: Attention: Perception, memory

Sirawaj Itthipuripat™?3 (itthipuripat.sirawaj@gmail.com), Viola Stoermer?, Geoffrey Woodman3, John
Serences?; 'Learning Institute and Research in Enigmatic Aesthetics Knowledge Laboratory, King Mongkut's
University of Technology Thonburi (KMUTT), 2Neurosciences Graduate Program, Department of Psychology,
and Kavli Foundation for the Brain and Mind, University of California, San Diego (UCSD), 3Department of
Psychology, Center for Integrative and Cognitive Neuroscience, and Interdisciplinary Program in
Neuroscience, Vanderbilt University (VU)

Researchers have long debated whether attention can change perception and alter visual appearance, or
whether attention only induces response bias. Recent psychophysical findings suggest that attention can
have both of these types of effects, depending on stimulus visibility and decision uncertainty of the
behavioral task. While this evidence helps reconcile the two competing accounts, it is still unknown how
these different effects of attention are implemented in the brain. Using EEG, we found that the two
behavioral effects of attention could be explained via different patterns of attentional modulations on
different neural markers of visual processing. Specifically, the early visually evoked potential at ~100ms
post-stimulus (i.e., the P1 component) appeared to underly subjects’ changes in visual appearance,
whereas alpha-band oscillations (i.e., the posterior occipital 10-12Hz activity) appeared to underly subjects’
response bias. Specifically, attention enhanced the multiplicative response gain (or the slope) of the early
visual-cortical response (the P1-based contrast response function (CRF) or the P1 amplitude measured as a
function of visual contrast). At the same time attention led to an additive shift of the neural CRF based on
the posterior occipital alpha band activity, which appeared to be responsible for changes in the lateralized
readiness potential and subjects’ response bias. These findings suggest that attention biases both early
visual perception and later stages of decision-making. Moreover, these two effects of attention are
supported by dissociable neural mechanisms at different stages of visual information processing.

Acknowledgements: Thailand Science Research and Innovation (TSRI 62W1501) to SI; NIH R0O1-EY025872
and James S. McDonnell to JTS
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Abstract ID: 630

Prior expectations evoke stimulus templates in the deep layers of V1
Talk Presentation - Topic area: Attention: Perception, memory

Fraser Aitken? (f.aitken@ucl.ac.uk), Georgios Menelaou,?, Oliver Warrington3, Nadege Corbin3, Martina
Callaghan?, Peter Kok?; *University College London

During perception, the complex and noisy visual information relayed by our eyes is interpreted within the
context of prior knowledge and expectations. The neural circuitry underpinning this process of inference is
currently unknown. Recent neural theories of perceptual inference propose that neurons in the deep layers
of cortex represent expectations, which in turn modulate sensory processing in the middle and superficial
layers. However, direct support for this idea is limited due to the significant challenge of resolving cortical
layers using human neuroimaging. Here, we capitalise on ultra-high resolution 7T functional magnetic
resonance imaging (fMRI) to probe stimulus-specific activity induced by prior expectations in deep, middle
and superficial layers of the human primary visual cortex (V1). In order to induce expectations, we
presented participants (N=18) with coloured dot cues that predicted the likely orientation of an upcoming
grating stimulus. On 75% of trials, gratings with the predicted orientation were presented. On the
remaining 25% of trials, the predicted gratings were omitted. Crucially, as no stimulus was presented to the
eyes in these ‘omission’ trials, any activity in V1 could be considered to arise solely from top-down inputs.
Results showed that such predicted-but-omitted gratings led to an orientation-specific BOLD response in
the deep, but not the middle and superficial layers of V1. In contrast, actually presented stimuli activated
all layers of V1. These results provide novel insights into the neural circuitry by which the brain integrates
prior expectations with sensory inputs in the service of perceptual inference.

Acknowledgements: The Wellcome Centre for Human Neuroimaging is supported by core funding from the
Wellcome Trust (203147/2/16/Z). Dr Peter Kok is supported by a Sir Henry Dale Fellowship jointly funded
by the Wellcome Trust and the Royal Society (Grant Number 218535/7/19/27).

This talk will be presented in Live Talk Session 6, Tuesday, 23 June, 7:00 am EDT America/New_York.
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Space and Time Dissociate in the Construction of the Visual Now

Talk Presentation - Topic area: Attention: Perception, memory

Aditya Upadhyayula® (supadhy6@jhu.edu), lan Phillips?, Jonathan Flombaum?; 2Johns Hopkins University

How are events occurring at different times and places integrated into a unified experience of what is
happening now? We report experiments that sequester and dissect the visual now. In particular, we
consider how a moment of visual experience combines events occurring at different times and locations.
Our first two experiments rely on a Rapid Serial Visual Presentation (RSVP) paradigm, because serial error
distributions in the paradigm generally suggest temporal uncertainty in visual experience. In each trial an
RSVP stream of letters appeared at the fovea. Participants reported the letter in the stream that they
perceived simultaneously with a transient peripheral cue. In Experiment 1, participants made errors,
sometimes reporting letters from the stream that actually appeared before or after the cue. The pattern of
errors suggests that the cue arrived in visual experience faster than the foveated RSVP stream. Critically,
eccentric cues produced more before errors than parafoveal cues. In other words, eccentric cues appear to
arrive in experience faster than parafoveal cues. These effects cannot be explained by Posner-like attention
shifts, which predict the opposite pattern (errors on letters that appear after the cue). In Experiment 2, the
cue was presented between two letters in the RSVP, producing results that conceptually replicate
Experiment 1. Finally, in Experiment 3, we sought to further understand how eccentricity influences
temporal experience.Participants reproduced the durations of discs that appeared at either eccentric or
more foveal positions. Peripheral discs were reliably reported as lasting longer than foveated ones, given
thesame objective duration. Collectively, these results suggest that space and time dissociate as events are
stitched into a moment of experience

Acknowledgements: NSF PAC 1534568

This talk will be presented in Live Talk Session 1, Friday, 19 June, 1:00 pm EDT America/New_York.

Presenter Conferences

The presenter has scheduled the following upcoming video conferences for this presentation.
21 June, 3:00 pm EDT America/New_York
23 June, 3:00 pm EDT America/New_York

Presenter's Message

Hi I am Adi Upadhyayula. | hope you are all staying safe during these troubling times! | am a 4th year
graduate student working with Jon Flombaum & lan Phillips at Johns Hopkins University. | work on time
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looking for post docs beginning next Summer / Fall. Please drop me an email at "supadhy6 at jhu dot edu" if
you want to chat more about my research. | am looking forward to meeting you all!

Abstract ID: 1433

The Influence of Taxonomic and Thematic Object Relationships on
Attentional Allocation

Talk Presentation - Topic area: Attention: Perception, memory

Joseph Nah? (josephcnah@gmail.com), Joy Geng?; *University of California, Davis

Decades of research have provided evidence that high-level conceptual information can influence
attentional allocation when task-relevant. Accumulating evidence in recent years has also demonstrated
that the influence of semantic information on attention is not restricted to task-relevant situations
(Shomstein, Malcolm, & Nah, 2019). These results demonstrate that high-level associations in the real-
world automatically and continuously influence attentional processing. So far, however, the definition of
“semantic” within the attentional literature has only been broadly construed. However, within the concept
literature, semantic associations are divided into two types: taxonomic (i.e., similar intrinsic features, dog -
bear) and thematic (i.e., common co-occurrence, dog - leash) relationships. This division is supported by
behavioral and neural evidence (Mirman, Landridgan, & Britt, 2017). Here, we investigate whether
attentional allocation is sensitive to the taxonomic and thematic relationships between objects.
Participants were presented with two objects appearing on either side of fixation. The two objects were
taxonomically, thematically, or neutrally related to one another. After 750ms, a Gabor patch appeared in
the center of each object. Participants reported whether the orientation of two target Gabors were
matched or mismatched. Shortest response times were observed when the objects were thematically-
related, followed by the taxonomically-related and neutrally-related objects; all were significantly different
from each other. When the object presentation time was shortened (500 ms), however, there was no
difference between any of the three conditions. These results suggest that the efficiency of attentional
allocation is sensitive to the specific type of semantic relationships and evolves over time (Malcolm,
Rattinger, & Shomstein, 2016). Thus, while the semantic influence of task-irrelevant taxonomic and
thematic relationships between objects follow a similar time course, the amount of influence depends on
the type of relationship. This suggests that the distribution of attention is sensitive to the pre-existing
organization of semantic networks in the brain.

Acknowledgements: This work was supported by NIH grant NIH-RO1-MH113855-01 to JG

This talk will be presented in Live Talk Session 1, Friday, 19 June, 1:00 pm EDT America/New_York.
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Thank you for stopping by! For any questions or comments, please come to the live session, type in chat, or
email me at: cnah at ucdavis dot edu

Abstract ID: 419

The speed of attentional engagement and its relation to working
memory encoding in RSVP tasks

Talk Presentation - Topic area: Attention: Perception, memory

Alon Zivony? (alonzivony@gmail.com), Martin Eimer?; 1Birkbeck, University of London

It is widely agreed that encoding information into working memory (WM) depends on attention allocation
processes. We examined the hypothesis that the temporal dynamics of attentional engagement determine
the outcome of WM encoding in RSVP tasks. We employed a task where two lateralized streams containing
letters and digits appeared in rapid succession. A target object was closely followed by a (post-target)
distractor that shared the target’s response dimension, such that participants often erroneously report its
identity. In a series of three experiments, the speed of attentional engagement was tracked by measuring
N2pc components, separately for trials where participants correctly identified the target and intrusion trials
where participants reported the digit that followed the target. Across experiments, the onset of the target-
locked N2pc was correlated with the speed the target-defining feature was detected. Within each
experiment, intrusions were associated with later target-locked N2pc onsets relative to correct trials. Thus,
these experiments showed that distractor intrusions occur when attentional engagement is slow and
enhances the distractor instead of the target. In a second series of experiments, we examined the fate of
the target on trials where participants committed distractor intrusions. When participants were given the
opportunity to provide two distinct responses, intrusions were followed by above-chance target
identification. When the post-target distractor was excluded as a possible response, accuracy improved but
was below baseline performance. A final experiment revealed that the presence of the distractor did not
affect the representational quality of the target, but instead blocked WM encoding on part of trials.
Together, these findings suggest the existence of a mechanism in which perceptual information is
accumulated and compared to the attentional set prior to attentional engagement. This mechanism
introduces variability in the speed of attentional engagement that affects feature activation, which in turn
determines WM encoding and perceptual reports.

Acknowledgements: This work was supported by a Newton grant from the British Academy (grant number
NIF\R1\180384) to A. Zivony.
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This talk will be presented in Live Talk Session 1, Friday, 19 June, 1:00 pm EDT America/New_York.
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Abstract ID: 386

Attention: Space

Decoding visual spatial attention control

Poster Presentation - Topic area: Attention: Space

Sreenivasan Meyyappan?, Abhijit Rajan?, Jesse Bengson3, George Mangun?, Mingzhou Ding?; 1J.Crayton
Pruitt Family Department of Biomedical Engineering, Univ. of Florida, Gainesville, FL, 2Center for Mind and
Brain Univ. of California, Davis, CA, 3Department of Psychology, Sonoma State University, Rohnert Park, CA

Deploying anticipatory visual spatial attention in advance of stimulus onset enhances the processing of
task-relevant stimuli and suppresses distraction. In this study, we investigated the neural representations of
attention control signals in visual cortex by analyzing two fMRI datasets, one recorded at University of
Florida (n=13) and the other at University of California, Davis (n=18), using machine learning techniques. In
both datasets, the participants performed a cued visual spatial attention task, in which each trial began
with a cue, instructing the subject to either attend the left or the right visual hemifield. After a random
delay, a grating (Gabor patch) was presented in one of the two hemifields, and the subject was asked to
discriminate the spatial frequency of the grating in the attended hemifield and ignore the grating appearing
in the un-attended hemifield. Estimating cue-evoked fMRI responses trial by trial and applying multi-voxel
pattern analysis (MVPA) to multiple ROIs within the visual cortex, we found the following results. (1)
Accuracy of decoding attend-left versus attend-right was significantly above chance level in all the ROIs
within the visual cortex (average accuracy=65%). (2) The decoding accuracy was highly correlated across
different visual ROIs with 80% of the variance explained by the first principal component. (3) Subjects with
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higher decoding accuracy performed better on the task as indexed by lower inverse efficiency (response
time/response accuracy). These results, consistent across the two datasets, suggest that (1) attention
control signals are present in both high order (e.g., intra-parietal sulcus) as well as low order visual areas
(e.g., primary visual cortex) and (2) the distinctness of the neural representations of attention control is a
personal trait and explains individual differences in task performance.
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Enhanced neural tuning in middle temporal area (MT) of the
marmoset monkey during pre-saccadic attention
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Recent psychophysical studies have described perceptual enhancements for the targets of saccades
immediately prior to eye movements. These enhancements involve a sharpening of sensitivity around the
target’s features consistent with feature gain (Li et al., 2016). Complementary neurophysiological studies
have identified pre-saccadic enhancements in extra-striate cortex (Moore and Chang, 2009), but have not
directly examined how neuronal tuning changes. We examined how neuronal tuning for motion direction in
the middle temporal area (MT) of the marmoset monkey changed under pre-saccadic attention.
Marmosets made a saccade from central fixation to one of several equally eccentric stimuli (full coherence
motion dot fields). Marmosets were rewarded for selecting any of the targets, as long as their choice
differed from the choice of the previous trial. For each trial, the direction of motion of each stimulus was
independently sampled from 16 motion directions. MT responses were categorized based on whether the
saccade was planned towards or away from the receptive field under study. Consistent with studies in
macaque V4 (Moore & Chang, 2009), we find that neural sensitivity increases when the saccade is made
towards the RF. We also examined changes in tuning curves by fitting an adjusted Von Mises function to
the responses in each saccade (towards or away) condition. We find that neurons exhibit gain increase
before saccades towards the RF, consistent with previous studies of covert attention (McAdams &
Maunsell, 1999). However, while gain increases occurred across the epoch from 0 to 100 ms before the
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saccade, other aspects of tuning (narrowing and baseline shifts) varied. We found greater narrowing at
earlier pre-saccadic epochs followed by more additive increases near saccade onset. These findings support
recent psychophysics which suggests that pre-saccadic attention involves not only gain increases but also
an automatic feature-selective gain for the saccade target.
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Many everyday-life situations require to track multiple visual object simultaneously. This encompasses
situations in which it is sufficient to monitor the locations of objects (e.g., avoiding collisions in traffic) as
well as situations in which the identity of the tracked objects is highly relevant (e.g. monitoring your own
children on a playground). Here, we use an eye-tracking approach to study whether the process of location
tracking (multiple object tracking; MOT) differs from the process of tracking of identities (multiple identity
tracking; MIT). We take advantage of the observation that observers fail to distinguish repeated MOT trials,
but their eye movements are similar between repeated presentations. In two experiments, we compared
the gaze similarity in pairs of (1) repeated MOT trials, (2) repeated MIT trials and (3) repeated MOT-MIT
trials (order counterbalanced). We evaluated the similarity using Pearson correlations for spatiotemporal
scanpatterns smoothed with a Gaussian filter. In Experiment 1 (N=20), the tasks were presented in
separate blocks, whereas they were intermixed in Experiment 2 (N=20). In both experiments, we
consistently observed that the gaze patterns were most similar in repeated MOT trials (Exp.1: r =.443;
Exp.2: r=.395). The similarity was lower when we compared repeated MIT trials (r =.333; r =.276) or
repeated MOT-MIT trials (r =.305 or r =.251). In Exp.1, the similarity was higher if the participant started
with the MOT trials than when they started with the MIT trials. Nevertheless, the intermixed trials in Exp.2
revealed analogous results. The results confirm the gaze patterns in repeated MOT trials are similar.
Identical trials presented first as MOT and later as MIT (or vice versa) yield more different gaze patterns
suggesting that MOT and MIT rely on distinct processes with the MOT process being more consistent across
trials than the MIT process.
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Before actually looking at or reaching for an object, the focus of attention is first allocated to the object.
Here we investigated whether the perceptual benefits produced by these pre-motor shifts of attention
cumulate if an object is targeted by multiple effectors (eyes and hands). Participants were cued to move
either gaze or a single hand (one effector), two hands or both gaze and a hand (two effectors), or gaze and
two hands (three effectors) to objects in the periphery. These eight objects suddenly changed identity and
one distinct object (the probe) needed to be discriminated before the actual initiation of the movements.
The probed object was either targeted by none (cue invalid), or one or more effectors (cue valid). Results
showed that average discrimination performance decreased linearly per additional effector independent of
cue validity, but also linearly increased per additional cue-valid effector that targeted the probed object.
Moving two hands to the probed object resulted in better recognition performance as compared to moving
only gaze or one hand. These results have three implications: (1) the more complex the motor program, the
worse the performance, (2) the more effectors planned to move to the yet-to-appear object, the more
attentional resources it receives and the better it is perceived, and (3) the cumulation of perceptual
benefits points at parallel and presumably independent mechanisms that evoke pre-motor shifts of
attention. We speculate that recognition may improve even further when more effectors (e.g., feet,
posture, or head movements) are moved to objects.
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Attention to the left and right visual field is lateralized to right and left temporoparietal processing regions,
respectively. Our stable visual percept suggests a complex relationship between these lateralized regions,
yet this interaction is poorly understood. Here we test if lateralized attention regions interact via mutual
inhibition. According to the mutual inhibition hypothesis, isolating attention to the right visual field (for
example) should boost activity in the left attention regions, leading to the inhibition of the right attention
regions, culminating in a decrease in attention in the left visual field. To investigate this hypothesis, we
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presented bilateral multiple object tracking (MOT) stimuli to our participants (n=42), but had them isolate
attention to one visual field for 30 minutes. We tested bilateral MOT before and after attention isolation to
determine impact to the unattended visual field. Our participants were split into three groups: 1) attention
isolated to right visual field (eye-tracker to ensure central fixation), 2) attention isolated to the left visual
field, and control group 3) attend bilaterally using bilateral MOT. Surprisingly, we found attention isolation
increased attention to the unattended visual field (Left: t(13)2.98,p=0.01; Right: t(13)3.05,p=0.009). The
difference between visual fields after isolation was significant when attention was isolated right (p=0.044),
but not left (p=0.98). Furthermore, when attention was isolated right, there was a significantly difference
between the unattended visual field and the control (p=0.032). These results suggest prolonged activation
of attention regions in one hemisphere does not subsequently inhibit attention regions in the opposite
hemisphere, suggested by the mutual inhibition hypotheses. Instead, prolonged activation results in a
boost of attention to the unattended visual field. The different impact of attention isolation to the left
visual field provides elegant evidence of distinctive roles between lateralized attention regions, supporting
a bilateral orientation vector in right temporoparietal areas.
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We examined whether the minimal size of the attentional window (i.e., its size when attention is narrowly
focused) scales with eccentricity and whether it is affected by task difficulty, using attentional modulations
of the pupillary light response (PLR) - pupillary constriction when covertly attending a bright area relative to
attending a dark area. First, we presented rotating Ts to the right and left of fixation, surrounded by either
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bright or dark task-irrelevant disks with varying distances from each T. The Ts appeared at an eccentricity of
3.5° (distances: 0.5° and 1°) or 6.5° (distances: 1° and 2°). A precue indicated which T to attend, and the
task was to count the number of times the T was upright. In Experiment 1, stimuli size increased with
eccentricity. We found attentional modulation of the PLR with a larger target-disks distance at the far than
near eccentricity, suggesting a smaller window at the near eccentricity. In Experiment 2, stimuli size was
fixed, regardless of eccentricity. We found attentional modulations of the PLR with all distances. Taken
together, the results suggest that the window does not scale with eccentricity, but rather depends on
stimulus size. In Experiment 3, six letters appeared on a central disk of which one was the target. The task
was to identify the target. In the easy condition, the non-target letters were homogenous (low load). In the
hard condition, they were heterogeneous (high load). Peripheral distracting letters appeared to the right
and left of fixation on disks whose luminance changed sinusoidally from bright to dark at a frequency of 1.2
Hz. The amplitude spectrum of the pupil signal shows a larger amplitude at the disk frequency of 1.2Hz in
the easy as compared to the hard condition. This suggests that the attentional window was wider in the
easy condition.
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Recent studies have shown spatial heterogeneity in the perception of multiple feature dimensions (Afraz,
Pashkam, & Cavanagh, 2010), and also stable individual biases in object localization (Kosovicheva &
Whitney, 2017). Considering the role of selective attention in visual perception (Boynton, 2005; Luck &
Ford, 1998), we hypothesized that attentional capture would also exhibit spatial heterogeneity across
display locations. In 3 experiments, we used modified versions of the additional singleton paradigm
(Theeuwes, 1991, 1992) to test this hypothesis. In Experiment 1, distractors were defined on the color
dimension. We tuned the relative saliency of the only color singleton into 5 levels using a linear
interpolation method. A vertical segment or a horizontal segment was contained within the target form
singleton, which appeared equally-often at each of the eight locations. After the location of the target was
set, the color distractor appeared equally-often at the other seven locations. In Experiment 2 and 3,
distractors were defined on the orientation and size dimension respectively. The five distractor saliency
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conditions were specified by the relative inclination of the line segment contained within one of the non-
target stimuli in Experiment 2, and by the relative size of one of the non-target stimuli in Experiment 3. The
results showed a unique spatial distractibility pattern for each participant, with RT (reaction time) at some
display locations demonstrating significant differences between distractor-present and distractor-absent
conditions while some not. The stability and distinctiveness of spatial heterogeneity for attentional capture
susceptibility for each participant were demonstrated by the high within-individual effect size correlation
between 2 rounds and the low between-individual effect size correlation across display locations. These
findings suggest that stimuli displayed at some spatial locations seem to be intrinsically easier to capture
attention, which offers further insights for understanding the relationship between visual attention and
perception.
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Central vision loss disrupts patterns of eye movements during visual search due to the strong habit to fixate
using the fovea. We investigated the effect of central vision loss on spatial attentional learning by
simulating a scotoma in participants searching for a target that frequently appeared in one visual quadrant.
Attentional biases may arise from an oculomotor habit to fixate that quadrant, in which case central vision
loss may disrupt learning. Alternatively, if attentional learning relies on spatial representations not tied to
oculomotor control, it may be unaffected by central vision loss. To dissociate these possibilities, we used a
gaze-contingent paradigm to simulate a central scotoma 72 in radius during a location probability cueing
task. Participants in Experiment 1 completed a two-phase T-among-L search task designed to induce
attentional learning. In a training phase with simulated central vision loss, targets occurred in one screen
guadrant with 50% probability. Despite the central scotoma, participants acquired location probability
learning, responding faster and more accurately when targets appeared in the high probability quadrant
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compared with other quadrants. In a testing phase, targets appeared equally often in each location and
participants searched with and without the scotoma in alternating blocks. Despite different eye movement
patterns with and without the scotoma, the training effect persisted to the testing phase for both viewing
conditions. Experiment 2 investigated whether learning with healthy vision transfers to a testing phase with
central vision loss. This experiment was identical to Experiment 1, except the training phase did not include
a scotoma. Learning acquired with healthy vision persisted to the testing phase whether participants
searched with or without the scotoma. Overall, location probability learning is present during simulated
central vision loss, suggesting that the acquisition of spatial attentional learning may not require healthy
eye movement patterns.
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Spatial attention can target specific locations in the visual field to enhance processing of stimuli within that
location. The top-down control of spatial attention is thought to be mediated via signals projecting from
prefrontal cortex (PFC) to areas of early visual cortex. However, PFC neurons typically have relatively large
spatial receptive fields and thus it is not clear how they guide highly precise attentional modulations in
early visual areas. Here, we used fMRI to test the hypothesis that broad top-down spatial attentional
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signals only achieve high precision after being combined with precise bottom-up stimulus drive (N=5, two
sessions per subject). On each trial, subjects were briefly shown (500ms) either a "focused" or a "diffuse”
attention cue indicating the possible location of a subsequently presented target. The target was an
orientated Gabor rendered at one of 5 contrasts between 0-50% that was flashed briefly (150ms) at one of
12 equidistant locations in the periphery. The cue and the target were separated by dynamic filtered noise
presented across all 12 target locations, over a variable delay period (2 or 6-8s), and the contrast of the
filtered noise matched that of the target to provide variable amounts of bottom-up sensory drive. Subjects
reported whether the orientation of the Gabor was closer to horizontal or vertical. The fMRI results show
that the average univariate responses increased with higher contrast, but that the fidelity of multivariate
representations for spatial positions stayed largely constant across contrast levels. These results place
constraints on possible interactions between top-down and stimulus driven signals in determining the size
and specificity of attentional modulations.
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