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Schedule Overview

Friday, May 15, 12:00 - 2:00 pm

S1, Talk Room 1-2: Attention! Features? Objects? How features,
objects, and categories control visual selective attention.

S2, Pavilion: Measuring and Interpreting Oscillations in Percep-
tion and Behavior

Friday, May 15, 2:30 - 4:30 pm

S3, Talk Room 1-2: Neurally informed theories on visual working
memory

S4, Pavilion: How to break the cortical face perception network
Friday, May 15, 5:00 - 7:00 pm

S5, Talk Room 1-2: Linking behavior to different measures of
cortical activity

S6, Pavilion: How learning changes the brain

S1 - Attention! Features? Objects? How
features, objects, and categories control

visual selective attention.

Time/Room: Friday, May 15, 2015, 12:00 - 2:00 pm, Talk Room 1-2
Organizer(s): Rebecca Nako; Birkbeck, University of London
Presenters: Kia Nobre, Stefan Treue, Martin Eimer, Daniel Baldauf,
Greg Zelinsky, Johannes Fahrenfort

The cognitive and neural processes of visual selective attention
have been investigated intensively for more than a century. Tradi-
tionally, most of this research has focused on spatially selective pro-
cessing in vision, to the extent that “visual attention” and “spatial
attention” are sometimes regarded as near synonymous. However,
more recent investigations have demonstrated that non-spatial
attributes of visual objects play a critical role in the top-down con-
trol of visual attention. We now know that feature-based attention,
object-based attention, and category-based attention all affect how
attention is allocated to specific objects in visual selection tasks.
However, the functional and neural basis of these different types
of non-spatial visual attention, and the ways in which they inter-
act with each other and with space-based attention are still poorly
understood. The aim of this symposium is to provide new and
integrated perspectives on feature-, object-, and category-based
visual attention. It brings together a group of leading researchers
who have all made recent important contributions to these topics,
with very different methodological approaches (single-unit elec-
trophysiology, fMRI, EEG, MEG, and computational modelling).
The symposium will start with an integrative overview of current
views on spatial versus non-spatial attentional control. This is fol-
lowed by two presentations on the neural basis and time course
of feature-based and object-based attention, which address closely
related questions with monkey single cell recordings and human
electrophysiology. The second part of the symposium will focus on
top-down control mechanisms of object-based attention (with fMRI
and MEG) and category-based attention (using modelling meth-
ods from computer vision to predict attentional performance). The
final presentation re-assesses the links between selective attention,
feature integration, and object categorization, and will challenge
the widely held view that feature integration requires attention.
Much recent work in visual attention is characterized by extend-
ing its perspective beyond purely space-based models, and this
symposium aims to provide a timely state-of-the-art assessment

of this “new look” on visual attention. Attention research is con-
ducted with a wide range of different methodological approaches.
Our symposium celebrates this methodological diversity, and will
demonstrate how these different methods converge and comple-
ment each other when they highlight different aspects (such as the
time course, the neural implementation, and the functional organi-
zation) of visual attention and its top-down control. This sympo-
sium brings together the research and perspectives of three highly
respected researchers in the field of visual attention (Kia Nobre,
Stefan Treue, and Martin Eimer), who have literally written the
(Oxford Hand) book on Attention, yet have never attended VSS
before, and three researchers whose recent work has had great
impact on the field, and who have attracted large audiences at VSS
previously, but have not had the opportunity to present in a cohe-
sive symposium with this array of speakers. The methodological
breadth of this symposium, and the fact that it will integrate new
perspectives and current views on attentional control, makes it
ideal for a broad and very large VSS audience, including students,
postdocs, and senior scientists with different specialist research
interests.

Multiple sources of attentional biases on visual processing
Speaker: Kia Nobre; University of Oxford

Attention refers to the set of mechanisms that tune psychological and
neural processing in order to identify and select the relevant events
against competing distractions. This type of definition casts attention
as function rather than as representation or as state. This presenta-
tion will examine the various possible “sources” of biases that can pre-
pare perceptual mechanisms to improve interactions with the environ-
ment. Whereas many studies in the literature have probed how biases
can facilitate neural processing according to receptive-field properties
of neurons, it is clear that it is possible to anticipate stimulus properties
that may not be easily mapped onto receptive fields. Space-based, fea-
ture-based, object-based, category-based, and temporal attention can all
affect visual information processing in systematic and adaptive ways.
In addition to such goal-related factors, there may also be other possible
potent modulators of ongoing information processing, such as long-term
memories and motivational factors associated with anticipated events.

Features and objects in the physiology of attention
Speaker: Stefan Treue; University of Gottingen

Recording from single neurons in the visual cortex of rhesus monkeys
trained to perform complex attention tasks has been a highly successful
approach to investigate the influence of spatial and feature-based attention
on sensory information processing. For object-based attention this has been
much more difficult. The presentation will explain this difference and give
examples of studies of the neural correlate of object-based attention. Because
object-based attention is characterized by the spread of attention across
multiple features of a given object the presentation will also address studies
of feature-based attention involving more than one feature. The latter will
demonstrate that feature-based attentional modulation in extrastriate cortex
seems to be restricted to those features for which a given neuron is genu-
inely, rather than accidentally, tuned. The data show a system of attentional
modulation that combines spatial, feature-based and object-based attention
and that seems designed to create an integrated saliency map where the
perceptual strength of a given stimulus represents the combination of its
sensory strength with the behavioral relevance the system attributes to it.

The time course of feature-based and object-based control of
visual attention
Speaker: Martin Eimer; Birkbeck, University of London

Many models of attentional control in vision assume that the allocation of
attention is initially guided by independent representations of task-relevant
visual features, and that the integration of these features into bound objects
occurs at a later stage that follows their feature-based selection. This pre-
sentation will report results from recent event-related brain potential (ERP)
experiments that measured on-line electrophysiological markers of atten-
tional object selection to dissociate feature-based and object-based stages of
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selective attention in real time. These studies demonstrate the existence of
an early stage of attentional object selection that is controlled by local fea-
ture-specific signals. During this stage, attention is allocated in parallel and
independently to visual objects with target-matching features, irrespective
of whether another target-matching object is simultaneously present else-
where. From around 250 ms after stimulus onset, information is integrated
across feature dimensions, and attentional processing becomes object-based.
This transition from feature-based to object-based attentional control can be
found not only in tasks where target objects are defined by a combination
of simple features (such as colour and form), but also when one of the two
target attributes is defined at the categorical level (letter versus digit). Over-
all, the results of these studies demonstrate that feature-based and object-
based stages of attentional selectivity in vision can be dissociated in real time.

Top-down biasing signals of non-spatial, object-based attention
Speaker: Daniel Baldauf; Massachusetts Institute of Technology

In order to understand the neural mechanisms that control non-spatial
attention, such as feature-based, object-based, or modality-based attention
we use signal processing tools in temporally high-resolving MEG signals
to identify the inter-areal communication, through which large-scale atten-
tional networks orchestrate the enhanced neural processing of attended
non-spatial properties. In particular, we investigate interactions by means
of synchronous, coherent oscillations of neuronal activity. Applying those
methodsallowed usidentifying a fronto-temporal network that biases neural
processing on a high, object-class level of neuronal representation. In partic-
ular, an area in the inferior part of frontal cortex, the inferior-frontal junction
(IFJ), seems to be a key source of non-spatial attention signals. For example,
when attending to one of two spatially overlapping objects that can not be
separated in space, IF] engages in coherent, high-frequent oscillations with
the respective neuronal ensembles in IT cortex that represent the respec-
tively attended object-class. A detailed analysis of the phase relationships
in these coupled oscillations reveals a predominant top-down directional-
ity, as IF] seems to be the driver of those coherent interactions. We propose
that the selective synchronization with different object representations in IT
cortex allows IFJ to route top-down information about the attended object-
class and to flexibly set up perceptual biases. Our results also suggest that
attention networks in frontal cortex may be subdivided in dorsal and ven-
tral subnets providing spatial and non-spatial attention biases, respectively.

Combining behavioral and computational tools to study
mid-level vision in a complex world
Speaker: Greg Zelinsky; Stony Brook University

As vision science marches steadily into the real world, a gap has opened
between theories built on data from simple stimuli and theories needed
to explain more naturalistic behaviors. Can “old” theories be modified to
remain relevant, or are new theories needed, tailored to these new ques-
tions? It will be argued that existing theories are still valuable, but they must
be bolstered by new computational tools if they are to bear the weight of
real-world contexts. Three lines of research will be discussed that attempts
to bridge this theoretical divide. The first is categorical search —the search
for a target that can be any member of an object category. Whereas the
largely artificial task of searching for a specific target can be modeled using
relatively simple appearance-based features, modeling more realistic cate-
gorical search tasks will require methods and features adapted from com-
puter vision. Second, we can no longer simply assume to know the objects
occupying our visual world —techniques must be developed to segment
these objects from complex backgrounds. It will be argued that one key
step in this process is the creation of proto-objects, a mid-level visual rep-
resentation between features and objects. The role of image segmentation
techniques in constructing proto-objects will be discussed. Lastly, the real
world creates untold opportunities for prediction. Using Kalman filters, it
will be shown how motion prediction might explain performance in multi-
ple-object tracking tasks. Rather than tearing down our theoretical houses,
we should first consider remodeling them using new computational tools.

Neural markers of perceptual integration without attention
Speaker: Johannes Fahrenfort; Vrije Universiteit, Amsterdam

A number of studies have shown that object detection and object categori-
sation can occur outside consciousness, and are largely mediated by feed-
forward connections in the brain. Conscious object perception on the other
hand, requires a process of neuronal integration mediated by recurrent
connections. The question I will address in this talk, is to what extent this
process of integration requires attention. Traditionally, recurrent process-
ing has been associated with top down attention and control. However,
going against a long tradition in which attention is thought to cause fea-

ture integration, a number of studies suggest that feature integration also
takes place without attention. This would imply that neuronal integration
does not require attentional control. In a recent EEG experiment, we tested
whether neural markers of feature integration occur without attention.
Employing a 2 by 2 factorial design of masking and the attentional blink,
we show that behaviourally, both masking and attention affect the degree
to which subjects are able to report on integrated percepts (i.e. illusory sur-
face perception in a Kanizsa figure). However, when using a multivariate
classifier on the EEG, one can decode the presence of integrated percepts
equally well for blinked and non-blinked trials, whereas masking selectively
abolishes the ability to decode integrated percepts (but not features). This
study uncovers a fundamental difference in the way attention and mask-
ing impact cortical processing. Together, these data suggest that feature
integration does not require attention, whereas it is abolished by masking.

S$2 - Measuring and Interpreting Oscilla-

tions in Perception and Behavior
Time/Room: Friday, May 15, 2015, 12:00 - 2:00 pm, Pavilion

Organizer(s): Jan Drewes and David Melcher; Center for Mind/
Brain Sciences (CIMeC), University of Trento, Rovereto, Italy

Presenters: Huan Luo, Ian C. Fiebelkorn, Ayelet N. Landau, Jan
Drewes, Rufin VanRullen

The majority of studies in vision science treat variability across tri-
als as noise. However, there is a long-standing idea that oscillations
in attention and other brain mechanisms lead to regular oscillations
in perceptual and behavioral performance (Walsh, 1952; Callaway
& Yeager, 1960; Harter, 1967). The idea of oscillations in perception
and behavior has recently received renewed interest (Busch et al,
2009; Drewes & VanRullen, 2009; Van Rullen et al, 2011; Landau
& Fries, 2012; Fiebelkorn et al, 2013; Song et al, 2014). In light of
this increased interest in the study of oscillations and their mani-
festations in perception and behavior, we wish to bring together a
diverse group of researchers to present novel results and methods
aimed at the measurement, understanding and interpretation of
these oscillatory effects.

Behavioral oscillations: hidden temporal dynamics in visual
attention

Speaker: Huan Luo; Institute of Biophysics, Chinese Academy of
Sciences

Neuronal oscillations are widely known to contribute to various aspects of
cognition, but most associated evidence is based upon post-hoc relation-
ships between recorded brain dynamics and behavior. It remains largely
unknown whether brain oscillations causally mediate behavior and can
be directly manifested in behavioral performances. Interestingly, several
recent psychophysical studies, by employing a time-resolved measurement,
revealed rhythmic fluctuations (Landau & Fries, 2012; Fiebelkorn et al.,
2013) and even neurophysiologically relevant spectrotemporal dynamics
(Song et al., 2014) directly in behavior. In this talk, I will present our recent
studies in which we examined fine temporal dynamics of behavioral perfor-
mances in various classical visual paradigms. Together, the results suggest
that behavioral data, instead of being sluggish and unable to reflect under-
lying neuronal dynamics, actually contain rich temporal structures (i.e.,
‘behavioral oscillations’, Song et al., 2014), in a somewhat neurophysiology
relevant manner. I propose that these new ‘behavioral oscillations’ findings,
in combination with well-established neuronal oscillation work, speak to
an oscillation-based temporal organization mechanism in visual attention.

Rhythmic sampling at both cued and uncued locations

Speaker: Ian C. Fiebelkorn; Neurophysiology of Attention and Per-
ception Laboratory, Princeton University

The brain directs its limited processing resources through various selection
mechanisms, broadly referred to as attention. Spatial selection, one such
mechanism, is sometimes likened to a spotlight, continuously highlight-
ing regions of the visual scene for preferential processing. Evidence sug-
gests that the operation of this spotlight is linked, at least in part, to neural
oscillations. In fact, rhythmic fluctuations attributable to spatial selection
have been directly observed in behavior. When spatial selection is fixed
at a single target location, visual-target detection oscillates at 8 Hz. When
spatial selection is split between two equally likely target locations, visu-
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al-target detection at each location instead oscillates at 4 Hz, with peaks in
detection alternating between the two locations. Landau and Fries (2012)
proposed that these oscillatory patterns at 8 and 4 Hz are attributable to the
same neural source, either sampling a single location or alternately sam-
pling two locations. We recently observed both patterns during an experi-
mental task that utilized three potential target locations. A cue (80% valid)
indicated the location where a visual target was most likely to occur. As
predicted, visual-target detection at the cued location oscillated at 8 Hz,
suggesting that participants successfully deployed spatial selection. Yet
visual-target detection at each of two uncued locations oscillated at 4 Hz,
with peaks in detection alternating between the uncued locations. I will
argue that these behavioral data, rather than reflecting a single neural
source, support the existence of two attentional spotlights that concur-
rently sample the visual scene: one fixed spotlight that samples the most
relevant location, and a second moving spotlight that rhythmically moni-
tors less relevant locations. We have now replicated these behavioral find-
ings in two monkeys, demonstrating that rhythmic sampling is consistent
across primate species. We will next use electrophysiological recordings
to investigate the neural sources underlying these behavioral oscillations.

Distributed attention is implemented through theta-rhythmic
gamma modulation

Speaker: Ayelet N. Landau; Ernst Striingmann Institute (ESI) for
Neuroscience in Cooperation with Max Planck Society and Hebrew
University, Jerusalem

When subjects monitor a single spatial location, target detection depends on
the pre-target phase of an ~8 Hz brain rhythm. When multiple locations are
monitored, performance decrements suggest a division of the 8 Hz rhythm
over the number of locations. This suggests that different locations are
sequentially sampled. Indeed, when subjects monitor two locations, perfor-
mance benefits alternate at a 4 Hz rhythm. These performance alternations
followed a reset of attention to one location. Although resets are common
and important events for attention, it is unknown, whether in the absence
of resets, ongoing attention operates rhythmically. Here, we examined
whether spatially specific attentional sampling can be revealed by ongo-
ing pre-target brain rhythms. Specifically, visually induced gamma-band
activity plays a role in spatial attention and therefore, we hypothesized that
performance can be predicted by a theta-rhythmic gamma modulation.
Brain rhythms were assessed with MEG, while subjects monitored bilateral
grating stimuli for a unilateral target. The corresponding contralateral gam-
ma-band responses were subtracted from each other to isolate spatially-se-
lective, target-related fluctuations. The resulting lateralized-gamma activ-
ity (LGA) showed opposite 4 Hz phases prior to detected versus missed
targets. The 4 Hz phase of pre-target LGA accounted for a 14% modulation
in performance. These findings suggest that spatial attention is an ongoing
theta-rhythmic sampling process, with each sampling cycle implemented
through gamma-band synchrony. This extends previous findings by demon-
strating that in the case of distributed attention, gamma-band synchrony is
shaped by the slower sampling rhythm that governs performance benefits.

Oscillations in behavioral performance for rapidly presented
natural scenes

Speaker: Jan Drewes; Center for Mind/Brain Sciences (CIMeC),
University of Trento, Rovereto, Italy

Authors: Weina Zhu', David Melcher? 'Kunming Institute of Zool-
ogy, Chinese Academy of Sciences, Kunming, China, *Center for
Mind/Brain Sciences (CIMeC), University of Trento, Rovereto,
Italy

Humans are capable of rapidly extracting object and scene category infor-
mation from visual scenes, raising the question of how the visual system
achieves this high speed performance. Recently, several studies have
demonstrated oscillatory effects in the behavioral outcome of low-level
visual tasks, hinting at a possibly cyclic nature of visual processing. Here
we present evidence that these oscillatory effects may also be manifest in
a more complex target discrimination task using natural scenes as stimuli.
In our experiment, a stream of neutral images (containing neither vehicles
nor animals) was rapidly presented centrally at 20 ms/image. Embedded
in this image stream were one or two presentations of a target image ran-
domly selected from two categories (vehicles and animals) and subjects
were asked to decide the target image category. On trials with two pre-
sentations, the ISI was varied systematically from 0 to 600ms. At a vary-
ing time prior to the first target presentation, the screen background was
flashed with the intent of creating a phase reset in the visual system. When

sorting trials by the temporal distance between flash and first target presen-
tation, a strong oscillation in behavioral performance emerged, peaking at
10Hz, consistent with previous studies showing an oscillation in detection
threshold. On trials with two targets, longer ISIs between the led to reduced
detection performance, implying a temporal integration window for object
category discrimination. However, the ‘animal’ trials additionally exhib-
ited a significant oscillatory component at around 5Hz. These findings sug-
gest that there are alternating optimal and non-optimal time periods for
which stimulus repetition and integration can improve visual recognition,
perhaps due to recurrent processing in complex visual scene perception.”

Perceptual cycles

Speaker: Rufin VanRullen; Université de Toulouse; UPS; Centre
de Recherche Cerveau et Cognition; Toulouse, France and CNRS;
CerCo; France

Various pieces of experimental evidence using both psychophysical and
physiological (EEG) measurements have lead us (and others) to conclude
that at least certain aspects of visual perception and attention are intrin-
sically rhythmic. For example, in a variety of perceptual and attentional
tasks, the trial-by-trial outcome was found to depend on the precise phase
of pre-stimulus EEG oscillations in specific frequency bands (between
7 and 15Hz). This suggests that there are “good” and “bad” phases for
perception and attention; in other words, perception and attention pro-
ceed as a succession of cycles. These cycles are normally invisible, but in
specific situations they can be directly experienced as an illusory flicker
superimposed on the static scene. The brain oscillations that drive these
perceptual cycles are not strictly spontaneous, but can also be modulated
by visual stimulation. Therefore, by manipulating the structure of the stim-
ulation sequence (e.g. white noise), it is possible to control the instanta-
neous phase of the relevant perceptual rhythm, and thereby ensure that
a given target will be perceived (if presented at the proper phase) or
will go unnoticed (at the opposite phase). Better, by taking into account
individual differences in oscillatory responses, we can even tailor spe-
cific stimulus sequences with an embedded target that can only be per-
ceived by one observer, but not another - a form of “neuro-encryption”.

S3 - Neurally informed theories on visual

working memory
Time/Room: Friday, May 15, 2015, 2:30 - 4:30 pm, Talk Room 1-2
Organizer(s): Ilja G. Sligte; University of Amsterdam

Presenters: Christian N.L. Olivers, Mark G. Stokes, Ilja G. Sligte,
Fiona McNab, Pieter R. Roelfsema, Thomas B. Christophel

THEORETICAL IMPASSE How much information can people
maintain in working memory and how precise is information in
working memory represented? These important questions have
produced a fierce tug-of-war between camps of scholars trying
to explain capacity limits in working memory in terms of slots or
resources. However, that academic debate has nothing to do with
how the brain enables working memory. This symposium centers
on two central questions that are neurally inspired: Are all working
memory representations created equally (working memory states),
and how does the neural architecture shape working memory
content? WORKING MEMORY STATES Visual working memory
has a strict capacity limit of 3-4 items. But do all working mem-
ory representations have equal status? Some information might be
represented vividly in the center of mind (foreground processes),
while other information readily available, but more in the back of
the mind (background processes) and yet other information needs
an effortful redirection of attention before it is available for report
(fragile processes). Christian OLIVERS will provide evidence that
when one item is held in working memory, it initially guides atten-
tion on a visual search task (as foreground process), but it shifts to
the background within a few seconds and is then unable to guide
attention. Mark STOKES will show that working memory items are
initially actively maintained as persistent activity in monkey pre-
frontal cortex. However, neural activity soon goes back to baseline,
but the information is still represented in the background, presum-
ably in newly configured synaptic weights. Ilja SLIGTE will pres-
ent evidence that fragile items, that they are normally not available
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for report, are swapped with background information in working
memory when attention is redirected during memory retention.
WORKING MEMORY CONTENT Fiona MCNAB will show that
the fidelity of working memory representations is impaired when
visual information is presented too close together. Apparently, the
receptive field size of visual neurons plays a crucial role in con-
straining the quality of working memory. Pieter ROELFSEMA
will present monkey V1 data showing that the contents of work-
ing memory are actively maintained in different layers of primary
visual cortex by means of top-down projections. Importantly,
visual masks transiently erase working memory contents in V1,
only to resurface again, presumably through top-down reactiva-
tion. Thomas CHRISTOPHEL will show that working memory
content can be represented at many different levels in the neural
hierarchy, depending on the characteristics of the memoranda.
However, the lateral prefrontal cortex cares only about cognitive
control, not about working memory content. TARGET AUDIENCE
The symposium aims to shift the current debate on working mem-
ory to the question how the brain structures and organizes work-
ing memory content. We believe this symposium will be interested
to students, postdocs, and faculty. The contents and methods will
be useful to a large VSS audience: anyone studying working mem-
ory or attention, and anyone with interests in multivariate pattern
analyses and multilayer electrophysiological recordings. The sym-
posium could benefit them by suggesting new theoretical frame-
works to think about data, as well as new experimental methods
and paradigms.

On the role of working memory in visual attention
Speaker: Christian N.L. Olivers; VU University Amsterdam

Current cognitive and neural models of visual attention emphasize the role
of working memory in biasing attention to task-relevant input. Accord-
ing to these models, the mnemonic maintenance of visual representations
automatically creates an attentional template that prioritizes corresponding
stimuli for selection. However, the past decade has provided evidence that
visual working memory per se is not sufficient, nor necessary for guiding
attention. I give a brief review of the field and of behavioral evidence from
our lab, using paradigms that combine a memory task with a visual search
task. This evidence suggests that for working memory representations to
bias visual attention they require a special active template (or ‘foreground’)
status - in line with models of working memory that assume an internal
focus of attention (Oberauer & Hein, 2012). This while more passive “acces-
sory” or ‘background” memories do not bias attention. Moreover, our most
recent behavioral, eye tracking and EEG experiments indicate that task-rel-
evant representations are actively maintained in working memory for only
the first one or two trials, after which the memory representation appears
to adopt a less active background status (interpreted as a shift to long term
memory; Carlisle, Arita, Pardo, & Woodman, 2011). Intriguingly though,
this shift from working memory occurs regardless of whether the memory
is being used for attentional guidance or not, thus pointing towards a poten-
tial dissociation between active (foreground) vs. passive (background) on
the one hand, and biasing attention vs. not biasing attention on the other.

Dynamic Coding for Working Memory in Prefrontal Cortex
Speaker: Mark G. Stokes; University of Oxford

It is often assumed that maintenance in visual working memory is directly
supported by persistent activation of the corresponding neural representa-
tion. However, the empirical evidence is also quite mixed - persistent delay
activity is not always associated with successful memory performance. We
propose an alternative to standard ‘persistent activity” models: working
memory can be maintained via “activity silent’ neural states, such as tempo-
rary changes in effective connectivity. Within this dynamic coding frame-
work, working memory is manifest in a temporary shift in the response
profile of a neural circuit. Although such changes in connectivity may be
difficult to detect using standard recording approaches, hidden states can
be inferred indirectly from changes in network behavior. Here we describe
a series of novel multivariate analyses that track population-level dynamics
in monkey prefrontal cortex during working memory encoding, mainte-
nance and retrieval. The presentation of a memory item triggers a complex
trajectory through activity state space during the initial encoding period that
strongly differentiates between memory items. Mean activity levels return
to baseline during the maintenance period, however spontaneous spiking
patterns continue to reflect the contents of working memory. Finally, the

presentation of a memory probe triggers a state-dependent response pro-
file that can be read out for successful memory performance. These charac-
teristics of dynamic coding are consistent with activity-driven changes in
underlying connectivity, such as short-term synaptic plasticity and/or net-
work coherence. We consider how such a coding scheme for visual working
memory could generalize to other forms of context-dependent behavior.

Multiple levels in visual short-term memory

Speaker: Ilja G. Sligte; University of Amsterdam

Authors: Dirk van Moorselaar!, Christian Olivers', Victor A.F.
Lamme?, Kimron L. Shapiro®, 'VU University Amsterdam; *Uni-
versity of Amsterdam, *University of Birmingham

As we go up the visual hierarchy, receptive field size becomes larger, tuning
characteristics become more complex, and the lifetime of neural responses
increases. As a logical consequence, one would predict increasingly strict
capacity limits, loss of visual detail, and longer representational lifetime
for representations that depend on higher visual brain regions. Thus, the
neural system acts as a low-pass filter limiting capacity, yet increasing life-
time at the same. In this talk, we will provide evidence that the charac-
teristics of visual sensory memory cohere to this principle: our brief and
super-capacity iconic memory depends on neural excitability in primary
and secondary visual cortex, while our seconds-lasting and high-capacity
fragile memory depends on neural activation in higher visual areas. In
that sense, iconic memory and fragile memory are just like low-order and
high-order forms of visual sensory memory. In addition, we will show that
when information from sensory memory is made available for report, it
replaces virtually all information that is currently stored in visual work-
ing memory, except for one item that remains untouched. Based on the
fact that replaced working memory content can be pulled back for report,
we argue that there are at least three fundamentally discernable levels in
visual short-term memory; 1) foreground processes that form the center
of mind, 2) background processes that are readily available for report, but
can easily be swapped with 3) fragile, sensory memory representation
that passively decay when there is no top-down amplification available.

Competitive interactions affect working memory precision
Speaker: Fiona McNab; University of Birmingham

Authors: Jumana Ahmad!, Anna C. Nobre?, Kimron L. Shapiro!;
"University of Birmingham, ?University of Oxford

Competition between visually presented stimuli is associated with reduced
neural firing, longer reaction time and reduced BOLD response. It is not
known whether the effects of competition extend to working memory
(WM), nor whether competition represents a common limiting-factor, com-
promising both WM performance in the absence of distraction, as well as
effective distractor exclusion. Here we measured WM precision for an item
placed with small or large spatial separation from another item to be remem-
bered, or from a distractor. In both cases, WM precision was significantly
reduced for small relative to large spatial separation. This indicates that the
effects of competition extend to WM precision, and identifies competition
as a potential common mechanism affecting WM regardless of whether the
two items being encoded are both to be remembered, or whether one is a
distractor. Such a mechanism is a potential basis for the association iden-
tified between distractor exclusion and WM in the absence of distraction.

The role of the different layers of primary visual cortex in
working memory

Speaker: Pieter R. Roelfsema; Netherlands Institute for Neurosci-
ence

Authors: Matthew W. Self, Timo van Kerkoerle; Netherlands Insti-
tute for Neuroscience

Imaging studies have revealed a neuronal correlate of working memory
in primary visual cortex (Harrison & Tong, Nature, 2009). However, it is
unknown if working memories influence spiking activity in the primary
visual cortex. To address this question, we recorded neuronal activity in
the primary visual cortex of monkeys trained to perform attentional and
working memory tasks with a probe that records activity in all the cortical
layers. We found a consistent working memory trace in the spiking activity
in the superficial and deep layers of monkey V1, and only a weak memory
representation in input layer 4. This V1 memory trace could be disrupted
with a visual mask, but it then quickly recovered. The advantage of the lam-
inar probe is that is also gives insight into the current-source density, which
reveals the putative synaptic sources of memory activity. The current-source
density measurements revealed a characteristic signature of feedback pro-
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cessing with putative synaptic inputs in the superficial and deep layers for
working memory. This signature resembles the signature of selective atten-
tion, supporting the view that top-down modulation of activity in primary
visual cortex underlies both working memory and attention. Our results
provide new insights into the role of early visual cortex in working memory.

Distributed Visual Working Memory Stores Revealed by Multi-
variate Pattern Analyses

Speaker: Thomas B. Christophel; Charité Universitdtsmedizin
Authors: Chang Yan', Carsten Allefeld!, John-Dylan Haynes'?
1Charité Universititsmedizin, ZHumboldt Universitit zu Berlin
The storage buffers retaining visual working memory contents were origi-
nally postulated to reside in prefrontal cortex. Recently, a dissenting view
has evolved claiming that working memory content depends on distrib-
uted storage in sensory brain regions. We provide strong evidence for
this claim in a series of fMRI experiments investigating the content-spec-
ificity of delay-period activity using multivariate pattern analyses. Repre-
sentations of color and motion patterns as well as complex shapes were
identified in early visual, and lateral occipital posterior parietal cortex,
but also in the frontal eye fields. A meta-analysis of content-specificity
within these brain areas revealed large inter-areal differences critically
depending on whether the stimuli were smooth global patterns or shapes
with clear edges and on whether stimuli varied across color, luminance
or motion direction dimensions. In addition, we show that areas beyond
early visual cortex retain information in an inherently view-independent
format and that coding of a given stimulus in higher visual areas is not
solely driven by the visual display originally shown. Instead, the repre-
sentation changes when a subject mentally transforms what they are
holding in mind (i.e. during mental rotation). Extending our findings on
visual working memory, we show that verbal content (Chinese Char-
acters memorized by native speakers of Chinese) is selectively stored in
prefrontal areas, more specifically Broca’s area and articulatory premotor
cortex. Finally, while working memory storage seems to be represented
in a distributed way, working memory control could be traced to dor-
solateral prefrontal cortex regardless of what content was memorized.

S4 - How to break the cortical face

perception network

Time/Room: Friday, May 15, 2015, 2:30 - 4:30 pm, Pavilion
Organizer(s): David Pitcher; NIMH

Presenters: Marlene Behrmann, Arash Afraz, Kevin Weiner, David
Pitcher,

Faces are a rich source of social information that simultaneously
convey an individual’s identity, attentional focus, and emotional
state. Primate visual systems are so efficient that processing this
wealth of information seems to happen effortlessly. Yet the sim-
plest functions, like recognizing your mother or judging her mood,
require the interaction of multiple specialized brain regions distrib-
uted across cortex. Despite many years of study our understanding
of the unique functions performed by each region and how these
regions interact to facilitate face perception remains limited. The
speakers in this symposium use novel combinations of experi-
mental techniques to study the behavioral effects of damage and
disruption in the cortical face perception network in both human
and non-human primates. Our aims are to update the fundamen-
tal understanding of how faces are cortically represented and to
establish common theoretical ground amongst researchers who
use different experimental techniques. To achieve this we will
present studies using a range of subject populations (healthy-hu-
mans, brain-damaged patients, pre-operative epileptic patients
and macaques) and experimental methods (optogenetics, fMRI,
microstimulation, physiology, TMS, diffusion weighted imaging
and neuropsychology). We believe this symposium will be of great
interest to VSS attendees for two reasons. Firstly, understanding
the neural processes underlying face perception has proven to be a
testing ground in which key disputes concerning anatomical spec-
ificity and computational modularity take place and which there-
fore generates great interest amongst all cognitive neuroscientists.
Secondly, studying the face network serves as an excellent proxy

for studying the whole brain as a network and we believe attend-
ees will be eager to apply the experimental techniques discussed
to address their own questions. The symposium will conclude
with an open discussion between the speakers and the audience to
establish common ground between those who use different experi-
mental methods and who hold different theoretical positions.

Reverse engineering the face perception system: insights from
congenital prosopagnosia

Speaker: Marlene Behrmann; Department of Psychology, Carnegie
Mellon University, USA

Reverse engineering involves disassembling a complex device and analyz-
ing its components and workings in detail with the goal of understanding
how the device works in its intact state. To elucidate the neural compo-
nents implicated in normal face perception, we investigate the disrupted
components in individuals with congenital prosopagnosia, an appar-
ently lifelong impairment in face processing, despite normal vision and
other cognitive skills. Structural and functional MRI data reveal compro-
mised connectivity between more posterior face-selective cortical patches
and more anterior regions that respond to face stimuli. Computational
descriptions of the topology of this connectivity, using measures from
graph theory that permit the construction of the network at the level of
the whole brain, uncover atypical organization of the face network in CP.
Moreover, this network disorganization is increasingly pronounced as a
function of severity of the face recognition disorder. Last, we reconstruct
the face images viewed by normal and prosopagnosic observers from the
neural data and demonstrate the altered underlying representations in
key cortical regions in the prosopagnosic individuals. This multipronged
approach uncovers in fine-grained detail the alteration in information
discrimination in the prosopagnosic individuals as well as the pertuba-
tions in the neural network that gives rise to normal face perception.

The causal role of face-selective neurons in face perception
Speaker: Arash Afraz; Massachusetts Institute of Technology

Many neurons in the inferior temporal cortex (IT) of primates respond
more strongly to images of faces than to images of non-face objects.
Such so-called ‘face neurons’ are thought to be involved in face recogni-
tion behaviors such as face detection and face discrimination. While this
view implies a causal role for face neurons in such behaviors, the main
body of neurophysiological evidence to support it is only correlational.
Here, I bring together evidence from electrical microstimulation, opto-
genetic and pharmacological intervention to bridge the gap between
the neural spiking of IT face selective neurons and face perception.

The human face processing network is resilient after resection
of specialized cortical inputs

Speaker: Kevin Weiner; Department of Psychology, Stanford Uni-
versity

Functional hierarchies are a prevalent feature of brain organization. In
high-level visual cortex, the ‘occipital face area’” (OFA/IOG-faces) is
thought to be the input to a specialized processing hierarchy subserving
human face perception. However, evidence supporting or refuting the
causal role of IOG-faces as a necessary input to the face network evades
researchers because it necessitates a patient with a focal lesion of the right
inferior occipital cortex, as well as functional measurements both before
and after surgical removal of this region. Here, in a rare patient fulfilling
both of these requirements, we show that the face network is surprisingly
resilient in two ways following surgical removal of IOG-faces. First, the
large-scale cortical layout and selectivity of the face network are stable
after removal of IOG-faces. Second, following resection, face-selective
responses in ventral temporal cortex surprisingly become more reliable in
the resected hemisphere, but not in the intact hemisphere. Further investi-
gations of the anatomical underpinnings of this resiliency using diffusion
tensor imaging suggest the existence of additional white matter pathways
connecting early visual cortex to downstream face-selective regions inde-
pendent of IOG-faces. Thus, after resection, neural signals can still reach
downstream regions via these pathways that are largely unconsidered
by present neurofunctional models of face processing. Altogether, these
measurements indicate that IOG-faces is not the key input to the face net-
work. Furthermore, our results pose important constraints on hierarchi-
cal models in high-level sensory cortices and provide powerful insight
into the resiliency of such networks after damage or cortical trauma.
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Transient disruption in the face perception network: combining
TMS and fMRI

Speaker: David Pitcher; NIMH

Faces contain structural information, for identifying individuals, as well
as changeable information, that can convey emotion and direct atten-
tion. Neuroimaging studies reveal brain regions that exhibit preferential
responses to invariant or changeable facial aspects but the functional con-
nections between these regions are unknown. This issue was addressed by
causally disrupting two face-selective regions with thetaburst transcranial
magnetic stimulation (TBS) and measuring the effects of this disruption
in local and remote face-selective regions with functional magnetic reso-
nance imaging (fMRI). Participants were scanned, over two sessions, while
viewing dynamic or static faces and objects. During these sessions, TBS was
delivered over the right occipital face area (rOFA) or right posterior supe-
rior temporal sulcus (rpSTS). Disruption of the rOFA reduced the neural
response to both static and dynamic faces in the downstream face-selec-
tive region in the fusiform gyrus. In contrast, the response to dynamic
and static faces was doubly dissociated in the rpSTS. Namely, disruption
of the rOFA reduced the response to static but not dynamic faces, while
disruption of the rpSTS itself, reduced the response to dynamic but not
static faces. These results suggest that dynamic and static facial aspects
are processed via dissociable cortical pathways that begin in early visual
cortex, a conclusion inconsistent with current models of face perception.

S5 - Linking behavior to different

measures of cortical activity
Time/Room: Friday, May 15, 2015, 5:00 - 7:00 pm, Talk Room 1-2

Organizer(s): Justin Gardner!, John Serences?, Franco Pestilli;
IStanford University, 2UC San Diego, *Indiana University

Presenters: Justin Gardner, John Serences, Eyal Seidemann,
Aniruddha Das, Farran Briggs, Geoffrey Boynton

A plethora of tools are available for visual neuroscientists to study
brain activity across different spatiotemporal scales and the BRAIN
initiative offers the promise of more. Pipettes and electrodes mea-
sure microscopic activity at channels, synapses and single-units.
Multi-electrode arrays, calcium imaging, voltage-sensitive dyes
and intrinsic imaging measure mesoscale population activity.
Human cortical areas can be mapped using fMRI, ECoG and EEG.
In principle, the multiplicity of technologies offers unprecedented
possibilities to gain information at complementary spatiotempo-
ral scales. Leveraging knowledge across measurement modalities
and species is essential for understanding the human brain where
the vast majority of what we know comes from non-invasive mea-
surements of brain activity and behavior. Despite the potential for
convergence, different methodologies also produce results that
appear superficially inconsistent, leading to categorically distinct
models of cortical computation subserving vision and cognition.
Visual spatial attention provides an excellent case study. A great
deal of behavioral work in humans has established that reaction
times and discrimination thresholds can be improved with prior
spatial information. Measurements of brain activity using very
similar protocols have been made using metrics ranging from
single-unit responses to functional imaging in both animals and
humans. Despite this wealth of potentially complementary data,
general consensus has yet to be achieved. Effects of attention on
basic visual responses, such as contrast-response, have yielded dif-
ferent conclusions in and across measurements from fMRI (Buracas
and Boynton, 2007; Murray, 2008; Pestilli et al, 2011), voltage sen-
sitive dye imaging (Chen and Seidemann, 2012) and single-units
and EEG (McAdams and Maunsell, 1999; Williford and Maunsell,
2006; Cohen and Maunsell 2012; Di Russo et al., 2001; Itthipuri-
pat et al., 2014; Kim et al., 2007; Lauritzen et al., 2010; Wang and
Wade, 2011). Task-related responses measured with optical imag-
ing (Sirotin and Das, 2009; Cardoso et al., 2012) also suggest some
discrepancy across measurements. These disparate results lead to
different models that relate neural mechanisms of attention with
behavior (e.g. Pestilli et al, 2011; Itthipuripat et al., 2014). Moreover,
some attention effects like reduction in neural variance and pair-

wise correlations (Cohen and Maunsell, 2009; Herrero et al., 2013;
Mitchell et al., 2007; 2009; Niebergall et al., 2011), as well as changes
in synaptic efficacy (Briggs et al., 2013) can not even be assessed
across all measurements. Rather than considering one specific
measurement as privileged, providing ground truth, we propose
striving for synthesis and explains the totality of evidence. Theo-
retic modeling (e.g. Reynolds and Heeger, 2009) provides frame-
works that offer the potential for reconciling across measurements
(Hara et al., 2014). This symposium is aimed at bringing together
people using different spatiotemporal scales of measurements with
an eye towards synthesizing disparate sources of knowledge about
neural mechanisms for visual attention and their role in predicting
behavior. Speakers are encouraged to present results from a per-
spective that allows direct comparison with other measurements,
and critically evaluate whether and why there may be discrepan-
cies. Importantly, the discrepancies observed using these different
measures can either lead to very different models of basic neural
mechanisms or can be used to mutually constrain models linking
neural activity to behavior.

Linking brain activity to visual attentional behavior considering
multiple spatial-scales of measurement

Speaker: Justin Gardner; Department of Psychology, Stanford Uni-
versity

Authors: Franco Pestilli; Department of Psychological and Brain
Sciences, Program in Neuroscience, Indiana University

Understanding the human neural mechanisms that underly behavioral
enhancement due to visual spatial attention requires synthesis of knowl-
edge gained across many different spatial scales of measurement and
species. Our lab has focused on the measurement of contrast-response
and how it changes with attention in humans. Contrast is a key visual
variable in that it controls visibility and measurements from single-units
to optical-imaging to fMRI find general consistency in that cortical visual
areas respond in monotonically increasing functions to increases in con-
trast. Building on this commonality across multiple spatial-scales of
measurement, we have implemented computational models that predict
behavioral performance enhancement from fMRI measurements of con-
trast-response, in which we tested various linking hypotheses, from sen-
sory enhancement, noise reduction to efficient selection. Our analysis of
the human data using fMRI suggested a prominent role for efficient selec-
tion in determining behavior. Our work is heavily informed by the phys-
iology literature particularly because some properties of neural response,
such as efficiency of synaptic transmission or correlation of activity are
difficult if not impossible to determine in humans. Nonetheless, discrep-
ancies across measurements suggests potential difficulties of interpreta-
tion of results from any single measurement modality. We will discuss
our efforts to address these potential discrepancies by adapting com-
putational models used to explain disparate effects across different sin-
gle-unit studies to larger spatial-scale population measures such as fMRL

EEG and fMRI provide different insights into the link between
attention and behavior in human visual cortex

Speaker: John Serences; Neurosciences Graduate Program and
Psychology Department, University of California, San Diego

Authors: Sirawaj Itthipuripat!, Thomas Spraguel, Edward F Ester?,
Sean Deering? 'Neurosciences Graduate Program “Psychology
Department, University of California, San Diego

A fMRI study by Pestilli et al. (2011) established a method for modeling
links between attention-related changes in BOLD activation in visual cortex
and changes in behavior. The study found that models based on sensory
gain and noise reduction could not explain the relationship between atten-
tion-related changes in behavior and attention-related additive shifts of
the BOLD contrast-response function (CRF). However, a model based on
efficient post-sensory read-out successfully linked BOLD modulations and
behavior. We performed a similar study but used EEG instead of fMRI
as a measure of neural activity in visual cortex (Itthipuripat et al., 2014).
Instead of additive shifts in the BOLD response, attention induced a tempo-
rally early multiplicative gain of visually evoked potentials over occipital
electrodes, and a model based on sensory gain sufficiently linked atten-
tion-induced changes in EEG responses and behavior, without the need
to incorporate efficient read-out. We also observed differences between
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attention-induced changes in EEG-based CRFs (multiplicative gain) and
fMRI-based CRFs (additive shift) within the same group of subjects who
performed an identical spatial attention task. These results suggest that
attentional modulation of EEG responses interacts with the magnitude of
sensory-evoked responses, whereas attentional modulation of fMRI sig-
nals is largely stimulus-independent. This raises the intriguing possibility
that EEG and fMRI signals provide complementary insights into cortical
information processing, and that these complementary signals may help to
better constrain quantitative models that link neural activity and behavior.

Attentional modulations of sub- and supra-threshold neural
population responses in primate V1

Speaker: Eyal Seidemann; Department of Psychology and Center
for Perceptual Systems The University of Texas at Austin

Voltage-sensitive dye imaging (VSDI) measures local changes in pooled
membrane potentials, simultaneously from dozens of square millimeters
of cortex, with millisecond temporal resolution and spatial resolution
sufficient to resolve cortical orientation columns. To better understand
the quantitative relationship between the VSDI signal and spiking activ-
ity of a local neural population, we compared visual responses measured
from V1 of behaving monkeys using VSDI and single-unit electrophysiol-
ogy. We found large and systematic differences between response prop-
erties obtained with these two techniques. We then used these results to
develop a simple computational model of the quantitative relationship
between the average VSDI signal and local spiking activity. In this talk I
will describe the model and demonstrate how it can be used to interpret
top-down attentional modulations observed using VSDI in macaque V1.

Task-related Responses in Intrinsic-Signal Optical Imaging

Speaker: Aniruddha Das; Department of Neuroscience, Psychiatry,
and Biomedical Engineering, Columbia University

Authors: Cardoso, M.'?, Lima, B.?, Sirotin, Y.% 'Champalimaud
Neuroscience Program (CNP), Lisbon, Portugal; *Department of
Neuroscience, Columbia University, New York, NY

There is a growing appreciation of the importance of endogenous, task-re-
lated processes such as attention and arousal even at the earliest stages of
sensory processing. By combining intrinsic-signal optical imaging with
simultaneous electrode recordings we earlier demonstrated a particular
task-related response - distinct from stimulus-evoked responses - in pri-
mary visual cortex (V1) of macaque monkeys engaged in visual tasks.
The task-related response powerfully reflects behavioral correlates of the
task, independent of visual stimulation; it entrains to task timing, increas-
ing progressively in amplitude and duration with temporal anticipation;
and it correlates with both task-related rewards, and performance. Nota-
bly, however, the effect of the task-related response on stimulus-evoked
responses - such as the contrast response function (CRF) - remains an
open question. For tasks that are stereotyped and independent of visual
stimulation, the task- and stimulus-related responses are linearly sep-
arable: the task-related component can be subtracted away leaving an
imaged contrast response function that is robustly linear with stimu-
lus-evoked spiking. When the task-related response is modified - such as,
by increasing the reward size - the effect is largely additive: the baseline
imaging response increases, without, to first order, changing the CRF of
the stimulus-evoked component. Thus the important question remains:
are there other reliable measures of changes in neural activity, such as
changes in signal or noise correlation, rather than local spike rate or
LFP magnitude, that can better characterize the task-related response?

Attention and neuronal circuits
Speaker: Farran Briggs; Geisel School of Medicine at Dartmouth
College

Visual attention has a profound impact on perception, however we cur-
rently lack a neurobiological definition of attention. In other words, we
lack an understanding of the cellular and circuit mechanisms underlying
attentional modulation of neuronal activity in the brain. The main objec-
tive of my research is to understand how visual spatial attention alters
the way in which neurons communicate with one another. Previously,
my colleagues and I demonstrated that attention enhances the efficacy of
signal transmission in the geniculocortical circuit. Through this work, we
suggest that the mechanisms underlying attentional modulation of neu-
ronal activity involve enhancement of signal transmission in neuronal
circuits and increasing the signal-to-noise ratio of information transmit-
ted in these circuits. Results from my lab indicate that these mechanisms
can explain attentional modulations in firing rate observed in primary

visual cortical neurons. Our current research focuses on understanding
the rules governing attentional modulation of different functional circuits
in the visual cortex. Preliminary results suggest that attention differen-
tially regulates the activity of neuronal circuits dependent on the types of
information conveyed within those circuits. Overall, our results support
a mechanistic definition of attention as a process that alters the dynamics
of communication in specific neuronal circuits. I believe this circuit-level
understanding of how attention alters neuronal activity is required in order
to develop more targeted and effective treatments for attention deficits.

A comparison of electrophysiology and fMRI signals in area V1

Speaker: Geoffrey Boynton; University of Washington, Seattle, WA
fMRI measures in area V1 typically show remarkable consistency
with what is expected from monkey electrophysiology studies. How-
ever, discrepancies between fMRI and electrophysiology appear for
non-stimulus driven factors such as attention and visual awareness. I
will discuss possible explanations for these discrepancies, including
the role of LFP’s in the hemodynamic coupling process, the effects of
feedback and timing, and the overall sensitivity of the BOLD signal.

$6 - How learning changes the brain
Time/Room: Friday, May 15, 2015, 5:00 - 7:00 pm, Pavilion

Organizer(s): Chris Baker and Hans Op de Beeck; NIMH, USA;
University of Leuven, Belgium

Presenters: Krishna Srihasam, Rufin Vogels, David ]J. Freedman,
Andrew E Welchman, Aaron Seitz

The capacity for learning is a critical feature of vision. It is well
established that learning is associated with changes in visual repre-
sentations and the underlying neural substrate (e.g. sharper behav-
ioral discrimination and sharper neural tuning for trained visual
features such as orientation or shape). However, the brain regions
involved vary from experiment to experiment, ranging from pri-
mary visual cortex to all higher levels in the visual system. One
working hypothesis suggests that the hierarchical level at which
neural plasticity is most prominent is related to the complexity
of the stimuli and the task context, but results do not necessarily
support this prediction. Further, the nature of the changes is often
inconsistent between studies. In this symposium we emphasize
the viewpoint that in order to understand how learning changes
the brain, it is critical to consider the underlying complexity and
distributed nature of the visual system. The group of speakers
we have assembled will present work using a variety of different
approaches from behavior to TMS to fMRI in both monkeys and
humans. The consistent theme across talks will be that a fuller and
better understanding of neural plasticity might be achieved by
considering how learning impacts processing from neurons to cir-
cuits to regions in the context of the distributed neural architecture
of vision. Individually, the speakers will highlight specific prop-
erties of the visual system that have an important role in visual
learning but are often not considered in theories of learning. First,
brain regions differ in their average response and selectivity even
before learning, and might each have a different role in learning,
making a search for THE visual learning area unrealistic. Further,
simple classification schemes such as low-level areas subserve
low-level learning and high-level areas high-level learning might
vastly underestimate how effects of learning are distributed across
hierarchical levels. In addition, the regions critical for a task might
change as a function of learning. Even more in detail, different cell
types have different roles in visual processing and are possibly
changed in different ways through learning. Finally, computational
and behavioral approaches also emphasize that learning involves
multiple learning processes, and understanding their interaction is
crucial. Through these examples we will showcase the complexity
of the processes involved in visual learning at the behavioral, neu-
ral, and computational level. This symposium should be of broad
interest to the VSS community from students to faculty, providing
a multidisciplinary overview of current approaches to visual learn-
ing. Often visual learning is studied in specific limited domains
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and the goal of this symposium is to try to integrate findings across
different levels and different scales of visual processing, taking
into account the complexity of the neural system.

Novel module formation reveals underlying shape bias in
primate infero-temporal cortex

Speaker: Krishna Srihasam; Department of Neurobiology, Harvard
Medical School, Boston, MA

Authors: Margaret S. Livingstone; Department of Neurobiology,
Harvard Medical School, Boston, MA

Primate inferotemporal cortex is divided up into domains specialized
for processing specific object categories, such as faces, text, places, and
body parts. These domains are in stereotyped locations in most humans
and monkeys. What are the contributions of visual experience and innate
programs in generating this organization? The reproducible location of
different category-selective domains in humans and macaques suggests
that some aspects of IT category organization must be innate. However,
the existence of a visual word form area, the effects of expertise and our
recent finding that novel specializations appear in IT as a consequence
of intensive early training indicate that experience must also be import-
ant in the formation or refinement of category-selective domains in IT.
To ask what determines the locations of such domains, we intensively
trained juvenile monkeys to recognize three distinct sets of shapes: alpha-
numeric symbols, rectilinear shapes and cartoon faces. After training,
the monkeys developed regions that were selectively responsive to each
trained set. The location of each specialization was similar across mon-
keys, despite differences in training order. The fact that these domains
consistently mapped to characteristic locations suggests that a pre-exist-
ing shape organization determines where experience will exert its effects.

Learning to discriminate simple stimuli modifies the response
properties of early and late visual cortical areas

Speaker: Rufin Vogels; Laboratorium voor Neuro- en Psychofysi-
ologie, Dpt. Neurowetenschappen, KU Leuven Campus Gasthuis-
berg, Belgium

Authors: Hamed Zivari Adab; Laboratorium voor Neuro- en Psy-
chofysiologie, Dpt. Neurowetenschappen, KU Leuven Campus
Gasthuisberg, Belgium

Practicing simple visual detection and discrimination tasks improves per-
formance, a signature of adult brain plasticity. Current models of learn-
ing with simple stimuli such as gratings postulate either changes in early
visual cortex or reweighting of stable early sensory responses at the deci-
sion stage. We showed that practice in orientation discrimination of noisy
gratings (coarse orientation discrimination) increased the ability of single
neurons of macaque visual area V4 to discriminate the trained stimuli.
Then we asked whether practice in the same task also changes the response
properties of later visual cortical areas. To identify candidate areas, we
used fMRI to map activations to noisy gratings in the trained monkeys,
revealing a region in the posterior inferior temporal (PIT) cortex. Subse-
quent single unit recordings showed that the PIT neurons discriminated
better the trained compared with the untrained orientations, even when
the animals were performing an orthogonal task. Unlike in previous single
unit studies of learning in early visual cortex, more PIT neurons preferred
trained compared with untrained orientations. Thus, practicing a simple
discrimination of grating stimuli cannot only affect early visual cortex
but also changes the response properties of late visual cortical areas. Per-
turbation of the activity in PIT reduced the coarse orientation discrimi-
nation performance in the trained animals, suggesting that this region is
indeed part of the network underlying the performance in the task. We
suggest that visual learning modifies the responses of most if not all areas
that are part of the cortical network which supports the task execution.

Learning-dependent plasticity of visual encoding in inferior
temporal cortex

Speaker: David J. Freedman; Department of Neurobiology, The
University of Chicago

Authors: Jillian L. McKee; Department of Neurobiology, The Uni-
versity of Chicago

Our ability to recognize complex visual stimuli depends critically on our

past experience. For example, we easily and seemingly automatically rec-
ognize visual stimuli such as familiar faces, our bicycle, or the characters

on a written page. Visual form recognition depends on neuronal process-
ing along a hierarchy of visual cortical areas which culminates in inferior
temporal cortex (ITC), which contains neurons which show exquisite
selectivity for complex visual stimuli. Although both passive experience
and explicit training can modify or enhance visual selectivity in ITC, the
mechanisms underlying this plasticity are not understood. This talk will
describe studies aimed at understanding the impact of experience on visual
selectivity in ITC. Monkeys were trained to perform a categorization task
in which they classified images as novel or familiar. Familiar images had
been repeatedly viewed over months of prior training sessions, while
novel images had not been viewed prior to that session. Neurophysiolog-
ical recordings from ITC and prefrontal cortex (PFC) revealed a marked
impact of familiarity on neuronal responses in both areas. ITC showed
greater stimulus selectivity than PFC, while PFC showed a more abstract
encoding of the novel and familiar categories. We also examined famil-
iarity-related changes in ITC encoding within individual sessions, while
monkeys viewed initially novel stimuli ~50 times each. This revealed
enhanced stimulus selectivity with increasing repetitions, and distinct pat-
terns of effects among putative inhibitory and excitatory neurons. This may
provide a mechanism for familiarity-related changes in ITC activity, and
could help understand how ITC stimulus selectivity is shaped by learning.

Training transfer: from functional mechanisms to cortical
circuits

Speaker: Andrew E Welchman; University of Cambridge, UK
Authors: Dorita F Chang; University of Cambridge, UK

While perception improves with practice, the brain is faced with a Gold-
ilocks challenge in balancing the specificity vs. generality of learning.
Learning specificity is classically established (e.g. Karni & Sagi, 1991, PNAS
88, 4966-4970), however, recent work also reveals generalisation that pro-
motes the transfer of training effects (e.g., Xiao et al, 2008, Cur Biol, 18,
1922-26). Here I will discuss how we can understand the neural mecha-
nisms that support these opposing drives for optimising visual process-
ing. I will discuss work that uses perceptual judgments in visual displays
where performance is limited by noise added to the stimuli (signal-in-
noise tasks) or clearer displays that push observers to make fine differ-
entiation between elements (feature difference tasks). I will review work
that suggests different foci of fMRI activity during performance of these
types of task (Zhang et al, 2010, ] Neurosci, 14127-33), and then describe
how we have used psychophysical tests of learning transfer to under-
stand the mechanisms that support learning (Chang et al, 2013, ] Neurosci,
10962-71). Finally, I will discuss recent TMS work that implicates a wide
high-level network involved in generalisation of training between tasks.

Moving beyond a binary view of specificity in perceptual
learning

Speaker: Aaron Seitz; Department of Psychology University of Cal-
ifornia, Riverside

A hallmark of modern perceptual learning is the nature to which learning
effects are specific to the trained stimuli. Such specificity to orientation, spa-
tial location and even eye of training (Karni and Sagi, 1991), has been used
as psychophysical evidence of neural basis of learning. However, recent
research shows that learning effects once thought to be specific depend on
subtleties of the training procedure (Hung and Seitz, 2014) and that within
even a simple training task that there are multiple aspects of the task and
stimuli that are learned simultaneously (LeDantec, Melton and Seitz, 2012).
Here, I present recent results my from my lab and others detailing some
of the complexities of specificity and transfer and suggest that learning on
any task involves a broad network of brain regions undergoing changes
in representations, readout weights, decision rules, feedback processes,
etc. However, importantly, that the distribution of learning across the
neural system depends upon the fine details of the training procedure. I
conclude with the suggestion that to advance our understanding of per-
ceptual learning, the field must move towards understanding individ-
ual, and procedurally induced, differences in learning and how multiple
neural mechanisms may together underlie behavioral learning effects.
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Talk Session, Talk Room 1
Moderator: Pascal Mamassian

21.11, 8:15 am The orientation dependence of the motion streak
aftereffect reveals interactions between form and motion neurons
Matthew Tang' (tangm03@student.uwa.edu.au), James Dickinson', Troy
Visser', David Badcock’; 'School of Psychology, The University of Western
Australia

The extended integration time of visual neurons leads to fast-moving
objects producing the neural equivalent of an orientation cue along the axis
of motion. The dominant model [Geisler, W.S. (1999). Motion streaks pro-
vide a spatial code for motion direction. Nature, 400(6739), 65-69] proposes
that these ‘motion streaks’ resolve the inherent directional uncertainty aris-
ing from the small size of receptive fields in V1, by combining spatial orien-
tation with motion signals in V1. This model was tested using visual afteref-
fects, where adapting to a static grating causes the perceived direction of a
subsequently-presented fast motion stimulus to be repelled away from the
adapting orientation. Using a similar adaptation method, we measured the
angular dependence of this effect and found in each human observer that
a much broader range of adapting orientations (mean of 38.82° instead of
21.72°) produced aftereffects than predicted by the current model of motion
streaks. This suggests that motion streaks influence motion perception at a
later stage than V1. We also found that varying the spatial frequency of the
adaptor by approximately two octaves changed the aftereffect from repul-
sive to attractive for motion, but not form stimuli. Finally, manipulations
of V1 excitability, using transcranial direct current stimulation, reduced
the aftereffect, suggesting that the orientation cue is dependent upon V1.
These results can be accounted for if the orientation information from the
motion streak, gathered in V1, enters the motion system at a later stage of
motion processing, most likely V5. A new computational model of motion
direction is presented incorporating gain modifications of broadly-tuned
motion-selective neurons, most likely in V5, by narrowly-tuned orienta-
tion-selective cells in V1, which successfully accounts for the data in the
current study. These results stress that orientation places strong constraints
on motion processing in a different way than the current models predict.

Acknowledgement: This work was supported by an Australian Research Council
grants DP130102580 and DP110104553 to DRB and DP120102313 to TAWV.

21.12, 8:30 am Optimal speed estimation in natural image movies
predicts human performance Johannes Burge' (jburge@sas.upenn.edu),
Wilson Geisler?; 'Department of Psychology, University of Pennsylvania,
*Center for Perceptual Systems, University of Texas at Austin

Accurate perception of motion depends critically on accurate estimation
of retinal motion speed. Here, we first analyze natural image movies to
determine the optimal space-time receptive fields for encoding local motion
speed in a given direction. Next, from the receptive field responses to nat-
ural stimuli, we determine the neural computations that are optimal for
combining and decoding the responses into estimates of speed. The com-
putations show how selective, invariant speed-tuned units might be con-
structed by the nervous system. The space-time receptive fields (which
are direction-tuned but not speed-tuned) and the speed-tuned units
exhibit strong similarities to neurons in cortex. Then, in a psychophysi-
cal experiment using matched naturalistic stimuli, we show that human
performance closely parallels optimal performance. Indeed, a single free
parameter accurately predicts the detailed shapes of a large set of psy-
chometric functions. For each human observer, this parameter accounts
for more than 95% of the variance in the discrimination data with natu-
ral stimuli. The optimal observer also provides excellent predictions of
human performance with classic artificial stimuli (e.g. drifting gabors).
Importantly, the optimal observer for speed estimation was not designed
to match human performance. Rather, it was constructed to maximize the
accuracy of speed estimates in natural image movies given the constraints
of the visual system’s front end. We conclude i) that many properties of
speed selective neurons and human speed discrimination performance
are predicted by the optimal computations, and ii) that natural stimu-
lus variation affects optimal and human observers almost identically.

21.13, 8:45 am Motion pareidolia: illusory perception of coherent
apparent motion in random noise Nicolas Davidenko' (ndaviden@

ucsc.edu), Yeram Cheong? Jacob Smith'; 'Psychology Department, UC
Santa Cruz, “Psychology Department, UC Riverside

We report a novel class of visual illusion we term motion pareidolia, in
which the sequential presentation of random textures gives rise to illusory
percepts of coherent apparent motion. In 3 experiments, we presented naive
observers with sequences of random pixel arrays refreshing randomly every
400ms. In Experiment 1 (n=92), these sequences began witha “real” apparent
motion prime (e.g. a fixed random texture shifting up and down by 4 pixels),
which degenerated into randomness across the first 12 frames. Observers
were instructed to press a button when they noticed that the primed motion
pattern changed or stopped. Across conditions, 74% of observers reported
that the primed motion persisted for at least 3 random frames following the
prime, and often for 20 or more random frames (see Supplementary mate-
rials). In Experiment 2 (n=50), we tested whether these illusory percepts
could arise spontaneously. We presented observers with 6-frame sequences
depicting one of 4 motion patterns (alternating: up-down or right-left; or
same-direction: up-up or right-right). Across trials we varied visual noise
from 0% (pure signal) to 100% (pure noise) and instructed observers to
identify which of the 4 motion patterns was being depicted, or whether
the display was random. Observers falsely identified motion on 41% of the
pure noise trials, indicating that motion pareidolia can arise spontaneously
without a direct prime. Further, observers were significantly more likely to
falsely perceive alternating than same-direction motion. In Experiment 3
(n=56), we tested whether this alternating bias could result from the bound-
ary conditions of the display region. Indeed, when the display region was
ring-shaped, the alternating bias disappeared. Overall, our data demon-
strate that naive observers readily perceive suggested motion patterns in
random noise. To account for this phenomenon, we propose a top-down
selective visual attention model that is biased to confirm expectations.

21.14, 9:00 am Temporal evolution of motion direction judgments

Oh-Sang Kwon' (oskwon@cvs.rochester.edu), Ruyuan Zhang', Duje
Tadin'?; 'Center for Visual Science & Dept. of Brain and Cognitive Sci-
ences, University of Rochester, Department of Ophthalmology, Univer-
sity of Rochester, Rochester, NY, USA 14627

Existing models of perceptual decision-making for moving stimuli assume a
continuous accumulation of sensory signals for a given direction of motion
(Smith & Ratcliff, 2004). This predicts concurrent improvements in estimat-
ing motion axis (orientation of motion direction) and motion direction over
time. Here, we present a novel finding that the visual system can extract
motion axis orientation before detecting motion direction. Methods and
results: To estimate the temporal evolution of motion direction judgments,
we asked participants to adjust an on-screen arrow to indicate perceived
direction of moving stimuli varying in duration (rigid texture motion;
randomly chosen direction; 99% contrast, 11° radius, 5°/s speed; stimuli
presented at 360Hz). As expected, participants’ responses were completely
random for very brief stimulus motions (5ms) and distributed around
the actual motion direction for long durations (>90ms). Interestingly, for
intermediate durations (30-60ms), participants” responses exhibited a clear
bimodal distribution with equal peaks in the actual motion direction and
in the opposite direction. These results indicate that participants extract
motion axis information before having a sense of the actual motion direc-
tion. In a related experiment, we found that for certain brief stimulus dura-
tions, subjects were 100% correct at estimating motion axis while being at
chance at perceiving motion direction. Next, we ran several experiments
to rule out possible contributions of spatial signals (i.e., the well-known
motion streaks). Finally, we explored the contrast and size dependency of
this result (5-99% contrast; 1°-11° radius). The results reveled that rapid and
early coding of motion axis was mainly associated with large, high-contrast
moving stimuli, stimuli associated with center-surround suppression of
motion signals (Tadin et al., 2003). Conclusion: We show the visual system
can extract motion axis information considerably faster than motion direc-
tion information. The specificity to large, high-contrast motion stimuli offers
new clues how center-surround suppression affects motion perception.

Acknowledgement: This work is supported by R0O1 EY019295 to D.T.
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21.15, 9:15 am The temporal efficiency function of the energy-based
and feature tracking motion systems Remy Allard'?? (remy.allard@
inserm.fr), Angelo Arleo'??; 'INSERM, U968, Paris, F-75012, France, *Sor-
bonne Universités, UPMC Univ Paris 06, UMR_S 968, Institut de la Vision,
Paris, F-75012, France, 3CNRS, UMR_7210, Paris, F-75012, France

The low-level, energy-based motion system and the high-level, feature
tracking motion system have different temporal characteristics: the sen-
sitivity function of the energy-based system is bandpass peaking around
10 Hz and the feature tracking system is lowpass with a cut-off frequency
around 3 Hz. For the energy-based motion system, the greater sensitivity
to middle frequencies could be due to less internal noise or more efficient
processing (i.e., requiring lower signal-to-noise ratios) at these tempo-
ral frequencies. Equivalently, for the feature tracking motion system, the
sensitivity drop with temporal frequency could be due to an increase in
internal noise or a decrease in processing efficiency. To investigate which
underlying factor is responsible for the shape of the temporal sensitivity
function for each motion system, an external noise paradigm was used to
decompose the sensitivity into internal equivalent noise and calculation
efficiency over a wide range of temporal frequencies. To examine the pro-
cessing of the energy-based system, observers were asked to discriminate
the rotating direction of a sine wave grating, which provided strong local
luminance drifting cues. For the feature tracking system, the same stimulus
was used except that the phase of the sine wave grating was randomized
at each frame so the stimulus was drift-balanced. Results showed that the
greater sensitivity of energy-based processing to middle frequencies was
due to less internal noise and the calculation efficiency remained relatively
constant over a wide range of temporal frequencies. Conversely, the sen-
sitivity drop of the feature tracking system with temporal frequency was
due to both a reduction in the calculation efficiency and an increase in
internal equivalent noise. The shape of the temporal sensitivity function
therefore reveals fundamentally different properties for the two motion
systems: internal noise variation for the energy-based system and both
internal noise and processing efficiency for the feature tracking system.

Acknowledgement: This research was supported by ANR-Essilor SilverSight
Chair

21.16, 9:30 am Early, local motion signals generate directional
preferences in depth ordering of transparent motion Alexander

Schiitz' (alexander.c.schuetz@psychol.uni-giessen.de), Pascal Mamassian?;
'Department of Psychology, Justus-Liebig-University Giessen, Germany,
2CNRS & Ecole Normale Supérieure, Paris, France

Superposition of two dot clouds moving in different directions results in
the perception of two transparent layers with ambiguous depth order.
Intriguingly, the layer moving downwards or rightwards is preferentially
seen in front (Mamassian & Wallace, 2010). Here we investigated which
motion properties are causing these directional biases. In four experiments,
we manipulated global properties of the dot clouds or local properties of
individual dots to measure their influence on depth ordering. In all experi-
ments, observers indicated the layer they saw in front. First, we found that
the location in the visual field of the apertures within which the dots were
presented did not affect depth ordering. This means that the directional
biases were not related to the direction of optic flow induced by a trans-
lating observer (Gibson, 1950). Second, when the individual dots and the
apertures were moving in different directions, only the motion direction of
the dots determined the depth ordering. Third, when the moving elements
were oriented lines rather than dots, the directional biases were strongly
shifted towards the direction orthogonal to the lines rather than the motion
direction of the lines. Perceived motion direction was also influenced by line
orientation, but less so. This means that depth order was determined before
the aperture problem was fully resolved (Pack & Born, 2001). Finally, vary-
ing the duration of the stimuli, we found that the time constant of the aper-
ture problem was much lower for depth order than for perceived motion
direction. Altogether, our results indicate that depth order is determined in
one shot on the basis of an early motion signal, while perceived motion direc-
tion is continuously updated. Thus, depth ordering in transparent motion
appears to be a surprisingly fast process, that relies on early, local motion
signals (Qian et al., 1994) and that precedes high-level motion analysis.

Acknowledgement: ACS was supported by the SFB 135.

Object Recognition
Saturday, May 16, 8:15 - 9:45 am
Talk Session, Talk Room 2
Moderator: Martin Lages

21.21, 8:15 am Real-world object size is automatically activated by
mid-level shape features Bria Long' (brialong@fas.harvard.edu), Talia

Konkle', George Alvarez'; 'Department of Psychology, Harvard Univer-
sity

When we recognize an object, we automatically know how big it is in the
world (Konkle & Oliva, 2012). Here we asked whether this automatic acti-
vation relies on explicit recognition at the basic level category of the object,
or whether it can be triggered by mid-level visual features. To explore this
question, we gathered images of big and small objects (e.g. car, shoe), and
then generated texture stimuli by coercing white noise to match the mid-
level image statistics of the original objects (Freeman & Simoncelli, 2011).
Behavioral ratings confirmed that these textures were unidentifiable at
the basic-level (N=30, 2.8% SD: 4%). In Experiment 1, participants made
a speeded judgment about which of two textures was visually bigger or
smaller on the screen. Critically, the visual sizes of the textures were either
congruent or incongruent with real-world sizes of the original images.
Participants were faster at judging the visual size of the texture when
it’s original size was congruent (M=504 ms) vs. incongruent (M=517 ms)
with it’s size on the screen (t(15)=3.79, p< .01). This result suggests that
these texture stimuli preserve shape features that are diagnostic of real-
world size and automatically activate this association. Consistent with this
interpretation, we found that a new set of observers could correctly clas-
sify these textures as big or small in the real-world at a rate slightly above
chance (N=30, small objects, 63.2%, big objects: 56.4%), and that the mag-
nitude of the Stroop effect was greater when judging textures that were
more consistently associated with big or small real-world sizes (F(1, 23)=38,
p< 0.001). Taken together, these results suggest that mid-level visual fea-
tures are sufficient to automatically activate real-world size information.

21.22, 8:30 am Category Boundaries and Typicality Warp the Neural
Representation Space of Real-World Object Categories Marius
Citdlin lordan' (mci@stanford.edu), Michelle Greene', Diane Beck? Li
Fei-Fei'; "Computer Science Department, Stanford University, ?Psychology
Department & Beckman Institute, University of Illinois, Urbana-Cham-
paign

Categories create cognitively useful generalizations by leveraging the cor-
relational structure of the world. Although classic cognitive studies have
shown that object categories have both intrinsic hierarchical structure
(entry-level effects, Rosch et al., 1976), as well as graded typicality structure
(Rosch, 1973), relatively little is known about the neural underpinnings of
these processes. In this study, we leverage representational similarity anal-
ysis to understand how behaviorally relevant category structure emerges
in the human visual system. We performed an fMRI experiment in which
participants were shown color photographs of 15 subordinate-level cat-
egories from each of two basic-level categories (dogs and cars). Typical-
ity for each subordinate within its basic was also assessed behaviorally.
We computed the neural correlation distance between all pairs of cate-
gories in early visual areas (V1, V2, V3v, hV4) and object-selective cortex
(LOC). We found that as we move from low-level visual areas to object-se-
lective regions, neural distances are compressed within object categories,
and simultaneously expanded between object categories. This effect arises
gradually as we move up the ventral visual stream through V1, V2, V3v,
hV4, with a marked increase between hV4 and LOC. Furthermore, within
each basic category in LOC, subordinate typicality influences the organi-
zation of the neural distance space: highly typical items are brought closer
together, while distance between atypical exemplars grows. Again, this
effect arises between hV4 and LOC, suggesting that a significant qualita-
tive jump in the differentiation of object categories from one another as
independent structures, as well as in their internal organization, occurs
in object-selective areas. Our results show that as we move up the ven-
tral visual stream, distances between neural representations of real-world
objects warp to facilitate categorical distinctions. Moreover, the nature of
this warping may provide evidence for a prototype-based representation
that clusters highly typical subordinates together in object-selective cortex.

Acknowledgement: William R. Hewlett Stanford Graduate Fellowship (to M.C.1.),
National Institutes of Health Grant ROTEY019429 (to D.M.B. and L.F.-F.)
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21.23, 8:45 am Searching through the hierarchy: Modeling categori-
cal search using class-consistent features Justin Maxfield' (jmax-
fieldsbu@gmail.com), Chen-Ping Yu?, Zelinsky Gregory'? 'Department of
Psychology, Stony Brook University, Department of Computer Science,
Stony Brook University

This study describes how the hierarchical level at which a target is spec-
ified affects categorical search—the search for any member of an object
category. Participants (n=24) searched for a text-cued target at either super-
ordinate, basic, or subordinate levels (counterbalanced over participants).
Stimuli were images of objects from ImageNet. Consistent with previous
work, search was guided most strongly to categorical targets cued at the
subordinate-level, but basic-level targets were verified the fastest. Our com-
putational method first built bag-of-words histograms using SIFT and hue
features extracted from 100 exemplars for each of 68 categories. To describe
categorical guidance, we then quantified the feature variability within each
category by finding the mean pairwise chi-squared distance between all
100 histograms. Doing this for each category, we found the highest intra-
class feature variability at the subordinate level, followed by the basic and
superordinate levels, the same pattern found in the behavioral time-to-tar-
get-fixation data. To describe categorization, we averaged the 100 histo-
grams for each category, then used k-means to find those “class-consis-
tent” features in the averaged histogram having the highest means and the
lowest variability. We found the greatest number of class-consistent fea-
tures at the basic level, replicating the advantage observed in verification
times. Basic-level categories may therefore be verified faster because they
have more consistent features to aid in the decision of category member-
ship. Our work advances this story by quantifying these principles using
features extracted directly from images. Using these same features, this
work also offers an intuitively appealing explanation for differences in cat-
egorical guidance; the less variability in a target category the stronger the
guidance. This simple framework shows that target guidance and verifica-
tion are two behaviors that can be derived from the same features, thereby
further bridging the narrowing gap between search and categorization.

Acknowledgement: This work was supported by NSF grants 11S-1111047 and
11S-1161876.

21.24, 9:00 am Visual interference disrupts visual and only visual

knowledge Pierce Edmiston' (pedmiston@wisc.edu), Gary Lupyan';
'Department of Psychology, University of Wisconsin-Madison

Visual imagery and the making of visual judgments involves activation of
cortical regions that underlie visual perception (e.g., reporting that taxi-
cabs are yellow recruits color sensitive regions of cortex, Simmons et al.,
2007). Such results, however, leave open the critical question of whether
perceptual representations are constitutive of visual knowledge (Barsa-
lou, Simmons, Barbey, & Wilson, 2003; Mahon & Caramazza, 2008). We
report evidence that visual interference disrupts the activation of visual
and only visual knowledge. Recognizing an upright object next to a rotated
picture of the same object is known to be aided by cueing; hearing word
cues that match the subsequently presented pictures (e.g., hearing “alliga-
tor” prior to seeing pictures of alligators) improves performance, whereas
hearing invalid cues (e.g., hearing “alligator” prior to seeing pictures of
dogs) impairs it. We show that we can reduce this cueing effect by 46%
by presenting a visual mask during or after the auditory word cue. The
mask did not affect performance on no-cue trials, showing that the effect
of the visual interference disrupts the knowledge activated by the word.
In subsequent studies we show that the same type of visual interference
affects knowledge probed by verbal propositions. For example, hearing
the word “table” while viewing visual noise patterns made participants
1.4 times more likely to make an error in affirming the visual property
that tables have flat surfaces but not the more general (and equally dif-
ficult) property that tables are furniture. These results provide a con-
vincing resolution of a longstanding debate in cognitive psychology and
neuroscience about the format of visual knowledge. Although much
of our knowledge abstracts away from perceptual details, knowledge
of what things look like appears to be represented in a visual format.

21.25, 9:15 am Words jump-start vision: a label advantage in object
recognition Bastien Boutonnet' (bastien.b1@gmail.com), Gary Lupyan’;
'Department of Psychology, University of Wisconsin, Madison

Making sense of visual input and its structure largely depends on inter-
play between bottom-up signals and top-down influences from high-
er-level processes. Often neglected, is the fact that humans live in a world
additionally structured by language where people use language to shape
each other’s behaviour in flexible ways. Could language play a key role
visual processing? Traditionally, effects of language on perception are

often assumed to be “high-level” in that, while language clearly influences
reasoning, and decision-making, it does not influence low-level visual pro-
cesses. Here, and in opposition with this common view, we test the pre-
diction that words are able to provide top-down guidance at the earliest
stages of visual processing. We compared whether visual processing of
images of familiar animals and artefacts was enhanced after hearing their
name (e.g., “dog”) compared to hearing an equally familiar and unambig-
uous nonverbal sound (e.g., dog-bark). We predicted that words would
deploy more effective categorical templates, allowing enhanced visual
recognition. By recording EEGs, we were able to distinguish whether this
“label-advantage” stemmed from changes to early visual processing or
to later semantic decision-making. The results show that hearing a label
affects visual processes within 100 ms of image presentation, and that
this modulation is category-sensitive. ERPs show that the P1 was larger
when people were cued by labels compared to when they were cued by
equally informative nonverbal cues. More importantly, this enhancement
predicted behavioural responses occurring almost 500 ms later. Hearing
labels modulated single-trial P1 activity such that it distinguished between
target and non-target images, showing, for the first time, that words rap-
idly guide early visual processing. Crucially, while cue-picture congruence
modulated the N4 - known to index semantic integration- cue-types did
not, confirming that both cue-types were equally informative, and that
the label-advantage results from modulations of perceptual processes.

21.26, 9:30 am lllusory Expansion Improves Visual Acuity Martin
Lages' (m.lages@psy.gla.ac.uk), Stephanie Boyle?, Rob Jenkins?; 'School
of Psychology, University of Glasgow, “Institute of Neuroscience and
Psychology, University of Glasgow, *Department of Psychology, Univer-
sity of York

A Snellen-type chart is commonly used for routine eye examination. This
test serves as a benchmark for visual acuity where observers read out Sloan
letters of decreasing size at a recommended viewing distance. The smallest
readable letter size is typically used as a measure of visual acuity. For exam-
ple, vision of 20/20 and 10/10 describes the ability to resolve letters sub-
tending 5 minutes of arc at a viewing distance of 20 (6m) and 10 feet (3m),
respectively. Here we show thatadaptation to a rotating spiral and the ensu-
ing motion aftereffect (MAE) significantly alters visual acuity in observers
with normal or corrected-to-normal vision. In a first group n=44 observ-
ers adapted to contracting motion and in a second group n=30 observers
adapted to expanding motion before reading out a string of five letters. The
results demonstrate that the expanding MAE significantly facilitated subse-
quent letter recognition whereas the contracting MAE impaired letter recog-
nition. There also was an effect of crowding between letters but the absence
of a significant interaction indicated that the adaptation effect was not qual-
ified by crowding. We conclude that illusory expansion increases percep-
tual fields by recruiting additional feature detectors thereby enlarging the
apparent size of letters. Illusory contraction on the other hand decreases per-
ceptual fields and number of feature detectors thereby reducing the appar-
ent size of letters. It is a special feat of the visual system that adaptation to
motion can improve visual acuity - a measure that is typically associated
with refractive error in the optics of the eyes rather than perceptual infer-
ence. We speculate that optimal integration (multiplexing) of information
from motion and form processing is responsible for this surprising effect.

Acknowledgement: The Leverhulme Trust (UK) FO0-179/BG

Attention: Mechanisms and models
Saturday, May 16, 10:45 am - 12:30 pm

Talk Session, Talk Room 1

Moderator: Kristina Visscher

22.11, 10:45 am Visual spiking responses in V1 couple to alpha fluc-
tuations in deep layers Kacie Dougherty' (kacie.dougherty@vanderbilt.

edu), Michele Cox'? David Leopold?, Alexander Maier'?; 'Department
of Psychology, Vanderbilt University, 2Laboratory of Neuropsychology,
National Institute of Mental Health

Alpha-range (8-12 Hz) neural rhythms, prominent over occipital cortex,
can serve as a predictor of performance on visual tasks. Specifically, visual
performance and attentional selection have been shown to co-vary with the
ongoing alpha cycle recorded on the scalp. Despite their impact on visual
performance, little is known about the intracortical origins of alpha rhythms
and how alpha cycles impact visual processing. Here, we study laminar
neural activity in primate visual cortex in order to determine a mechanis-
tic link between alpha cycles and visually evoked spiking responses. Two
macaque monkeys (Macaca radiata) fixated while static grating stimuli
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were presented inside of the receptive field under study. During this time,
we recorded alpha-range local field potentials and multiunit spiking activ-
ity from all layers of V1 simultaneously. We found that throughout several
hundred milliseconds of visual stimulation, spiking activity in all layers
was strongly decreased at the time of alpha troughs recorded in the deep,
feedback-recipient cortical layers compared to the level of columnar spiking
at alpha peaks. Specifically, the magnitude of population spiking activity at
the time of alpha troughs was nearly half that at alpha peaks, suggesting
that alpha induces pulsed inhibition of visual responses at the earliest stages
of cortical processing. Lastly in order to probe the potential role of feedback
afferences, we will present a comparison of intracolumnar coupling between
alpha and visual spiking responses between the two attentional states.

Acknowledgement: Work was supported by the NIH Intramural Research
Program, the Whitehall Foundation, and the Alfred P. Sloan Foundation. MAC
is supported by a National Science Foundation Graduate Research Fellowship
(DGE-0909667).

22.12, 11:00 am Neural correlates of time-resolved behavioral
responses reveal theta-band oscillations in the fusiform face area
and parahippocampal place area Bingbing Guo' (bingbing.guo@
dartmouth.edu), Jessica Goold', Huan Luo??, Ming Meng'; 'Department
of Psychological and Brain Sciences, Dartmouth College, *Institute of
Biophysics, Chinese Academy of Sciences, *Department of Psychology,
PKU-IDG/McGovern Institute for Brain Research, Peking University

Repeated exposure to same stimuli may lead to on one hand neuronal adap-
tion in brain areas representing the stimuli, on the other hand visual prim-
ing effect to facilitate recognition of the stimuli. To investigate dynamic
relationships between these neural and behavioral effects, we measured
brain activity using fMRI when participants performed a speeded response
task of detecting face/house with visual priming of the same but smaller
face/house. Critically, we employed time-resolved measurements, by
varying stimulus onset asynchrony (SOA) between the prime and probe
in a small step of 20ms, from 200ms to 1080ms. Recent behavioral studies
using a similar paradigm but different stimuli to measure time-resolved
response dynamics revealed theta-band oscillations in reaction times (see
Huang, Chen and Luo, VS52015). Here we chose face/house as the stim-
uli to examine whether activity in the known face-selective areas (e.g.,
the fusiform face area, FFA) and house-selective areas (e.g., the parahip-
pocampal place area, PPA) may correlate with the rhythmic dynamics of
reaction times in detecting face/house. Our behavioral results replicated
previous findings, showing theta-band oscillations in priming effects. Inter-
estingly, fMRI multivariate pattern analysis (MVPA) results also demon-
strate theta-band oscillations and out-of-phase relationship between con-
gruent and incongruent conditions in the FFA and PPA. This is the first
time of using fMRI to localize time-resolved rhythmic activity, despite the
relatively sluggish temporal resolution of fMRI. Our results suggest a fea-
sible strategy that may use fMRI to localize the neural correlates of mental
and behavioral oscillations in the processing of repeatedly presented stim-
uli. These results also provide critical constraints for developing a neural
model to understand brain mechanisms underlying behavioral oscillations.

Acknowledgement: Research supported by the National Science Foundation
under Grant Number 1157121

22.13, 11:15 am Central vs. peripheral primary visual cortex differ
in cortical thickness and functional connectivity Kristina Visscher’,

Joseph Griffis', Wesley Burge'; '"Neurobiology, University of Alabama,
Birmingham

Central and peripheral vision have different functions. For example, we
regularly attend to objects in central vision, and only occasionally attend
to objects in peripheral vision. However, aside for compensating for the
cortical magnification factor, neuroscientists tend to treat centrally-and
peripherally-responsive cortical areas as if they were the same. We tested
how centrally-representing and peripherally-representing parts of primary
visual cortex (V1) differed in cortical thickness and functional connectiv-
ity. We collected T1-weighted structural MRI data and blood oxygen level
dependent functional connectivity MRI data from healthy young adult par-
ticipants aged 19-30 years. V1 was identified anatomically and segmented
into central and peripheral portions using Freesurfer software. Our data
imply that central vs. peripheral primary visual cortex have distinct pat-
terns of cortical thickness and functional connectivity. Patterns of cortical
thickness and functional connectivity echoed each other, in a way that is
consistent with putative functions of central and peripheral regions. Cortex
was thicker in central V1 than peripheral V1, consistent with studies show-
ing that increased use leads to increased cortical thickness. Echoing this
inhomogeneity of structure, central V1, more than peripheral V1, was func-

tionally connected to several fronto-parietal regions that have been shown
by previous studies to be involved with moment-to-moment control. This
result is consistent with the idea that central vision often requires moment-
to-moment control and therefore centrally-representing cortical areas have
developed strong connections to control regions. Another network of
regions, termed the “default mode network” has been shown in previous
work to be suppressed during tasks requiring externally focused atten-
tion. Peripheral V1, more than central V1, was functionally connected to
regions of the default mode network. Together, these findings suggest that
the anatomy and connections of V1 differ between centrally- and periph-
erally- representing areas, in a way that is consistent with their function.

Acknowledgement: Dana Foundation

22.14, 11:30 am Refining The Resource Model: Cortical Competition
Could Explain Hemifield Independence John Clevenger'? (jcleven2@
illinois.edu), Diane Beck'?; "Department of Psychology, University of
[llinois at Urbana-Champaign, ?Beckman Institute, University of Illinois at
Urbana-Champaign

Recent studies have shown performance advantages in visual tasks
when task-relevant stimuli are presented in different visual hemifields as
opposed to a single hemifield. One way to interpret these findings is to
posit that each cortical hemisphere has independent attentional resources.
In contrast to this view, we suggest that competition between represen-
tations in visual cortex might explain this hemifield independence. When
stimuli fall into separate hemifields, they project to different cortical
hemispheres, reducing the local competitive interactions that occur when
stimuli are presented in adjacent areas of a single hemisphere. To test
whether local competitive interactions underlie hemifield independence,
we had subjects search displays in which the target was placed such that
it either shared a hemifield with non-targets or was alone in the hemifield.
Set size was constant across all conditions. Critically, we also varied the
overall display density (distance between objects). The resource account
predicts the task should be harder when the target shares a hemifield
with non-targets but predicts no difference when density is manipulated.
Alternatively, the competition account predicts that sharing a hemifield
should only make the task harder if the objects are close enough to strongly
compete with one another (suppressing each others’ representations). We
found that subjects were faster to find a target when the target was alone
in the hemifield than when it shared the hemifield with non-targets, but
only when overall display density was high (when the target was corti-
cally near non-targets). These data suggest that hemifield independence
might be caused by a lessening of local competitive interactions in visual
cortex. When stimuli are cortically distant, either by being placed in sep-
arate hemifields or by being spread out, they are less likely to suppress
each other’s representations in visual cortex and are thus easier to detect.

22.15, 11:45 am EEG alpha rhythms track the deployment of spatial
attention Joshua Foster’ (jfoster2@uoregon.edu), David Anderson’, John
Serences?, Edward Vogel', Edward Awh'; 'Department of Psychology,
University of Oregon, “Department of Psychology, University of Califor-
nia, San Diego

Numerous studies have demonstrated a link between spatial attention and
alpha (8-13 Hz) activity measured with electroencephalography (EEG). In
spatial cueing studies, a posterior alpha desynchronization is seen contra-
lateral to the cued visual hemifield relative to the ipsilateral side (e.g., Thut,
Nietzel, Brandt, Pascual-Leone, 2006). In light of recent work showing that
the pattern of alpha activity across the scalp tracks the content of visual
working memory (Anderson, Serences, Vogel, & Awh, 2014), we examined
whether the topography of alpha activity provides precise information
about the locus of spatial attention. We recorded EEG while participants
performed a spatial cueing task. A central cue (87.5% valid) directed par-
ticipants to one of eight placeholders arranged in a circle around fixation.
After 1250 ms a search array was presented and participants were asked to
identify the digit among letters. A robust spatial cueing effect confirmed
that participants attended the cued location. We examined whether the
distribution of EEG activity across the scalp carried information about
the attended location during the cue-target interval. Using a linear clas-
sifier, we identified the frequencies between 4 and 30 Hz that allowed for
above-chance decoding of the locus of attention. Activity in the alpha fre-
quency band carried information about the cued location, beginning ~500
ms after cue onset and sustaining until onset of the search array. Using
a forward encoding model of location selectivity, we were able to recon-
struct location-based channel tuning function (CTFs) from the topog-
raphy of alpha activity that tracked the position of attention. Consistent
with the classification results, the CTF emerged ~500 ms after cue onset.

See page 3 for Abstract Numbering System

Vision Sciences Society 15

wv
[]
-+
(=
-
Q.
Q
<
>
=




Saturday AM

Saturday Morning Talks

VSS 2015 Abstracts

These results support the hypothesis that alpha activity plays a role in the
deployment of spatial attention, and suggest that CTFs provide a time-re-
solved measure for tracking the deployment of covert spatial attention.

22.16, 12:00 pm Attentional gain control during decision-making
with multiple alternatives Sirawaj Itthipuripat' (itthipuripat.sirawaj@

gmail.com), Kexin Cha?, Sean Deering?, John Serences'? 'Neurosciences
Graduate Program, UCSD, *Psychology Department, UCSD

The magnitude of sensory responses is enhanced when attention is directed
to a relevant stimulus (i.e., sensory gain), and this gain modulation ade-
quately accounts for attention-related behavioral improvements in simple
two alternative-force-choice (2AFC) tasks (Itthipuripat et al., 2014a). How-
ever, other evidence suggests that sensory gain is not always sufficient to
account for improved performance, and that attention may also influence
post-sensory read-out mechanisms (Pestilli et al., 2011). Based on previous
visual search studies (e.g., Palmer and Verghese, 2000), we reasoned that the
number of competing items and alternative choices might be the key factor
that determines how much sensory gain and efficient read-out contribute
to behavioral performance. Fourteen subjects participated in 2AFC and
4AFC contrast discrimination tasks in which they reported the location that
contained an incremental contrast within a target stimulus. This contrast
increment target was embedded in an array of four competing stimuli flick-
ering at different frequencies and contrasts. Subjects were cued either to the
target-location (focused-attention) or all stimulus-locations (distributed-at-
tention). Contrast discrimination thresholds were measured concurrently
with electroencephalography (EEG). Steady-state visual evoked potentials
(SSVEPs) were used as an index of sensory responses and late event-related
potentials in occipital and frontal channels were used as indices of sustained
attention and post-sensory decision processes, respectively. To our surprise,
the amount of sensory gain measured by SSVEPs is comparable and suffi-
cient to explain attention-related improvement in perceptual sensitivity in
both 2 and 4AFC tasks. Similarly, sustained attention-related negative dif-
ference over occipital cortex is comparable across the two tasks. Finally, the
pattern of late centrofrontal positive potentials suggests that the decision
threshold in the 4AFC task is higher than that in the 2AFC task, consistent
with the observed main effects of attention and task-type on decision times.

Acknowledgement: An HHMI international student fellowship to S.I, NIH RO1-
MHO092345 and a James S. McDonnell Foundation grant to J.T.S

22.17, 12:15 pm Neuronal signatures of covert visual attention prior
to microsaccades Chih-Yang Chen'? (chen.chih-yang@cin.uni-tuebin-
gen.de), Alla Ignashchenkova?, Ziad Hafed?; 'Graduate School of Neural
and Behavioural Sciences, International Max Planck Research School,
*Werner Reichardt Centre for Integrative Neuroscience

Neuronal modulations such as response gain enhancement and reductions
in response variability are classically thought to reflect the allocation of
covert visual attention to behaviorally relevant stimuli. Here we show that
these neuronal signatures of attention can occur without any attentional
task. In six different monkeys and two different brain areas classically
implicated in covert visual attention, we found that classic neuronal sig-
natures of attention occur if stimuli simply appear before microsaccades.
We recorded 113 superior colliculus (SC) neurons of two monkeys per-
forming simple fixation, while we presented vertical sine-wave gratings
(2.2 cpd; 5-80% contrast) in the neurons’ peripheral response fields (RF’s).
We analyzed mean visual activity 50-150 ms after grating onset and sep-
arated trials based on whether such onset happened without (baseline)
or < 100 ms before microsaccades. We also analyzed 37 SC neurons from
two more monkeys, and 36 frontal eye field (FEF) neurons from yet two
more monkeys. For the latter four monkeys, the RF stimulus was a small
spot as part of a subsequent discrimination task. In all six monkeys, we
found robust pre-microsaccadic enhancement of response gain. Moreover,
in the first two monkeys, we analyzed contrast sensitivity, fano factor (to
assess neuronal variability), and ROC discriminability (between baseline
and microsaccade trials). All analyses revealed modulations that are clas-
sic signatures of covert visual attention (e.g. reductions in fano factor and
increases in ROC discriminability), but without attentional task require-
ments. Moreover, neurons with sustained visual responses exhibited sus-
tained elevations in response gain and sustained reductions in fano factor,
simply when stimuli appeared before microsaccades, and again without
any attentional task. Our results suggest that there is an obligatory link
between pre-motor processes and neuronal or behavioral (Hafed, Neuron,
2013) signatures of selective visual processing, even when such pre-mo-
tor processes are associated with seemingly “irrelevant” microsaccades.

Acknowledgement: Excellence Initiative of Deutsche Forschungsgemeinschaft
(EXC 307)

Color Perception

Saturday, May 16, 10:45 am - 12:30 pm
Talk Session, Talk Room 2

Moderator: Won Mok Shim

22.21, 10:45 am A spectral estimation method for predicting
between-eye color matches in unilateral dichromats Haomiao

Jiang' (hjiang36@gmail.com), Joyce Farrell', Brian Wandell?; 'Department
of Electrical Engineering, Stanford University, 2Psychology Department,
Stanford University

Introduction. There are several reports describing color vision in subjects
who are dichromatic in one eye and trichromatic in the other. Between-eye
color matches in these unilateral dichromats have been used to model color
appearance for dichromats (Brettel et al, 1997 ). Methods. We describe a the-
oretical principle that makes specific predictions about the mapping from
two cone class absorptions in the dichromat eye to three cone class absorp-
tions in the trichromatic eye. Specifically, we propose that the brain esti-
mates a spectral power distribution consistent with the two measured cone
absorption rates; we use this estimate to predict the equivalent absorption
rate for the missing cone type. We examined the implications of different
spectral estimation methods, which is a severely under constrained estima-
tion problem. These include (a) a smoothness constraint, (b) non-negativity
constraint, and (c) natural scene priors. We implemented these calculations
in open-source software. Results. Under some assumptions (smoothness
only), a single linear transformation converts the dichromatic cone absorp-
tions to the estimate for the missing cone class. This transformation matches
some, but not all, of the color matches in unilateral dichromats. Adding
additional assumptions (non-negativity) results in a nonlinear relationship
between the two measured cone class absorptions and the estimated absorp-
tions for the missing cone class. This observation predicts which wave-
lengths of light will appear the same to the dichromatic and trichromatic
eyes (isochromes). The non-negativity constraint improves the agreement
between predictions and measurements in unilateral dichromats (Alpern
et al, 1983). Conclusion. Establishing a quantitative map from the two cone
classes in a dichromat to a missing cone class has practical value for esti-
mating color appearance matches between dichromats and trichromats
(Brettel, et al.; Vischeck). In addition, we explain how the method can be
useful for implementing a color difference metric for dichromatic observers.

Acknowledgement: Simons Collaboration on Global Brain

22.22, 11:00 am Color representation in lateral geniculate nucleus:

a human fMRI study Sang Wook Hong' (shong6@fau.edu), Qing Yu?,
Won Mok Shim? 'Department of Psychology, Florida Atlantic University,
“Psychological and Brain Sciences, Dartmouth College

Studies in non-human primate visual system show a distinction between
two cardinal chromatic channels, parvocelluar (L-M) and koniocellular
(S-(L+M)), in neuronal responses of the lateral geniculate nucleus (LGN).
Thus, it is believed that colors which vary on both cardinal channels cannot
be represented in LGN but can only be encoded at the cortical level where
a major transformation of chromatic signals occurs, known as the high-
er-order color mechanism (Krauskopf et al., 1986). However, color repre-
sentations in human LGN are largely unknown. In the current study, we
investigated color representations in LGN and the primary visual cortex
(V1) in human visual system using functional Magnetic Resonance Imag-
ing (fMRI) and a forward encoding model (Brouwer & Heeger, 2009). In
each experimental run, observers viewed equi-luminant concentric ring
patterns, composed of one of eight colors (four colors varying on only one
channel, four colors varying on both channels) and equal-energy-spec-
trum white, which alternated drifting in expanding and contracting
directions. In V1, we found clear population-level color tuning responses
which peaked at each of the viewed colors, indicating that colors of both
chromatic channels and combinations of them are encoded in V1. In
contrast, in LGN, distinct tuning responses were found for colors vary-
ing along the koniocellular channel, whereas tuning responses for colors
varying along the parvocellular channel were indistinguishable. These
large-scale population-level color tuning responses may indicate the lack
of an S-OFF mechanism in LGN. In sum, our results provide evidence
for a major transformation of color representation from LGN to V1 in
human visual system, consistent with findings in non-human primates.
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22.23, 11:15 am Responses of macaque V1 neurons to color images
of natural scenes Max Snodderly'? (max.snodderly@mail.utexas.edu),

Hee-kyoung Ko'?, Christopher Carter'?, Baoyu Zhou'?; 'Dept of Neuro-
science, Inst for Neuroscience, Ctr for Perceptual Systems, 2University of
Texas, Austin

During natural vision, we scan scenes of a world full of colors with large
and small eye movements. Surprisingly, the responses of cortical neu-
rons are seldom studied under these conditions. Most commonly, gray
scale images are displayed, and eye movements are mimicked by movie
sequences that assume the eye is stationary during intersaccadic intervals.
The results indicate that cortical activity is very low and sparse when view-
ing achromatic movies. We have recorded activity of V1 neurons while a
monkey viewed calibrated color images of natural scenes from the McGill
database and performed eye movement tasks. Eye position was recorded
at high precision with a scleral search coil so that fixational saccades, drifts,
and tremor were measureable. There was a wide range of response char-
acteristics, but many neurons were continuously active during drift peri-
ods as well as immediately after saccades. This activity would be expected
to contribute to the fine detailed vision that is enabled by fixational drift.
However, it poses a challenge to determine whether the drift-related activ-
ity integrates easily into the rubric of sparse coding. When saccades were
performed from a blank field to a natural image or vice-versa, we were
able to separate the situations where the receptive field lands on a region
of a natural scene or leaves it. We are currently investigating the balance
of “on” and “off” responses that accompany these abrupt changes. Many
of the neurons gave quite vigorous responses to colored images that were
often greater than the response to the same image converted to gray scale.
This comparison offers a novel measure of the contribution of color to cor-
tical activity and the metabolic cost of this important perceptual capacity.

Acknowledgement: NSF 10S 0843354

22.24,11:30 am Area VO in human visual cortex is color selective
as revealed by fMRI adaptation Dorita Chang' (dorita.chang@mcgill.
ca), Robert Hess', Kathy Mullen'; 'McGill Vision Research, Department of
Ophthalmology, McGill University, Canada

Introduction: We use an fMRI adaptation paradigm to investigate the selec-
tivity of the human visual cortex to red-green (RG) and achromatic (Ach)
contrast, comparing regions in early visual cortex (V1, V2) with those in
the dorsal (V3d, V3a, hMT+) and ventral (V3v, V4, VO) cortex. Methods:
RG and Ach adaptation and no-adaptation conditions were contrasted
within a block design. Test and adapting stimuli were high contrast sine-
wave counter-phasing rings (0.5cpd, 2Hz), as previously described (Chang
etal, JOV, 2014, 14 (10) 983). Regions of interest (as listed above) were inde-
pendently localized using standard procedures. We assume that cross-ad-
aptation of responses to RG and achromatic stimuli indicates a common
neural substrate for both, whereas a lack of cross-adaptation indicates
selective neural responses within voxels. Selectivity was defined as signifi-
cantly greater same-adaptation (RG on RG, or Ach on Ach) than cross-ad-
aptation (RG on Ach, or vice versa), established by RM ANOV As. Results:
Adaptation was present in all areas except for hMT+, which showed no
color adaptation. Areas V1 and V2 showed no selectivity of adaptation;
specifically, both RG and Ach test stimuli were adapted as much by the
cross adaptor as by the same adaptor. In the dorsal cortex, areas V3d,
V3a, hMT+ showed significant selectivity for achromatic contrast. In the
ventral cortex, VO showed significant selectivity for RG color contrast.
Conclusion: Color-luminance responses are dominant in areas V1 and V2
with selectivity developing along the extrastriate pathways. While dorsal
areas show selectivity for achromatic contrast, ventral cortex (VO) exhibits
selectivity for RG color contrast. Area VO has previously been shown to
be a color responsive area in human cortex. Here we show that it is also
color selective, suggesting it plays a significant role in color processing.

Acknowledgement: CIHR grants (MOP-10819) to KTM and (MOP-53346) to RFH

22.25, 11:45 am Spectral sensitivity measurements reveal par-
tial success in restoring missing rod function with gene therapy
Andrew Stockman' (a.stockman@ucl.ac.uk), Bruce Henning', Caterina
Ripamonti'; "UCL Institute of Ophthalmology

Rod visual function can be established with some certainty by demon-
strating that dark-adapted visual spectral sensitivity has the shape of the
rod (scotopic) spectral sensitivity function and that this scotopic shape col-
lapses to a cone (photopic) shape when cones, but not rods, have recovered
following an intense bleach. We used these tests to assess retinal function in
eight young adult and child patients with early-onset severe retinal dystro-
phy enrolled in phase II of a clinical gene therapy trial for RPE65 deficiency,

an isomerase, the lack of which disrupts the “visual cycle” upon which rods
solely depend for regenerating visual pigment after light exposure. The
trial involved subretinal delivery of a recombinant adeno-associated viral
vector expressing RPE65. After gene therapy, substantial improvements
in 1-Hz dark-adapted flicker sensitivity were found in two of the eight
patients. One patient showed up to a 1000-fold improvement in sensitivity
4 months after treatment, and the second, up to a 100-fold improvement 6
months after treatment. In both cases, the spectral sensitivity after treat-
ment was rod-like after normal periods of dark adaptation, but remained
cone-like during the cone plateau after an intense bleach. The dark-adapted
spectral sensitivities of the other six patients were cone-like both before and
after treatment with only minimal sensitivity changes. It is not clear why
restored rod function was evident in only some patients, but the response
may be limited by the extent of retinal degeneration at the locus tested.

22.26, 12:00 pm Contourless Color Field Induction Christopher Tyler!
(cwt@ski.org); 'Smith-Kettlewell Eye Research Institute

Introduction. It is well known that color can be induced spatially as the
completion of a color boundary (Pinna, 1987) and temporally as an after-
image (especially within a boundary contour; Daw, 1962). Also, figures
with sparse color contours can induce local extensions of the contour
boundary, as in Neon Color Spreading (Varin, 1971). These observations
have invoked the concept of color induction as driven largely by color con-
tours. Consideration that most chromatic cells in primary visual cortex are
not contour selective, however, suggests that contourless color induction
should be possible. Methods. Fields of sparse random dots of one color
on the left side of a black field and a contrasting color on the other side
are accurately fixated for 10 s, and assessed for color induction. The dots
are then removed and the empty black field assessed for color induction.
Results. The colored dots induce color spreading across each side of the
field. Rather than being the opposite color, as predicted by the local color
border hypothesis, the field color is a darker version of the color of the
dots overlying the field. This induced color represents a novel form of color
induction from the color of the dots alone. Removal of the dots switches
the induced field color to the opponent color. The dots also have afterim-
ages of the opponent color that may appear and disappear with microsac-
cadic eye movements, while the induced opponent field color remains and
fades gradually over about 5s, as though it were an afterimage of the ini-
tial induced field color. The two different induced field colors form a color
border much sharper than between the sets of sparse random dots. Discus-
sion. Induced colors can form borders in the absence of contour border in
the input image, inverting the standard logic of color border processing.

Acknowledgement: CDMRP 130266

22.27,12:15 pm The color communication game Delwin Lindsey'?
(lindsey.43@osu.edu), Angela Brown?, David Brainard?, Coren Apicella’;
'Department of Psychology, Ohio State University, Mansfield, OH, *Col-
lege of Optometry, Ohio State University, Columbus, OH, *Department of
Psychology, University of Pennsylvania, Philadelphia, PA

We report a new, information theory based analysis of color naming. We
compute mutual information (M, in bits) in a simulated “game” involving
a “sender” (S) who names out loud, based on his color idiolect, the colors
of samples selected randomly (with replacement) from an array of N sam-
ples. A “receiver” (R) attempts to identify S’s selections from her duplicate
array of color samples, based only on S’s color term message and her own
color idiolect. MI measures how much S’s messages improve R’s chances
of guessing S’s selections correctly. Computing average MI for all pairwise
permutations of informants of a language provides an estimate of shared
color knowledge within the informants’ culture that takes into account the
number of color samples tested, the number of color terms in informants’
idiolects, and the group consensus in color term deployment. The commu-
nication game reveals several interesting properties of worldwide color
naming. For example, Mlis quite variable among the 110 World Color Survey
languages using a given number of high-frequency color terms, because
the consensus for those terms is often highly variable. Moreover, 96% of
the variance in WCS MI can be accounted for by informants” responses to
just 23 of 330 color samples tested in the WCS, suggesting a very efficient
stimulus set for other color naming studies. Additionally, many informants
of Hadzane, a language spoken by nomadic Tanzanian hunter-gatherers,
profess no knowledge of names for many color samples, yet have sur-
prisingly high group MI (relative to many WCS languages), because their
limited lexicon is deployed with high consensus. Finally, we show that
allowing informants to use two rather than one color name generally offers
little improvement in group MI. Thus, information theory provides a pow-
erful quantitative tool for studying human communication about color.

Acknowledgement: NSF BCS-1152841 to DTL and NEIRO1 EY10016 to DHB
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23.3001 Dynamics of blur adaptation Alissa Winkler' (awinkler@
alumni.uci.edu), Susana Marcos?, Stephen Engel?, Michael Webster';
'Dept. of Psychology, University of Nevada, Reno, “Instituto de Optica,
CSIC, Madrid, Spain, *Department of Psychology, University of Minnesota

Adaptating to blurred images changes visual performance in two ways:
perceived focus of images alters almost immediately, and, more grad-
ually, visual acuity improves. Do these aftereffects reflect changes in the
strength of the same controlling mechanism over different durations, or
are perceived blur and visual acuity controlled by separate adaptive mech-
anisms? To answer this question, we tracked the magnitude of blur after-
effects over periods up to 2 hours. Observers adapted by watching a film
that was blurred by filtering the log amplitude spectrum to have a steeper
slope (-0.5) but the same rms contrast as each original frame. The film was
a documentary portraying natural outdoor scenes and was shown in gray-
scale on a calibrated monitor. Test trials were interleaved with the film at
7.5 sec intervals and alternated between a single static grayscale image of a
natural textured scene with varying spectral slope, or a Landolt C pattern
that varied in size. A quest routine was used to track perceived blur as
the image slope that appeared in focus (neither too blurred nor too sharp)
and a one-up, one-down staircase tracked the acuity limit for the Landolt
C target (minimum angle of resolution). Blur aftereffects were strong and
built up rapidly, but asymptoted after a few minutes and thus showed
little increase at longer durations. In contrast, for our conditions acuity was
not affected by the adaptation and thus did not systematically vary across
the session. Our results indicate that the potential emergence of long-term
acuity changes with blur adaptation may not coincide with corresponding
changes in perceived image focus over time. This difference in timecourses
suggests that dissociable mechanisms may underly the different aftereffects.

Acknowledgement: Supported by EY-10834

23.3002 Dichoptic de-masking learning in adult amblyopes and

its mechanisms Jun-Yun Zhang' (zhangjy1982@gmail.com), Cong Yu';
'Department of Psychology and Peking-Tsinghua Center for Life Sciences,
Peking University

Amblyopia is characterized by poor visual acuity in the amblyopic eyes
(AEs) and degraded stereoacuity. Previously we found that dichoptic
de-masking training aiming at reducing the impact of interocular sup-
pression could further boost stereoacuity, but not visual acuity, in adult
amblyopes who had received extensive monocular perceptual training
(Zhang et al., VS52013). Here we further investigated whether dichoptic
de-masking learning is a low- or high-level process. Eleven new adult
amblyopes used AEs to practice contrast or orientation discrimination
with two aligned vertical/horizontal Gabors (80% contrast). The stimuli
were dichoptically masked by a band-filtered noise masker simultaneously
presented in NAEs. A 1-interval 2AFC staircase procedure estimated the
maximal tolerable noise contrast (TNC). Training of dichoptic de-mask-
ing for contrast discrimination (n=6) doubled maximal TNC, but maximal
TNC was unchanged at an orthogonal orientation, showing orientation
specificity. AEs were then exposed to the orthogonal orientation through
irrelevant orientation discrimination also under dichoptic masking,
which improved maximal TNC for contrast discrimination at the orthog-
onal orientation as much as at the trained orientation. A control experi-
ment confirmed that improved maximal TNC for contrast discrimination
did not result from de-masking training for orientation discrimination.
(2) Reversely, orientation specificity in dichoptic de-masking learning
for orientation discrimination (n=5) was also eliminated by exposure of
the transfer orientation through contrast discrimination under dichoptic
masking. (3) Training (15-hrs) improved stereoacuity by 61.3%, similar
to previous 66% improvements after two-stage monocular and dichoptic
training. The complete orientation transfer of dichoptic de-masking learn-
ing and the task specificity suggest that dichoptic de-masking learning is
mainly a high-level process. The brain may learn to readout orientation
or contrast signals from dichoptically presented noise, and this learning

is rule-based to allow transfer to untrained orientations. The training may
also reduce the impact of interocular suppression to improve stereoacuity.

Acknowledgement: Natural Science Foundation of China Grants 31230030 and
31470975

23.3003 Binocular suppression learning reveals inhibitory plas-
ticity in early vision Mark Vergeer' (mark.vergeer@ppw.kuleuven.

be), Johan Wagemans', Raymond van Ee'; 'Laboratory of Experimental
Psychology, KU Leuven, Belgium

In visual perceptual learning, the ability to respond to visible stimuli is
improved through practice. The visual input on our retina, however, is
intrinsically ambiguous, supporting a multitude of valid representations.
The brain selects one out of many possible visual interpretations, which is
neurally enhanced, while alternative interpretations remain perceptually
suppressed. Here, we show that not only visibility can improve through
training, but that suppression can also be trained. Throughout training (in
total 2560 trial), an oriented grating presented to one eye was constantly
suppressed by a high-contrast expanding bull’s eye presented to the other
eye. This suppression-trained grating was always presented to the same
eye, always with the same orientation within an observer. Pre- and post
training detection thresholds were measured for target gratings with the
suppression-trained orientation and for gratings with the orthogonal ori-
entation, in the trained and untrained eye, independently, using an adap-
tive Quest procedure. The target gratings competed with a low-contrast
expanding bull’s eye presented to the opposite eye. Performance showed
a stronger improvement after training compared to before training for
gratings presented to the eye that was dominant during training (where
the bull’s eye was presented), indicating eye-based learning. Most interest-
ingly, we found a stimulus-specific effect of suppression learning, where
improvement was significantly worse for detecting the trained orienta-
tion, relative to detection of the orthogonal orientation. Hereby, we show
stimulus selectivity in binocular suppression, and that observers can be
trained to suppress a certain stimulus. These findings are indicative of the
plasticity of inhibitory networks responsible for perceptual suppression.

Acknowledgement: This research was funded by an FWO Pegasus Marie Curie
Fellowship, by the Flemish government and the European Union, awarded to
Mark Vergeer and by Methusalem program by the Flemish Government (METH
08/02) awarded to Johan Wagemans.

23.3004 Regulation of the expression of the cholinergic receptors
in the visual cortex following long-term enhancement of visual
cortical activity by cholinergic stimulation Marianne Groleau' (mari-
anne.groleau@umontreal.ca), Mira Chamoun', Menakshi Bhat'?, Frédéric

Huppé-Gourgues', Réjean Couture?, Elvire Vaucher ; 'Laboratoire de
Neurobiologie de la Cognition Visuelle, Ecole d’optométrie, Université
de Montréal, 2Département de physiologie moléculaire et intégrative,
Université de Montréal

The muscarinic and nicotinic transmissions in the primary visual cortex (V1)
are involved in the enhancement of specific visual stimuli as well as long-
term modifications of the neuronal processing, in regards to perceptual
learning. We investigated the involvement of the different cholinergic recep-
tors subtypes underlying this long-term functional plasticity using RT-PCR
and recording of visual evoked potentials (VEPs). Perceptual learning-like
test was performed by exposing awaken rats to a visual stimulation (VS)
- a sinusoidal grating (30°, 0.12cpd) - for 10min/day during 14days. This
VS was provided alone or coupled to an electrical stimulation of the basal
forebrain which sends cholinergic projections to V1 (HDB/VS) or paired
with a cholinesterase inhibitor (donepezil, Img/kg injected 30min prior
to visual exposure) to enhance cholinergic transmission in V1 (DONEP/
VS). One week after the last training session, VEPs were recorded and the
cortices encompassing V1 were collected to determine the expression level
of mRNA of muscarinic (M1-5) and nicotinic (a/p) receptors sub-units by
RT-PCR. VS coupled to pharmacological or electrical stimulation of the cho-
linergic system produced a significant enhancement of the cortical response,
as shown by VEP recordings. Two weeks of VS treatment alone caused an
increase of the expression of M3 and M5 mRNA suggesting an increase of
their production and activity during long-term visual stimulation. In the
HDB/VS group, a3 sub-unit was decreased suggesting its involvement
in phasic cholinergic stimulation. The DONEP/VS treatment presented a
decrease in the expression of M2, suggesting a down regulation of mRNA

18 Vision Sciences Society

See page 3 for Abstract Numbering System



VSS 2015 Abstracts

Saturday Morning Posters

synthesis. This could indicate an increased cortico-cortical inhibition, as
M2 receptors are located massively on the GABAergic neurons. Therefore,
even with similar functional enhancement, the cholinergic receptors regu-
lation differs between an electrical and a pharmacological treatment. These
results are crucial for determining which receptors are the most involved in
the pharmacological cholinergic stimulation to enhance visual perception.

Acknowledgement: CIHR (MOP-111003) and NSERC (238835-2011)

23.3005 Explaining anterograde and retrograde interference in
visual perceptual learning by a limited plasticity resource model
Qingleng Tan' (gingleng_tan@brown.edu), Kazuhisa Shibata’, Yuka

Sasaki', Takeo Watanabe'; 'Department of Cognitive, Linguistic and Psy-
chological Sciences, Brown Univeristy

Visual Perceptual Learning (VPL) refers to a long-term enhancement in
visual task performance as a result of visual experience (Sasaki et al., 2009).
To understand the mechanism of VPL, it is crucial to examine how VPL is
temporally developed. One key phenomenon is interference, which occurs
when training on a first task is followed by training on a second and com-
peting task within a one-hour interval. Disruption of VPL of the first task
by training on the second task is called retrograde interference (Seitz et al.,
2005, PNAS), whereas disruption of VPL of the second task by training on
the first task is called anterograde interference (Yotsumoto et al., 2009, Vis
Res). Interference suggests that the state of VPL is fragile immediately after
training. However, there is no model that successfully explains both ret-
rograde and anterograde interference. Here, we built a Hebbian learning
model (Awj=a*x*y;, where the changes of weight equal to a learning rate a
times the input x; times response y; and a=exp(-time2/02), where the learn-
ing rate decays with time) in which there is a limited plasticity resource
for VPL within a certain time window (%;;<c). The model indicates that
successive learning competes for the limited plasticity resource. The result
of simulation indicates that the model can explain recent psychophysical
and brain imaging results. First, short-period training leads to retrograde
interference, whereas long-period training leads to anterograde interfer-
ence. Second, the concentration of glutamate divided by the concentration
of GABA in the primary visual cortex, termed the E(excitatory signal)/I(in-
hibitory signal) ratio increased after the short-period training, whereas it
decreased after the longer-period training. These results indicate the cur-
rent model can explain how the two types of interference occurs and would
be useful for a better understanding of time-course development of VPL.

Acknowledgement: NIH ROTMH091801 NIH RO1EY019466

23.3006 The neural mechanism of stabilization of perceptual
learning revealed by the concentration of excitatory and inhibitory
neurotrasmitter Kazuhisa Shibata' (kazuhisa_shibata@brown.edu),
Maro Machizawa', Edward Walsh?, Ji-Won Bang', Li-Hung Chang', Aaron
Berard', Qingleng Tan', Yuka Sasaki', Takeo Watanabe'; 'Department

of Cognitive, Linguistics, & Psychological Science, Brown University,
“Department of Neuroscience, Brown University

Visual perceptual learning (VPL) is regarded as a manifestation of expe-
rience-dependent plasticity in the visual/brain system. It has been found
that VPL of a task is disrupted or interfered with by training of a new
task if the interval between the two training was less than one hour (Seitz
et al, PNAS, 2005). This retrograde interference effect suggests that after
training is over, it takes up to one hour for VPL to be stabilized. How-
ever, another study has found that first training also interferes with VPL
of second training (Yotsumoto et al, Vis Res, 2009), indicating that the
mechanism of interference and its relationship with stabilization process
after VPL training is more complex than it was originally thought. The
purpose of the present study is to resolve the puzzle and better clarify the
underlying mechanism of stabilization and interference. In the first experi-
ment, a detection task on a different orientation was repeatedly performed
in each of the first and second training. There was no interval between
the two trainings. The subjects who underwent 8-block training (N=12)
showed retrograde interference, whereas the subjects who underwent
16-block training (N=12) showed anterograde interference. In the second
experiment, we measured the concentration of excitatory and inhibitory
neurotransmitters in the early visual cortex as a function of the length of
training on an orientation detection task using magnetic resonance spec-
troscopy. The E(xicitaotry)/I(nhibitory) ratio defined by the concentration
of glutamate divided by that of GABA was significantly higher after the
8-block training than before the training (N=12), whereas it was signifi-
cantly lower after the 16-block training (N=12). These results are in accord

with the hypothesis that a lower E/I ratio is associated with greater resil-
ience against being interfered with and therefore greater stability of VPL.

Acknowledgement: This work was supported by NIH grant RO1 EY019466 and
JSPS.

23.3007 Seeing to see: How templates enhance visual perception

Zhicheng Lin' (zhichenglin@gmail.com), Barbara Dosher?, Zhong-Lin Lu’;
'Department of Psychology, Ohio State University, Department of Cogni-
tive Sciences, University of California, Irvine

In order to find a target, one needs to know what the target is. The pro-
cess of internalizing the target template is critical for visual perception. For
example, by previewing a target object just once, this one-shot seeing has
been shown to enable sustained improvement in perceiving subsequent
objects, an effect known as insight (Rubin, Nakayama & Shapley, 1997) or
eureka (Ahissar & Hochstein, 1997). Here, we report a new type of tem-
plate enhancement effect that lasts longer than (transient) visual priming,
but has a shorter lifetime than (sustained) insight/eureka. Subject per-
formed a shape discrimination task (square vs. diamond) with two target
durations: 200 ms (easy) and 16.7 ms (hard). We compared discrimination
performance in mixed and single blocks. The mixed blocks consisted of 10
hard trials, 20 alternating easy and hard trials, and 10 hard trials. The single
blocks consisted of 40 hard trials. The mixed and single blocks alternated
with at least 15 s interval between blocks; a total of 28 blocks were run. We
found that, performance was much better for the 2nd 10 hard trials than for
the 1st 10 hard trials (83% vs. 69% correct), but only for the mixed blocks,
demonstrating that mixing easy trials greatly enhances performance in
the hard trials. In addition, this effect spilled over to enhance subsequent
hard trials, with little drop in performance, resulting in comparable per-
formance between the 2nd and 3rd 10 hard trials in the mixed blocks.
However, this effect did not carry over to the single blocks, resulting in
comparable performance between the 1st 10 hard trials in the mixed and
single blocks. These results reveal a fast route of visual learning, whereby
the visual system exploits target templates to enhance visual perception in
a temporally restrictive manner. We call this template effect seeing to see.

Acknowledgement: National Eye Institute Grant # EY17491

23.3008 An integrated reweighting theory accounts for the role

of task precision in transfer of perceptual learning for similar
orientation tasks Jiajuan Liu' (jiajuanl@gmail.com), Barbara Dosher’,
Zhong-Lin Lu?;, 'Department of Cognitive Sciences, University of Califor-
nia, Irvine, 2Department of Psychology, The Ohio State University

Specificity is one of the hallmark findings of perceptual learning. One of
the factors influencing the extent of specificity is the difficulty of the train-
ing task1 or, alternatively, the precision of the transfer task2. For example,
the specificity of perceptual learning is higher for more precise (+5°) than
less precise (£12°) orientation discrimination transfer tasks at new refer-
ence angle and retinal locations, essentially independent of the precision of
the training task2 (see also second-order3 or first-order4 motion direction
tasks). Recently, an integrated reweighting theory (IRT)5 was developed
to account for the degree of specificity over position. The IRT reweights
evidence from both location independent and location specific represen-
tations to decision to account for transfer and specificity. Here we develop
the predictions of the IRT for the effects of judgment precision on trans-
fer2, using a visual front end of normalized spatial-frequency and orienta-
tion tuned channels and Hebbian reweighting to decision, augmented by
feedback and criterion correction5. The exact details of the experiment are
reprised to generate simulated model predictions. The IRT correctly pre-
dicts that the specificity depends upon the precision of the transfer task,
relatively independent of the precision of the training task. In sum, when
the training and the transfer tasks involve the same kinds of judgments
but use stimuli that are rotationally symmetric, the degree of specificity
is primarily driven by the precision of the transfer task. A more precise
judgment in the transfer task is more demanding and so shows more
specificity and less transfer. The IRT model can also be used to make pre-
dictions about a number of related phenomena in perceptual learning.

23.3009 Exploring timescales of adaptation mechanisms along

the visual-processing hierarchy Gaoxing Mei' (meigx@psych.ac.cn),
Xue Dong', Min Bao'; 'Key Laboratory of Behavioral Science, Institute of
Psychology, Chinese Academy of Sciences, Beijing, P.R. China

Recent work has indicated that adaptation is controlled by multiple mecha-
nisms acting at different timescales, but their neural underpinnings remain
largely unknown. Here we explored this issue with two psychophysical
experiments. We first used a “deadaptation” procedure (Bao, Fast, Mesik, &
Engel, 2013) to investigate contrast adaptation under either the binocular or
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monocular adaptation condition. Thresholds were measured with a spatial
4-AFC contrast detection task, tracked by a one-down-one-up staircase. The
“deadaptation” duration was individually set, based upon a pilot test where
5 minutes of adaptation to high contrast was followed by 280s of deadap-
tation. Interestingly, the effects of adaptation failed to completely decay to
the baselines under the monocular condition in 21 out of 37 subjects, but
succeeded under the binocular condition in everyone. For the 16 subjects
whose adaptation’s effects could deadapt to the baselines, their data showed
spontaneous recovery in the post-tests, demonstrating that multiple mech-
anisms controlled adaptation in both conditions. Critically, it took longer
to deadapt to the baseline (p < .001) in the monocular (84s) than the bin-
ocular condition (51s). Given the larger proportion of monocular neurons
activating in the binocular condition, these results suggest that longer-term
mechanisms reside at the binocular processing stage. To compare the times-
cales of mechanisms spanning wider in the visual processing hierarchy, we
modified Hancock and Pierce’s (2008) paradigm to track the decay of TAE
in 15 subjects after adaptation to either the compound gratings (curvature)
or component gratings. An exponential function was fit to the timecourses
following adaptation, which revealed slower time constant (p < .05) for the
compound (149s) than the component (113s) adaptation condition. This
indicates longer-term mechanisms in the mid-level (e.g. V4) than the early
visual areas. Our findings imply that cortical mechanisms for controlling
adaptation may become more sluggish along the visual processing stream.

23.3010 Repeatedly adapting to orientation ensembles does not
change contrast adaptation dynamics Juraj Mesik' (mesik002@umn.

edu), Akshay Patke', Stephen Engel'; 'Department of Psychology, Univer-
sity of Minnesota

Contrast adaptation adjusts sensitivity to match the statistical structure of
the world. Does the visual system adapt faster to statistics with which it has
prior experience? To answer this question, we repeatedly adapted subjects
(n=6), over the course of 4 days, to three distinct sets of contrast statistics,
and measured the growth and decay of the tilt-aftereffect. Subjects viewed
2 min sequences comprised of rapidly presented sinusoidal gratings of 12
different orientations (33 ms/grating, 85% contrast). The sequences were
either uniform across orientation, or biased, with one orientation much
more likely than the others (66% vs 3% probability). The biased sequences
have been shown to induce contrast adaptation to the high probability ori-
entation. “Adapter” and unbiased “test” sequences were presented simul-
taneously on opposite sides of fixation at 2.5 deg eccentricity. To measure
the tilt-aftereffect, every 1 sec a pair of 2.5 deg, 50% contrast gratings were
inserted in the sequences for 250 msec. Using a mouse, subjects adjusted the
tilt of the grating in the test sequence to match its apparent orientation in
the adapter sequence. The test was oriented 13, 15, or 17 deg away from the
biased orientation, offsets at which robust tilt-aftereffects are observable.
Every day, subjects completed 4 task runs, each containing 5 blocks that
alternated between biased adapters and unbiased “baseline” adapters. The
biased adapters induced a strong tilt-aftereffect (on average ~2 deg). How-
ever, we observed no change in adaptation dynamics across the 4 days.
Adaptation growth and decay time constants and peak tilt-aftereffect levels
did not reliably change across the 4 days (p>0.05). Our results suggest that
the visual system cannot learn to adapt more quickly to statistical regular-
ities in low-level visual features, at least over the timescales tested here.

23.3011 The psychophysical mechanisms underlying the transfer
of perceptual learning enabled by double training Xin-Yu Xie'

(xiexy518@pku.edu.cn), Jun-Yun Zhang', Cong Yu'; 'Department of Psy-
chology and Peking-Tsinghua Center for Life Sciences, Peking University

Although visual perceptual learning is often location specific, learning can
transfer to a new location/hemisphere if the new location/hemisphere
is additionally trained with an irrelevant task (Xiao et al., 2008). Here we
characterized the impact of this double training on Vernier learning and
its transfer at various levels of external noise. The 2-Gabor Vernier was
imbedded in five levels of white noise (rms contrast 0% [129%) and centered
in a visual quadrant at 50 eccentricity. When training was at zero noise,
Vernier thresholds were reduced at all noise levels at the trained location,
and at high noise at the diagonal quadrant location. However, if orienta-
tion discrimination with a Gabor at zero noise was also practiced at the
diagonal location, Vernier thresholds were improved at all noise levels at
the same location. The pre- and post-training TvC functions were similar
across trained and untrained locations. When training was at high noise,
Vernier thresholds were only reduced at high noise at both trained and
untrained locations. Interestingly, if Gabor orientation discrimination at
zero noise was also practiced at the diagonal location, Vernier thresholds
at lower noise levels were improved at both trained and untrained loca-
tions. Again the pre- and post-training TvC functions were similar across

trained and untrained locations. Fitting TvC functions of Vernier learning
revealed that: After double training the reduction of equivalent internal
noise transferred from trained to untrained location when Vernier train-
ing was at zero noise. Double training also reduced equivalent internal
noise at both trained and untrained locations when Vernier training was
at high noise. These improvements at both trained and untrained locations
due to training of an irrelevant task at the diagonal location suggest that
equivalent internal noise reduction is realized through a high-level process.

Acknowledgement: Natural Science Foundation of China Grants 31230030 and
31470975

23.3012 Under-stimulation at untrained orientation may explain
orientation specificity in perceptual learning Ying-Zi Xiong' (yz.
xiong@pku.edu.cn), Jun-Yun Zhang', Cong Yu'; 'Department of Psychol-
ogy and Peking-Tsinghua Center for Life Sciences, Peking University

Perceptual learning (PL) can transfer completely to an orthogonal orienta-
tion if the latter is exposed through an irrelevant task in a Training-plus-Ex-
posure (TPE) paradigm (Zhang et al., 2010). This and additional evidence
for learning transfer to new locations/hemisphere after double training
(Xiao et al, 2008) suggests that PL reflects cognitive changes beyond the
early visual areas. However, it is unclear why PL is orientation specific in
the first place and why exposure to the transfer orientation enables learn-
ing transfer. Here we used a continuous flashing suppression paradigm to
investigate the role of orientation exposure in TPE training. Foveal orienta-
tion discrimination was always trained at one orientation. In other blocks
of trials flashing white noise was presented to one eye, which suppressed
the awareness of an orthogonal Gabor (sometimes a letter C) presented
to the other eye. In Experiment I, the observers reported the color (red/
green) of a small dot centered on the flashing noise images. They were not
told that an orthogonal Gabor was shown to the other eye. This bottom-up
orientation exposure produced partial learning transfer to the orthogonal
orientation. In Experiment II, the observers guessed whether a Gabor/C
was presented, but the orthogonal Gabor was not shown. Such top-down
only “orientation exposure” led to no learning transfer. In Experiment
III when the orthogonal Gabor did show, learning transfer was com-
plete with this combined bottom-up and top-down orientation exposure.
These results indicate that bottom-up orientation exposure is required
for learning transfer, and that orientation specificity may result from
under-stimulation of untrained orientations, possibly because these ori-
entations are unstimulated or even suppressed during training. Although
top-down influence itself has no impact on learning transfer, it can boost
the effect of bottom-up exposure, so that high-level learning can func-
tionally connect to new orientation inputs for complete learning transfer.

Acknowledgement: Natural Science Foundation of China Grants 31230030 and
31470975

23.3013 Expectation and the tilt aftereffect Noga Pinchuk-Yacobi'

(nogap123@gmail.com), Ron Dekel', Dov Sagi'; 'Department of Neurobiol-
ogy/Brain Research, Weizmann Institute of Science, Rehovot, Israel

Exposure to oriented stimuli leads to a bias in the perceived orientation
of subsequently viewed stimuli (tilt aftereffect, TAE). This is tradition-
ally attributed to sensory adaptation, and viewed as a stimulus-driven
process, independent of stimulus predictability. Here, we tested whether
the magnitude of the TAE is modulated by expectations, and specifi-
cally, whether TAE depends on the congruency of adapted and expected
orientations. Observers were presented at fixation with successive pairs
of oriented Gabor patches (s=0.6°, 1=0.3°). Each Gabor was presented for
50ms with 600ms interval between pair members (pairs were separated by
1-1.5secs). Gabor pairs were arranged in blocks, forming two experimental
conditions with orientation either expected or not expected. For all blocks,
the orientation of the first Gabor in each pair was randomized (+20° rela-
tive to vertical). In the ‘expected” condition, the orientation of the second
Gabor correlated, either positively or negatively, in different sessions, with
that of the first Gabor. In the ‘not-expected” condition, the orientation of
the second Gabor was independent of the first Gabor (randomized +20°).
Intermixed test trials (33%) were used to measure the shift in subjects” per-
ceived vertical, with the second pair member serving as a target, oriented
around the vertical, permitting a measurement of the TAE produced by
the presentation of the first Gabor member. Presentation of the oriented
Gabors led to a tilt aftereffect, which was modulated by the expected ori-
entation. The aftereffect was significantly higher (N=5; p< 0.01, pairwise
t-test) in the positively correlated blocks (1.6°£0.2SE) than in the corre-
sponding ‘not expected” blocks (1.0°£0.3SE). In the negatively correlated
blocks (N=2), the aftereffect was lower (0.6°+1.1SE) than in the corre-
sponding ‘not expected” blocks (1.0°£0.7SE). These findings indicate a role
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of expectation in generating the perceptual tilt aftereffect and are in line
with predictive coding models of perception. Acknowledgement: BRF/ISF.

23.3014 Transcranial Random Noise Stimulation Enhances Visual
Learning In Healthy Adults Florian Herpich'?, Michael Melnick?, Krystel
Huxlin®, Duje Tadin®, Sara Agosta?, Lorella Battelli**; 'Cimec - Center for
Mind/Brain Sciences, Rovereto, 22 Center for Neuroscience and Cognitive
Systems@UniTn, Istituto Italiano di Tecnologia, Rovereto, *Dept. of Brain
& Cognitive Sciences, Flaum Eye Institute and Center for Visual Science,
University of Rochester, “Berenson-Allen Center for Noninvasive Brain
Stimulation and Department of Neurology, Beth Israel Deaconess Medical
Center, Harvard Medical School

Recent psychophysical studies have demonstrated that visuo-perceptual
functions can improve over multiple training sessions, both in healthy
adults (Sagi, 2011) and in hemianopic stroke patients (Das et al., 2014). To
date, rehabilitative therapies for hemianopic patients have shown signifi-
cant improvements only after many weeks of daily training. Recent studies
using transcranial direct current stimulation (tDCS) have shown enhance-
ment of visual performance in normal subjects. Notably, when current is
applied in a random noise mode (tRNS), effects are seen earlier and are
longer lasting. Here, we asked whether tDCS or tRNS can be used to boost
visual perceptual learning of global direction discrimination, thus provid-
ing a proof-of-concept for the potential use of this approach in pathological
populations. We tested 40 healthy, visually-intact subjects, aged 19-26 who
were randomly assigned to 4 training groups: “anodal tDCS”, high fre-
quency “hf-tRNS”, “sham” and “no-stimulation”. All subjects were trained
to discriminate the left or right global motion direction of random-dot stim-
uli for 10 days (one session/day). Before and after training, we measured
the subjects” direction range and motion signal thresholds. Brain stimula-
tion was delivered concurrently with the training task. For the active stimu-
lation conditions, anodal tDCS was delivered over the occipital pole, while
for hf-tRNS and sham, electrodes were positioned bilaterally over the left
and right occipital poles. On average, all subjects improved over the two-
weeks training period. However, the hf-tRNS group attained a direction
range threshold of 162.88° (subtracting day10 from day1), while the “tDCS”,
“sham” and “no stimulation” subjects attained a threshold of 53.57°, 126.6°
and 88°, respectively. Paired sampled t-tests indicated a significant effect of
hf-tRNS on performance relative to the other groups (p = .03). These results
indicate that hf-tRNS may be a more effective intervention to boost visual
perceptual learning than tDCS or no stimulation during visual training.

23.3015 Criterion Learning in an Orientation-discrimination Task
Elyse Norton' (ehn222@nyu.edu), Stephen Fleming'??, Nathaniel Daw'?,
Michael Landy'? 'Department of Psychology, New York University,
*Center for Neural Science, New York University, *Department of Experi-
mental Psychology, University of Oxford

Humans often make decisions based on uncertain sensory information.
Signal detection theory describes detection and discrimination decisions as
a comparison of stimulus “strength” to a fixed decision criterion. How is the
criterion set? We examine how observers learn to set a decision criterion in
an orientation-discrimination task. To investigate mechanisms underlying
trial-by-trial criterion placement, we compared two tasks. (1) The typical
covert-criterion task: Observers make binary discrimination decisions and
the underlying criterion is unobservable. (2) A novel overt-criterion task:
Observers explicitly set the decision criterion. In each task, stimuli were
ellipses with principle orientations drawn from two categories: Gaussian
distributions with different means and equal variance. In the covert-criterion
task, observers categorized an ellipse. In the overt-criterion task, observers
adjusted the orientation of a line on every trial, which served as the dis-
crimination criterion for the subsequently presented ellipse. Feedback was
provided at the end of every trial and the observer’s goal was to maximize
the number of correct categorizations. The category means were constant
throughout each block but changed across blocks. Observers had to relearn
the categories for each block. We compared observer performance to the
ideal Bayesian model and several suboptimal models (moving average,
exponential moving average, reinforcement learning, and limited memory)
that varied in both computational and memory demands. While observers
were able to learn the optimal criterion over many trials, we found that, in
both tasks, observers used suboptimal learning rules. A model in which the
recent history of past samples determines a belief about category means (the
exponential moving average rule) fit the data best for most observers and
on average. We also investigate an analogous task in which category means
change slowly over time (a random walk). Our results reveal dynamic
adjustment of discrimination criterion, even after prolonged training.

Acknowledgement: NIH EY08266

Perception and Action: Complex

interactions
Saturday, May 16, 8:30 am - 12:30 pm
Poster Session, Banyan Breezeway

23.3016 Action Videogame Play Improves Visual Motor Control

Rongrong Chen' (rainerrchen@hku.hk), Jing Chen’, Li Li'; 'Department of
Psychology, The University of Hong Kong, Hong Kong SAR

Can action videogame play improve visual motor control? If yes, can it be
used in training complex visual motor skills such as driving? Here we took
a control-theoretic approach and tested non-video-game players with a
typical compensatory manual control task. After playing a driving (Exper-
iment 1) or a first-person shooter (FPS) action videogame (Experiment 2)
for only five hours, participants improved significantly in both the control
precision (measured as the RMS error) and response amplitude (gain) for
their performance on the manual control task. No enhancement on partic-
ipants’ contrast sensitivity function was observed. We fit the performance
data to an extensively validated Crossover Model to further understand
how action gaming affects the perceptual system that processes visual
information and the neuromuscular system that executes the control com-
mand. Our model-driven analysis revealed that playing either a driving
or an FPS game improved the perceptual sensitivity to input visual infor-
mation for online motor control; that playing the FPS game also facilitated
anticipating input errors to generate control ahead of time but hurt the
stability of the neuromuscular system. In contrast, no effect on the control
performance was observed for participants who played a non-action vid-
eogame. We then examined whether the improvement in the performance
on the manual control task can transfer to daily visual motor control tasks
such as driving. We found that lane-keeping performance significantly
improved for participants who completed a 40-min training session of
the manual control task while no such improvement was observed for
participants without training. In summary, the present study provides
the first empirical evidence for a causal link between action gaming (for
as short as five hours playing) and enhancement in visual motor control.
The findings have practical implications for developing training tools to
improve performance on daily visual motor control tasks such as driving.

Acknowledgement: Hong Kong Research Grant Council, HKU 7460/13H,
7482/12H

23.3017 Unconscious perception of an opponent’s goal Sarah
Cormiea’' (sarah.cormiea@gmail.com), Maryam Vaziri-Pashkam', Ken
Nakayama'; 'Vision Sciences Laboratory, Department of Psychology,
Harvard University

Humans are experts at reading others” actions. They effortlessly navigate
a crowded street or reach for a handshake without grabbing an elbow.
This suggests real-time, efficient processing of others’ movements and
the ability to predict intended future movements. We designed a com-
petitive reaching task where two subjects faced each other separated by
a plexiglass screen. Fingertip positions were recorded with magnetic sen-
sors. One subject (Attacker) was instructed via headphones to tap one of
two targets on the screen and the other subject (Blocker) was told to try to
reach the same target as quickly as possible. Reaction times, measured as
the difference in initial finger movement (finger launch) of Attacker and
Blocker were fast (~150ms): much faster than reaction times to a moving
dot projected on the screen (~250ms). This suggests Blockers use prepara-
tory actions of Attackers to predict their goal before finger launch. Next,
we videotaped an Attacker and projected the video onto the transpar-
ent screen. Blockers’ reaction times to the videos matched those to a real
Attacker. In half the blocks we cut the preparatory information from the
video. Blockers were ~120ms slower responding to cut videos, suggest-
ing preparatory information is predictive ~120ms before finger launch.
Finally we played the videos from the start to various times relative to
finger launch and asked subjects to report the Attacker’s goal with button
presses. Surprisingly when videos were cut at ~120ms before finger launch
subjects” accuracy was ~70%: significantly lower than the accuracy of arm
movements in response to full videos (~98%). This suggests that in the arm
movement task subjects utilize implicit information that is not consciously
accessible in the button press task. Taken together, these results suggest
participants in a competitive interaction have implicit or unconscious
knowledge of the intentions of their partner before movement begins.

Acknowledgement: Supported by the Center for Brains, Minds and Machines
(CBMM), funded by NSF STC award CCF-1231216.

See page 3 for Abstract Numbering System

Vision Sciences Society 21

wv
[]
-+
(=
-
Q.
Q
<
>
=




Saturday AM

Saturday Morning Posters

VSS 2015 Abstracts

23.3018 How drawing shapes object representations judith Fan'
(jefan@princeton.edu), Daniel Yamins?, Nicholas Turk-Browne'; 'Depart-
ment of Psychology, Princeton University, 2McGovern Institute for Brain
Research, Massachusetts Institute of Technology

Drawing is a powerful tool for communicating ideas visually — a few well-
placed strokes can convey the identity of a face, object, or scene. Here we
examine how people learn to draw real-world objects in order to understand
the more general consequences of visual production on the representation
of objects in the mind. As a case study, we ask: How does practice draw-
ing particular objects affect the way that those and other objects are repre-
sented? Participants played an online game in which they were prompted
on each trial with an image (N=314) or word (N=276) that referred to a
target object for them to draw. We used a high-performing, deep convolu-
tional neural network model of ventral visual cortex to guess the identity of
the drawn object in real time, providing participants immediate feedback
about the quality of their drawing. Objects belonged to one of eight catego-
ries, each containing eight items. Each participant was randomly assigned
two of these categories. During training, participants drew four randomly
selected objects in one category (Trained) multiple times. Before and after
training, participants drew the other four objects in that category (Near), as
well as the objects in the second category (Far), once each. We found that
drawings of Trained items were better recognized by the model after train-
ing, and that this improvement reflected decreased confusions with other
items in the same category. By contrast, recognition of Near items worsened
after training, which reflected increased within-category confusion. Recog-
nition of Far items did not change significantly. These results show that
visual production can reshape the representational space for objects: by dif-
ferentiating trained objects and merging other objects nearby in the space.
More broadly, these findings suggest that the outward expression of visual
concepts can itself bring about changes to their internal representation.

Acknowledgement: NIH ROT EY021755, GRFP DGE-0646086

23.3019 Motor action can make natural scenes pleasant: It’s just
a matter of comfort Carlo Fantoni'? (cfantoni@units.it), David Pear-
son?, Luca lanza', Walter Gerbino'; 'University of Trieste, Department of
Life Sciences, Psychology Unit “Gaetano Kanizsa”, Trieste, Italy, “Istituto
Italiano di Tecnologia, Center for Neuroscience and Cognitive Systems@
UniTn, Rovereto, Italy, *University of Aberdeen, School of Psychology,
Aberdeen, United Kingdom

Recently we have shown that performing comfortable and uncomfortable
reaching acts produces dramatic changes in the perception of facial expres-
sions consistent with motor action induced mood congruency. More anger
is needed to perceive neutrality in a happy-to-anger morph continuum
(Fantoni & Gerbino, 2014), and a lower absolute threshold for the detec-
tion of happiness is required after performing a sequence of comfortable
than uncomfortable reaches (Fantoni, Cavallero & Gerbino, 2014). Here we
asked whether such influences generalize across the entire affect domain
or whether they are specific for faces. In two experiments considering the
biphasic representation of motor actions, we tested whether performing
comfortable vs. uncomfortable motor actions might change the way in
which the valence and the arousal components of natural scenes influence
our affective choice. In order to induce comfort/discomfort, we used our
Motor Action Mood-Induction Procedure (MAMIP). This included two
successive visually guided reaching blocks each involving a sequence of
reaches with the depth extent randomly selected in the 0.65-t0-0.75 (Com-
fortable) or the 0.90-to-1.00 (Uncomfortable) arm length range. After each
block participants performed a sequential image selection task on a ran-
domized set of 27 IAPS natural scenes varying in valence and arousal. The
likelihood of affective selection was well described by a combination of
sigmoid functions of valence and arousal: per cent selection monotonically
increased with valence, with the rate of increase decreasing as arousal grew
larger. Importantly, we found a mood-congruent effect following MAMIP.
Action comfort enhanced the quality of observer’s global experience, with
perceived scene neutrality after comfortable reaches requiring less valence
and arousal than after uncomfortable reaches. Relative to inaction (Experi-
ment 2), action enhanced scene attractiveness with an increment of selection
choices in Experiment 1. We conclude that influences by action-induced
mood are general and not restricted to the domain of facial expression.

Acknowledgement: This work was supported by the University of Trieste (FRA-
2013 Grant to CF)

23.3020 Nonconscious Emotional Information Boosts Categorically
Unrelated Concurrent Visual Decisions Galang Lufityanto' (g.lufi-

tyanto@unsw.edu.au), Joel Pearson'; 'The University of New South Wales,
Australia

Can categorically different sources of unconscious information be uti-
lised to aid in concurrent perceptual decisions? Here, we employ a novel
empirical paradigm that utilises a noisy visual decision task and the con-
current presentation of suppressed emotional images. Using continuous
flash suppression we rendered both positive and fearful images noncon-
scious. Participants had to decide the direction of random dot motion
stimuli presented simultaneously with the suppressed emotional images.
The binary emotional valence of the images (positive or negative) was
concordant with the direction of the motion in the decision stimulus (right
or left) across 6 levels of dots motion coherence. We found that that sup-
pressed emotional images boosted decision accuracy, sped up reaction
times, and increase reports of confidence for brief presentation of stim-
uli (i.e. 400 ms) relative to a spatial phase-scrambled version of the same
images. However, accuracy was no higher when the decisional stimulus
was paired with different categories of non-emotional images. To test the
contingency between emotional and sensory information, we reversed the
association between emotional valence (positive and negative emotion)
and dot motion direction on the third block of trials. When the associa-
tion was reversed the difference in accuracy between the intact emotional
images and their phase-scrambled version disappeared. A consistent
contingency between emotional valence and dot direction is seemingly
required for individuals to utilize unconscious emotional information in
the otherwise unrelated decision task. Next, we measured skin conduc-
tance while participants performed the emotionally boosted decision task.
We found a differential skin conductance response to suppressed normal
images compared to the phase-scrambled control images. More impor-
tantly, the electrodermal activity declined with increasing dots motion
coherence suggesting an interaction with decisional difficultly. Together
these data suggest a possible new experimental paradigm to investigate
the dynamics of processes and experiences often described as intuition.

23.3021 Perceptual Distortions of Distances on a Hill Depend on
Interoceptive Awareness Nathan Tenhundfeld' (nlt4au@rams.colostate.

edu), Jessica Witt'; "Department of Cognitive Psychology, College of Natu-
ral Sciences, Colorado State University

Research has shown that distances on a hill appear further than they do on
the flat ground (Stefanucci, et al., 2005). It is theorized that this perceptual
distortion is a function of energetic demands associated with traversing the
hill, compared to the flat ground. A big question concerns the nature of
information about action and how it is then integrated with visual informa-
tion. One theory is that information about action is detected on-line from
proprioceptive and interoceptive receptors (Witt & Riley, 2014). If per-
ceivers depend on interoception to provide cues about our internal states
as they relate to the environment, those who show greater sensitivity to
interoceptive information might also show a greater effect of the hill on per-
ceived distances. Here, we tested that idea by assessing individuals” ability
to detect their own heart rate, which is a standard measure of interceptive
awareness. Participants verbally estimated the distance to cones placed on
the hill and on the flat ground, followed by a heart rate estimation task. The
effect of hill versus flat on perceived distance was significantly modulated
by heart rate detection ability, F(1,49) = 4.45, p =.04. The best heart-rate esti-
mators (top two-thirds) revealed a significant effect of terrain (hill vs flat)
on perceived distance, F(1, 34) =17.52, p <.001. The bottom third, however,
did not, F(1, 15) = 0.52, p > .48. These results indicate that for individuals
with greater interoceptive awareness, perceived distance is affected by the
hill, while for those with worse interoceptive awareness, perceived distance
is not. Stated another way, those who are more in tune with their inter-
nal states appear be more affected by anticipated energetic expenditures.
This suggests that the perceptual distortions related to energetics are likely
due to the ability to sense internal responses to the anticipation of action.

Acknowledgement: NSF

23.3022 Metacoghnitive ability of confidence sharing modulates
optimization of collective perceptual decision Peiyuan Zhang'>
(an.inspired.idea@gmail.com), Chang-Bing Huang'; 'Key Laboratory of
Behavioral Science, Institute of Psychology, Chinese Academy of Sciences,
Beijing, China, ?Department of Psychology, Peking University, Beijing,
China
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Much is known about how metacognition modulates individual perfor-
mance in perceptual decision. Yet to be determined is how metacogni-
tive ability modulates the performance of collective perceptual decision.
In the first experiment (Exp 1), we adopted a contrast discrimination task
and examined the relationship between collective (dyad) and individual
sensitivities in 12 groups (12 groups*2 subjects/group). Individual deci-
sions were shared after each participant made choice without consulting
each other; If participants disagreed, they discussed the matter until they
reached a joint decision. We found that although collective perceptual sen-
sitivity can be generally explained by a weighted confidence sharing model
(WCS) that assumes individuals communicate genuinely their level of
confidence (i.e. uncertainty) and two heads are Bayes-optimally integrated
(Bahrami, et al., 2010), there is evident discrepancy between WCS model
prediction and empirical collective sensitivity in many groups. Aiming
to test whether metacognitive ability contributed to this collective failure,
eleven groups were asked to report their level of confidence via confi-
dence rating after joined decision was made (Exp 2; 11 groups*2 subjects/
group). Metacognitive ability was quantified by the interrelationship of the
confidence rating and the accuracy of visual judgments using the type-II
receiver operating characteristic (ROC) curve (Fleming, et al., 2010). The
result showed that the discrepancy between the empirical and predicted
collective sensitivity negatively correlated with group metacogntive abil-
ity (r=-.703, p=0.016); the higher the metacognitive ability, the less the dis-
crepancy. In experiment 3, we confirmed the findings in the case of triad
decision (8 groups*3 subjects/group): discrepancy between empirical per-
formance and the WCS model prediction negatively correlated with group
metacognitive ability (r=-.749, p=0.018). To conclude, our results implied
that metacognitive ability of understanding and communicating visual
uncertainty modulates optimization of collective perceptual decision.

Acknowledgement: Supported by National Natural Science Foundation of
China (NSFC 31230032, 31470983, and 31400877), the Knowledge Innova-
tion Program of the Chinese Academy of Sciences (Y3CX102003), Institute
of Psychology, CAS, the Scientific Foundation of Institute of Psychology
(Y3CX182005), and NEI (EY021553).

23.3023 Motor-evoked potentials reveal a motor-cortical readout of
evidence accumulation for sensorimotor decisions Kielan Yarrow'
(kielan.yarrow.1@city.ac.uk), Aviad Hadar'? Paula Rowe', Steven Di
Costa?, Alex Jones*; 'Department of Psychology, City University London,
“Department of Life Science, Ben-Gurion University , ’Institute of Cog-
nitive Neuroscience & Department of Psychology, UCL, *Department of
Psychology, Middlesex University

Many everyday activities, such as driving and sports, require us to engage
in time-pressured sensorimotor decision making in response to visual cues.
The computational principle of continuous evidence accumulation is the
dominant account underlying models of speeded decision making, but the
nature and locus of the decision variable that triggers action is debated.
Traditionally, cognitive stages such as perception, stimulus-response trans-
lation, and the generation of motor plans, have been considered to occur
in series. However, this idea is challenged by neurophysiological work in
animals, suggesting that cognitive operations are distributed across sen-
sorimotor cortex. Here, we investigate whether a decision variable can be
observed in the primary motor cortex (M1) of humans. Participants cat-
egorised faces as male or female, with task difficulty manipulated using
natural or morphed stimuli. Transcranial magnetic stimulation, applied at
random across the reaction-time interval, produced motor-evoked poten-
tials (MEPs) in two hand muscles that were the major contributors when
generating the correct and incorrect pinch/grip movements. MEP magni-
tudes reveal covert action preparation, even when no action is produced.
Smoothing MEPs using a Gaussian kernel allowed us to recover a continu-
ous time-varying MEP average, comparable to an EEG component, which
permitted precise localisation of the time at which the motor plan for the
responding muscle began to dominate over the non-responding action. This
moment was calculated in both stimulus-locked and response-locked anal-
yses, and was found to occur at the same time with stimulus locking, but
earlier with response locking, when ambiguous stimuli made the decision
more challenging. This pattern is consistent with M1 providing a continu-
ous readout of evidence accumulation. We predicted the evidence accumu-
lation profile from a drift diffusion model, using only behavioural data, and
found a good qualitative match to the observed neurometric MEP profiles.

23.3024 Encoding attentional-states during visuomotor adaptation
Joo-Hyun Song'? (joo-hyun_song@brown.edu), Hee Yeon Im', Patrick
Bédard?®; "Department of Cognitive, Linguistic and Psychological Sciences,
Brown University, 2Brown Institute for Brain Science, Brown University,
*Department of Neuroscience, Brown University

We recently showed that visuomotor adaptation acquired under attentional
distraction is better recalled under a similar level of distraction compared to
no distraction. This paradoxical effect suggests that attentional state (e.g.,
divided or undivided) is encoded as an internal context during visuomotor
learning, and should be reinstated for successful recall (Song & Bédard, in
press). To investigate if there is a critical temporal window for encoding
attentional state in visuomotor memory, we manipulated whether partic-
ipants performed the secondary attention-demanding task concurrently
in the early or late phase of visuomotor learning. Recall performance was
enhanced when the attentional states between recall and the early phase
of visuomotor learning were consistent. However, it reverted to untrained
levels when tested under the attentional state of the late phase learning.
This suggests that attentional state is primarily encoded during the early
phase of learning before motor errors decrease and reach an asymptote.
Furthermore, we demonstrate that when divided and undivided atten-
tional states were mixed during visuomotor adaptation, only divided
attention was encoded as an internal cue for memory retrieval. Therefore,
a single attentional state appears to be primarily integrated with visuomo-
tor memory while motor error reduction is in progress during learning.

23.3025 Canonical Viewpoints for Videos of Assembly Tasks Tandra
Ghose' (tandra@berkeley.edu), Katharina Mura'?, Markus Huff?; 'Depart-
ment of Psychology, University of Kaiserslautern, Germany , 2German
Research Center for Artificial Intelligence (DFKI), Kaiserslautern, Ger-
many, *Cognitive Psychology, University of Tiibingen, Germany
Canonical-views for static objects are defined as preferred-views that pro-
vide richer spatial information and richer cognitive processing (Palmer,
Rosch, & Chase, 1981; Blanz, Tarr, & Biilthoff, 1999; Ghose & Liu, 2013). For
simple dynamic scenes consisting of three moving balls on a flat surface,
canonical-views provide richer information about temporal changes in the
spatial relationships (Garsoffky, Huff, & Schwan, 2007; Garsoffky, Schwan,
& Huff, 2009). In this research we ask (1) if there is a single canonical-view
for an entire movie depicting an assembly task, and (2) if the canonical-view
depends on a specific assembly-step or action-type. The stimuli consisted
of three complex assembly tasks taken from a technical construction tool-
kit. Each scenario was recorded from 5 different viewpoints, namely, self,
opposite-to-self, left, right and top. The mean assembly time per scenario
was 4 min and 14 sec. The actor in the video was right-handed. There were
66 assembly-steps with 7 action-types. Procedure: A pair of video clips
showing the same step appeared successively at two different positions on
the screen. After the first showing, the videos were played back in a loop
until the participant responded. The task was to choose the “better-view”
for learning the assembly-step. Data from 20 participants show that canon-
ical-view varies to some extent from assembly-step to assembly-step. The
self and the opposite-to-self views were most-preferred 74% of the time.
Left and right views were least-preferred 76% of the time. That is, views
along the median plane were rated as “better” for learning than frontal
and top plane for every action-type. An “unambiguity measure” was cal-
culated for each assembly-step as mean frequency of (most minus least)
preferred-views. Higher unambiguity values mean that the best perspec-
tive is unambiguously preferred. The median views are unambiguously
preferred over other views suggesting these are canonical-views of actions.
Acknowledgement: Marie Curie grant (CIG#293901) from the European Union
awarded to Tandra Ghose

23.3026 Motor planning and control: Humans interact faster with

a human than a robot avatar Stephan de la Rosa' (stephan.delarosa@
gmail.com), Maiken Lubkull’, Streuber Stephan'?, Aurelie Saulton', Tobias
Meilinger', Heinrich Biilthoff', Rouwen Cafial-Bruland®; 'Department of
Perception, Cognition, and Action, Max Planck Institute for Biological
Cybernetics, “Perceiving Systems, Max Planck Institute for Intelligent
Systems, *Faculteit der Bewegingswetenschappen, Vrije Universiteit
Amsterdam

How do we control our bodily movements when socially interacting with
others? Research on online motor control provides evidence that task
relevant visual information is used for guiding corrective movements of
ongoing motor actions. In social interactions observers have been shown
to use their own motor system for predicting the outcome of another per-
son’s action (direct matching hypothesis) and it has been suggested that
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this information is used for the online control of their social interactions
such as when giving someone a high five. Because only human but not
non-human (e.g. robot) movements can be simulated within the observ-
er’s motor system, the human-likeness of the interaction partner should
affect both the planning and online control of movement execution. We
examined this hypothesis by investigating the effect of human-likeness of
the interaction partner on motor planning and online motor control during
natural social interactions. To this end, we employed a novel virtual real-
ity paradigm in which participants naturally interacted with a life-sized
virtual avatar. While 14 participants interacted with a human avatar,
another 14 participants interacted with a robot avatar. All participants
were instructed to give a high-five to the avatar. To test for online motor
control we randomly perturbed the avatar’s hand trajectories during par-
ticipants” motor execution. Importantly, human and robot looking avatars
were executing identical movements. We used optical tracking to track
participants” hand positions. The analysis of hand trajectories showed
that participants were faster in carrying out the high-five movements with
humans than with robots suggesting that the human-likeness of the inter-
action partner indeed affected motor planning. However, there was little
evidence for a substantial effect of the human-likeness on online motor
control. Taken together the results indicate that the human-likeness of the
interaction partner influences motor planning but not online motor control.

Visual Search: Eye movements and memory
Saturday, May 16, 8:30 am - 12:30 pm
Poster Session, Banyan Breezeway

23.3027 Feedback about gaze position improves saccade effi-
ciency Saeideh Ghahghaei' (saeideh@ski.org), Preeti Verghese'; 'The
Smith-Kettlewell Eye Research Institute

When searching for an unknown number of noisy targets in a limited time,
looking at uncertain locations is more efficient than looking at locations
with a high probability of the target. Previously, we showed that imme-
diate saccadic feedback that revealed the true identity of a noisy stimu-
lus was effective in improving saccade efficiency (Verghese, Ghahghaei,
2013). However, the stimuli in that task were not limited by visibility, and
the feedback artificially removed any ambiguity about the identity of the
stimulus as soon as a saccade landed at that location. Here we examine
if the increase in visibility upon naturally foveating a target combined
with simple knowledge about eye position will encourage a strategy to
fixate informative locations. Observers actively searched a brief display
(900 ms) with six Gabor patches in noise, located 3 degrees from fixation
to locate an unknown number of horizontal targets, among vertical dis-
tractors. The contrast of the Gabors was high or low such that the orienta-
tion of the high-contrast Gabor was perfectly discriminable at 3 degrees,
but that of the low-contrast Gabor only upon foveation. Thus, saccades
to low-contrast rather than high-contrast locations were more informa-
tive. In separate blocks participants received either (i) no gaze feedback,
(ii) delayed gaze feedback at the end of the trial, or (iii) immediate gaze
feedback after each saccade in the trial. Feedback was provided by chang-
ing the color of the ring that surrounded each location. In the absence of
feedback, participants differed in the proportion of saccades to informa-
tive locations, with a greater proportion for more experienced participants.
Both immediate and delayed feedback increased the proportion of infor-
mative saccades for four out of five participants. Furthermore, gaze feed-
back increased the latency of the first saccade and reduced the number of
reflexive saccades to salient locations, making saccades more informative.

Acknowledgement: NIH RO1 EY022394

23.3028 Visual Search for Transparent Overlapping Objects in
Depth: Overlap Impairs Performance, but Depth does not benefit
Performance Hayward Godwin' (hg102@soton.ac.uk), Tamaryn Men-

neer', Simon Liversedge', Kyle Cave?, Nick Holliman?, Nick Donnelly';
'University of Southampton, 2University of Massachusetts Amherst,
*University of York

During everyday visual search tasks, such as searching for keys in a clut-
tered room, it is commonplace for objects to overlap one another and occur
at different levels of depth. This situation stands in contrast to standard
search tasks in which objects are presented on a single depth plane and
do not overlap with one another. We previously examined how overlap
and depth influence search performance by asking participants to search
displays containing overlapping opaque polygons presented on different
depth planes to one another. We found that overlap impaired search per-
formance (increased RTs, decreased accuracy), and the presence of depth

in the highly-overlapping displays decreased RTs. Here, we extend this
previous work to examine search in displays containing transparent over-
lapping coloured polygons, again assessing whether the presence of depth
aids performance, and whether overlap impairs performance. In such
displays, overlap results in combinations of colours that alter the colour
(but not the shape) of objects. We found that, with transparent displays,
response accuracy was high - higher than our previous study where par-
ticipants searched overlapping opaque objects. However, this increase in
accuracy came at the cost of increased RTs. Finally, the presence of depth
information in the displays had no effect on accuracy or speed. Overall,
in displays containing opaque objects, response accuracy is negatively
affected by overlap because the opaque nature of the objects removes
information regarding object identities. However, in displays containing
transparent objects, accuracy is negatively affected by overlap to a lesser
extent, while response times are negatively affected to a greater extent. This
is because information regarding object identity is available in transpar-
ent displays, but it requires more time to disambiguate each object’s iden-
tity from that of other objects. The delay occurs because the transparency
of overlapping objects changes and obfuscates the colour of the objects.

Acknowledgement: Supported by funding from the Economic and Social
Sciences Research Council (grant ref. ES/1032398/1).

23.3029 Scene context reduces distractor set-size effects during

search Arturo Deza' (deza@dyns.ucsb.edu), Emre Akbas', Miguel Eck-
stein'; 'University of California, Santa Barbara

Scene context guides eye movements and facilitates search performance
(Torralba et al., 2006; Chen & Zelinsky, 2006; Eckstein et al., 2006). Here, we
assess how scene context modulates the effect of number of distractors on
eye movements and search performance with real scenes. Methods: Observ-
ers (64) were presented with 24 grayscale images plus 96 fillers (22.53 deg. x
15.03 deg.) sampled from a dataset of 1224 desk images from multiple view-
points and varying number of distractor objects. Half the images contained
the target (computer mouse). When present, the target appeared in context
in 60 % of the images (next to a monitor/keyboard) and out of context in
the remaining 40 % (e.g., mouse over monitor). Observers searched for the
target from an initial fixation at the edge of the images that was equidis-
tant from mouse in context and out of context locations. Eye position was
monitored and the display was randomly terminated after: 1, 2, 3 saccades
or a 2 seconds time limit. At the end of each trial, participants performed a
10-scale confidence rating, expressing their certainty of finding the target.
Results: Context significantly increased target detection accuracy (p < 0.05)
and reduced time to first foveate the target (in context: 900 ms vs. out of
context: 1400 ms) across multiple distractors, as well as fixation distance to
the target. For the 2 second displays, the detrimental effect of distractors on
accuracy (set-size effect) diminished when the target was in context. The
temporal dynamics of performance varied across conditions. Additional sac-
cades led to large increases in hit rate for the out of context targets and small
for the in context targets. Conclusions: Scene context diminishes the detri-
mental effect of distractors on search performance in real scenes and alters
the temporal dynamics of accuracy increments with subsequent saccades.

23.3030 Memory in visual search is task-dependent in both 2D
and 3D environments Chia-Ling Li' (sariel.cl.li@utexas.edu), M Pilar
Aivar?, Matthew Tong?, Mary Hayhoe®; 'The Institute for Neuroscience,
The University of Texas at Austin, *Facultad de Psicologia, Universidad
Auténoma de Madrid, *Center for Perceptual Systems, The University of
Texas at Austin

Previous studies have indicated the effect of memory for both context and
targets on search in 2D images of naturalistic scenes. However, recent results
in 3D immersive environments failed to show much effect of context (Li et
al,, JOV, 2014). To examine whether this reflects differences between 2D vs.
3D environments, we ran a 2D experiment designed to parallel our previous
3D virtual reality environment. Subjects viewed 2D snapshots taken from
the two rooms in the 3D immersive environment and then searched those
images for a series of targets. The number of fixations required to locate the
targets improved rapidly and was similar in both 2D and 3D environments.
Interestingly, most of the improvement reflects learning to choose the cor-
rect room to look for a given target. Once in the correct room, search is very
rapid and objects were located within 3-5 fixations in either environment.
Previous exposure (one minute) to the context did not facilitate subsequent
search. This was true for both 2D and 3D. In addition, there was little or no
effect of experience with the environment on subsequent search for contex-
tual objects in the scene. Even after 24 search trials, the number of fixations
required to locate contextual objects in the room was close to values found
with no experience. Incidental fixations made during previous trials also do
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not seem to benefit search much (though a small effect is detectable). Thus,
search in both 2D and 3D environments is very comparable, and the primary
effect of experience on search depends on task relevance (i.e., previously
searched objects are easily remembered but not otherwise). We speculate
that the effects of context either require much more extensive experience,
or else a pre-exposure that immediately precedes the search episode.

Acknowledgement: NIH EY05729

23.3031 Modeling search guidance: Three parameters for charac-
terizing performance in different types of visual search. Tamaryn
Menneer' (t.menneer@soton.ac.uk), Kyle Cave?, Michael Stroud?, Elina

Kaplan?, Nick Donnelly'; "University of Southampton, UK, 2University of
Massachusetts, Amherst, *Merrimack College

The accuracy of search guidance is reflected in the probability of fixating
distractors within a search display as a function of their similarity to the
target (e.g., Stroud et al., JEP:HPP, 2012). Strong search guidance produces
high fixation rates to distractors that match the target on a given dimen-
sion (e.g., color), and low fixation rates to distractors that do not match the
target. When guidance is absent, fixation rates are equal across all distrac-
tors, regardless of similarity to target. We modeled fixation rates across dif-
ferent levels of target similarity using a sigmoid function. Three parameters
are necessary and sufficient to fit the function across a range of color-search
tasks: single-target search, dual-target search, search plus a working-mem-
ory task, and search plus shape discrimination (modeled data: Stroud et
al., ACP, 2011; Stroud et al., VSS, 2011; Stroud et al., JEP:HPP, 2012; Men-
neer et al., BPS, 2014). These parameters are as follows. (1) Unguided fixa-
tion rate (u): Even in guided search, participants exhibit a baseline fixation
rate to distractors that are maximally different to the target. u defines the
ratio of unguided fixations to guided fixations. (2) Selectivity (s): Partici-
pants with high selectivity (e.g., for target-similar colors) exhibit a guid-
ance curve that drops off steeply for distractors less similar to the target,
while low selectivity produces a shallow drop-off. (3) Target region (t):
Some tasks produce high fixation rates to the target color only, but others
produce high fixations rates to a range of colors similar to the target
color. t allows adjustment of the region in color space that receives high
fixation rates, and determines the level of dissimilarity at which the fixa-
tion rate begins to drop off steeply. The estimates for these three param-
eters demonstrate how guidance changes across different types of search.

23.3032 Dual-Target Cost in Visual Search for Multiple Unfamiliar
Faces Natalie Mestry' (Natalie.Mestry@soton.ac.uk), Tamaryn Menneer’,

Hayward Godwin', Kyle Cave?, Nick Donnelly'; 'Psychology, University
of Southampton, UK, *Psychology, University of Massachusetts Amherst,
MA, USA

Visual search is slower and less accurate when trying to find more than
one target object, referred to as the dual-target cost, and reduced atten-
tional guidance has been shown to be the cause (e.g. Menneer et al., 2012).
Studies in the eye-witness domain have shown the presence of two target
faces reduces accuracy of identifying a single target face in both memory
and matching paradigms (Megreya & Burton, 2006; Bindemann et al.,
2012; Megreya & Bindemann, 2012). Here we examine behavioural per-
formance and eye movements when searching for one versus two unfa-
miliar faces. Specifically, we were interested to see whether there was a
dual-target cost and, if observed, whether the cause is the same for faces
as for objects. Across two experiments, we varied the visual similarity of
distractors to target faces using morphing. In both experiments, the simi-
larity of distractors to targets was graded. In Experiment 1 distractors were
morphed with only one of the targets and in Experiment 2 some distrac-
tors were morphs of both targets. In both experiments there was evidence
of a dual-target cost: dual-target search took longer and was less accurate
than single-target search. On target-absent trials, the participants searched
exhaustively in both single and dual-target conditions, highlighting the
difficulty of the task. Searching for two targets resulted in ‘shedding’,
wherein participants gave up searching for one of the targets. There was
evidence of guidance to faces in relation to the participant’s preferred target
in both single and dual-target search in Experiment 2, but only single-tar-
get search in Experiment 1. Probability of fixation to distractors was pro-
portional to the similarity of the distractor to the preferred target. Over-
all, results suggest effective visual search for unfamiliar faces is limited to
a single face, which has profound implications for applied search tasks.

23.3033 Eye movements reveal two search modes for the detec-
tion of targets in novel dynamically changing visual displays Alex
Mubhl-Richardson' (amr2e13@soton.ac.uk), Hayward Godwin', Matthew

Garner'?, Julie Hadwin', Simon Liversedge', Donnelly Nick'; 'School
of Psychology, University of Southampton, *Clinical and Experimental
Sciences, Faculty of Medicine, University of Southampton

Standard visual search tasks present participants with objects that do not
change. This contrasts with some real-world tasks where observers mon-
itor complex displays of dynamically changing visual indicators over
time for evidence of risk (e.g. warning lights turning red). In these tasks,
target detection may be driven by responses to specific target onsets, or
by monitoring changes to potential targets over time. In the present study,
participants completed a novel dynamic visual search task. Arrays of
9x12 squares changed between 16 colours at varying rates and each trial
lasted 40 seconds. Participants’ task was to respond with mouse-clicks
after moving a cursor to targets defined by a specific colour. Only a single
target was ever present at once and target prevalence, the proportion of
target-present trials, was either low (6%) or high (66%). Eye movements
provided evidence for two concurrent modes of search. 46% of targets were
detected in accordance with responses to specific target onsets, but other
targets were detected predictively, via monitoring of distractors with like-
lihood to become targets. Monitoring might operate through a coarse tem-
plate in which squares within two colour-steps of the target are assessed as
potential targets. Hit-rate did not differ between high (84%) and low (82%)
prevalence and, most often, targets were missed because they were not fix-
ated. However, in line with recent evidence, target detection was slower
when prevalence was low (2900ms) versus high (2500ms) and this was due
extended verification times (time from first target fixation to response). We
conclude that (1) target prevalence effects are similar in dynamic search
to those in standard search; (2) prevalence influences search in dynamic
displays by slowing verification; and (3) there are two distinct modes
of search for targets in dynamically changing displays. Further analy-
ses will explore the relationships between prevalence and search mode.

Acknowledgement: Defence Science and Technology Laboratory

23.3034 Visual search for targets in predictable routes and
matched randomized scenes Oliver Tew' (otle13@soton.ac.uk), Hay-
ward Godwin', Matthew Garner?, Julie Hadwin?, Simon Liversedge’, Nick
Donnelly’; 'Centre for Vision and Cognition (CVC), Psychology, Univer-
sity of Southampton, 2Psychology and Medicine, University of Southamp-
ton, *Developmental Brain-Behaviour Laboratory (DBBL), Psychology,
University of Southampton

Experiments exploring visual search in familiar real-world scenes usually
consider target detection in individual scenes. They rarely consider the
influence of the relationship between sequences of scenes on target detec-
tion. Specifically, they do not consider how the ability to predict the form
and structure of a forthcoming scene influences target detection. In this
study we explored the effect of temporal order of scenes on the detection
of targets placed within photographs of residential areas. In one condition
the temporal order was consistent with a route being followed by the par-
ticipant. In a second condition the temporal order was randomized. Targets
were defined as tools, with twenty instances of tools being used. All tools
fitted naturally within the context of all of the scenes and were placed in
positions at which they would ordinarily occur. Forty scenes were used
in each condition. Participants made target present/absent decisions by
pressing a button across eight iterations of the forty scenes. Target posi-
tion changed across iterations in a pseudorandom manner. Following
responses in the route condition, scenes remained on the screen for one
second to allow a cue to be presented indicating the position of the next
scene. In the randomized condition, no cue was presented. Response
latency and accuracy across conditions were recorded. Eye movements
were also recorded. The results showed a learning effect across the first
three blocks with improvements to the speed and accuracy of target detec-
tion, and a numerical reduction in the number of fixations. Surprisingly,
we found no evidence that presenting the images in a predictable order
influenced responses or eye movement measures. The results suggest
that viewing scenes in a fixed temporal order, as if following a route, is
of limited benefit to visual search when target position is unpredictable.

Acknowledgement: Funding provided by Defence science and technology
laboratory (Dstl)
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23.3035 Saliency-guided eye movement during free-viewing in
schizophrenic patients Masatoshi Yoshida'? (myoshi@nips.ac.jp),
Kenichiro Miura?®, Ryota Hashimoto*?, Michiko Fujimoto*, Hidenaga
Yamamori?, Yuka Yasuda*, Kazutaka Ohi*, Masaki Fukunaga®, Masa-

toshi Takeda®, Tadashi Isa'? 'Department of Developmental Physiology,
National Institute for Physiological Sciences, Okazaki, Japan, 2School of
Life Science, The Graduate University for Advanced Studies, Hayama,
Japan, *Department of Integrative Brain Science, Graduate School of
Medicine, Kyoto University, Japan, “Department of Psychiatry, Osaka Uni-
versity Graduate School of Medicine, Osaka, Japan, *Molecular Research
Center for Children’s Mental Development, United Graduate School of
Child Development, Osaka University, Osaka, Japan, *Division of Cerebral
Integration, National Institute for Physiological Sciences, Okazaki, Aichi,
Japan

Patients with schizophrenia show various kinds of abnormality in eye
movements. Recent studies showed that such abnormalities, including
the shorter scanpath during free-viewing of natural images, is able to use
as an efficient biomarker for schizophrenia. Here we extended our previ-
ous work (Miura et.al. 2014 Schizophr Res) and examined whether such
difference in eye movements during free-viewing arises from the way in
which their attention is drawn to specific features of the visual stimuli.
The age-matched subjects (41 patients and 72 healthy controls) viewed
56 natural and/or complex images including faces, scenes and so on.
During 8 seconds of viewing time for each image, eye movements were
recorded using an eye tracker (EyeLink 1000). We calculated the saliency
map of the images for low-level features (luminance, L-M, S-Lum and
orientation) based on our previous work (Yoshida et.al. 2012 Curr. Biol.).
Then we evaluated the time course of the saliency value at the position
of the gaze. The luminance saliency was highest for the first fixation and
went down during the 8-sec viewing time in the healthy controls. This is
also true for patient group but the luminance saliency was consistently
higher in the patients than in the healthy controls (repeated measures
ANOVA, F;,1,=5.78, P=0.017). The saliency for other features showed
different time course. By combining saliency values for different features
(4 models * 8 time points), we constructed a classifier in which patients
and controls are distinguished with 83% accuracy. These results suggest
that the abnormality in eye movements during visual exploration can
be explained, at least partly, by dysregulated saliency in the patients.

Acknowledgement: Brain/MINDS by MEXT, MEXT KAKENHI Grant Number
25430022, JST SICP, NINS Brain Science ProgramNINS Brain Sciences Project
BS251002, BS251007, BS261001

23.3036 Active working memory tasks interfere with inefficient
search but NOT with efficient search, guided by bottom-up
salience. Beatriz Gil-Gémez de Liafio' (bgil.gomezdelianno@uam.es),

Trafton Drew?, Daniel Rin', Jeremy Wolfe®; 'Universidad Auténoma de
Madrid, ?University of Utah, *Harvard Medical School-Brigham & Wom-
en’s Hospital

It is still unclear how working memory representations bias attentional
selection in visual search and, specifically, how that bias affects top-down
and/or bottom-up guidance in search. Researchers studying the influ-
ence of Working Memory (WM) load in visual search have found some
discrepant data, sometimes showing a WM modulation (e.g. Oh & Kim,
2004) but sometimes finding lack of effects of passive working memory
loads on search (e.g. Woodman, Vogel & Luck, 2001). However, recent data
have shown that active working memory tasks do modulate visual search
performance (Gil-Gémez de Liafo, Drew, Quirds & Wolfe, 2014). Does the
effect of active WM tasks occur both for efficient and inefficient searches?
We compared WM effects on a relatively inefficient search for a specific
object among heterogeneous distractor objects and efficient search for a
salient object among homogeneous distractors. As in Gil-Gémez de Liafio
et al. (2014), we used two active WM tasks: active-span tasks and updating
n-back tasks. In the first active-span task, participants had to count how
many times WM items were repeated through several visual search trials.
In the second task, information in WM had to be updated during the search
task. The results show that active WM tasks only interfered with inefficient
search tasks, not with efficient search. Moreover, inefficient searches, but
not efficient ones, were sensitive to the degree of WM load: high WM loads
in the active-span and updating tasks, produced higher RT x set size slopes
in search (control-no load: 21 msec/item, high load-active span: 36 msec/
item, high load-updating: 34 msec/item). No differences were found for
slopes in efficient search (control-no load: 0.44 msec/item, high load-active
span: 1.96 msec/item, high load-updating: 2.79 msec/item). The results sug-

gest that active working memory loads specifically interfere with top-down
guidance during visual search, but not under bottom-up guided search.

23.3037 Priority of items in working memory affects attentional
capture in visual search Anna Schubs' (anna.schuboe@staff.uni-mar-
burg.de), Tobias Feldmann-Wiistefeld'; "Experimental and Biological
Psychology, Philipps University Marburg

Recent research has shown that visual attention can be biased towards
visual features that match working memory (WM) content. Some studies
have suggested that search for a target is facilitated when the target shares
features with WM content and hampered when a distracting item shares
features with WM content. So far, most studies have compared the impact
of features maintained in WM with the impact of (neutral) WM-irrelevant
features on visual search tasks. In the present study we extend previous
evidence of close inter-relations of WM and attention by introducing neg-
ative WM priority. To that end, a WM task was combined with a visual
search task. Observers had to memorize a number of items (supposedly
inducing high WM priority) while ignoring other, simultaneously pre-
sented items (supposedly inducing negative WM priority). Results showed
that memorized items had only little impact on attention deployment in
a visual search task when WM load was high. Ignored items, however,
modulated attention deployment: search targets received less attention
when they shared features with ignored items but more attention when
distractors shared features with ignored items, as indicated by RTs and
N2pc amplitudes. These results suggest that items which need not be
encoded into WM nevertheless affect subsequent attentional control pro-
cesses. We interpret these findings as WM maintenance and attention
control mechanisms being closely intertwined, and assume that high,
low or even negative priorities can spill over from one task to the other.

Acknowledgement: IRTG DFG-1901 and SFB/TRR 135 TP B03

23.3038 Contextual cuing for targets in the rear Satoshi Shioiri'? (shi-

oiri@riec.tohoku.ac.jp), Masayuki Kobayashi?, Kazumichi Matsumiya'?,
Ichiro Kuriki'?, 'Research Institute of Electrical Communication, Tohoku
University , Graduate School of Information Sciences

[Purpose] Spatial layouts can be obtained implicitly as has been shown
by contextual cuing effect (CCE). We investigated contextual cuing effect
for spatial layout around us including the layouts in the rear. That is, we
examined whether a learned spatial layout in a front display cues the target
in a rare display, using the visual search in the stimulus presented on the
displays surrounding the participant (360° visual field). [Experiment] We
investigate implicit learning of spatial layouts using a CCE experiment. The
CCE is a learning effect of spatial layout in visual search displays. Visual
search performance increases by repeating visual search in the same lay-
outs, without noticing the repetitions. We investigated the CCE for layouts
presented in a 360° display and examined whether spatial layouts in front
influence the detection of targets in the rear (CCE for target outside the
visual field). Analyzing the reaction time for target detection separately for
the time required to reach the display with the target and the time required
to detect the target within the display, the CCE for the location of the target
display would be isolated from the CCE for the target location within the
display. [Results] We found CCEs for the location of target displays in the
rear in addition for the target location within the display. Target detection
of repeated layouts were shorter than that of new layouts independently of
the location of target display and a part of the shortening was for reaction
time toreach the target display. This suggests that the visual system can learn
implicitly association between the layout in front and the target location in
the rear. [Discussion] Our results suggest that the visual system learns spa-
tial layout implicitly around oneself including the information in the rear.

Acknowledgement: the Core Research for Evolutional Science and Technology
Program of the Japan Science and Technology Agency

23.3039 Phonological Interference in Visual Search: Object Names
are Automatically Activated in Non-Linguistic Tasks Stephen Walen-
chok' (swalench@asu.edu), Michael Hout?, Stephen Goldinger'; 'Arizona
State University, 2New Mexico State University

During visual search, it is well known that items sharing visual similarity
with the target create interference (e.g., searching for a baseball among soft-
balls vs. a baseball among bats). Although such a task is inherently visual,
might linguistic similarity between target and background items’ names
also create interference? We conducted several experiments in which people
searched for either one or three potential targets, among a background of
distractors that either shared a phonological overlap with the target(s) (e.g.,
“beast” and “beanstalk”) or had no overlap (e.g., “beast” and “glasses”).
Experiment 1 involved standard oculomotor search, Experiment 2 pre-
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sented a serial search task in which participants manually rejected distrac-
tors (or confirmed the target), and Experiment 3 again presented oculomo-
tor search, while also tracking eye movements. We varied whether targets
were initially specified by visual icons or verbally as names. We predicted
that when searching for a single item, people could easily maintain a visual
representation of the target in memory, resulting in minimal activation of
linguistic information. When searching for multiple items, however, visual
memory demands are high. In order to minimize these demands, people
might use less taxing verbal codes as a memory aid during search (i.e.,
rehearsing target names). If so, these verbal codes may increase the potential
for linguistic interference when target and distractor names share phono-
logical overlap. All three experiments revealed effects of phonological inter-
ference, but only under high target load, and primarily when targets were
specified verbally. In Experiment 4, we tested whether concurrent articula-
tory suppression during search might minimize verbal memory strategies
and eliminate such effects of phonological interference. Phonological com-
petition effects remained robust, however, indicating that distractor names
are automatically activated under high cognitive demands and that verbal
strategies are not the sole source of phonological interference in search.

Acknowledgement: NIH Grant ROTHD075800-01A1

23.3040 Synesthesia induced colors do not bias attention in the
same manner as physical colors do Thomas Serensen'? (thomasalrik@
gmail.com), Armni Asgeirsson1 3, 'Cognitive Neuroscience Research Unit,
CFIN, MindLab, Aarhus University, ?Centre for Cognitive Neuroscience,
Aalborg University, *Center for Visual Cognition, University of Copenha-
gen

Grapheme-color synesthesia affects visual cognition in significant ways.
The congruence or incongruence of physical stimuli with synesthetic color
affects how quickly and accurately synesthetes respond to stimuli, and the
induced color experience may help them memorize achromatic material
and performance in visual search, much like physical stimulus features. It
has been demonstrated that the content of visual memory can guide atten-
tion (e.g. Carlisle & Woodman, 2011). This effect can be measured in the
response time costs or benefits related to the presence of memorized color
in a visual search display. Retaining color information in memory biases
attention towards that specific color in visual search, apparent by response
time costs when a matching distractor is present, but a benefit when the
target matches the retained color. We investigated whether a synesthetic
color is automatically represented in visual memory of observers with
color-grapheme synesthesia, and consequently biases attention towards
the synesthesia congruent stimuli. A group of synesthetes performed a
memory task combined with a visual search for colored Landolt squares
to explore this question. Each trial started with the presentation of an ach-
romatic letter, followed by a visual search display. There were three types
of search trials; 1) where the target color matched the color associated with
the memorized letter, 2) where a distractor color matched the letter, and 3)
where the associated color was absent from display. Finally, participants
responded to memory probe to ensure that the letter was memorized. We
found no significant differences in response times dependent on synestheti-
cally induced colors. However, there were clear costs and benefits of having
physical colors in visual memory. This suggests that - unlike physical color
- synesthetic colors are not automatically represented in visual memory.

Acknowledgement: The work was supported by funding from the Kristian
Holt-Hansen foundation and by the Sino-Danish Center for Education and
Research

23.3041 Is visual working memory modulated by prior knowledge
about probability? An ERP study Tomoya Kawashima' (tkawashima@

stu.kobe-u.ac.jp), Eriko Matsumoto'; 'Graduate School of Intercultural
Studies, Kobe University

Prominent theories of visual attention claim that the contents of visual
working memory (VWM) can guide attention during visual search. This is
supported by numerous experimental observations showing that informa-
tion held in VWM automatically captures attention (e.g., Soto et al., 2008,
Trends Cong Sci). Recently, Carlisle & Woodman (2011, Acta Psychol)
reported that the effects of attentional capture varied according to prior
instructions about the probability of memory-match trials, which suggests
that strategic use of the contents held in VWM may alter visual search per-
formance. However, it remains unclear how these instructions influence
the contents stored in VWM. In the present study, we used contralateral
delay activity (CDA) as an electrophysiological index of VWM load. The
task was to conduct visual search while holding an item in VWM. There
were three within-subjects conditions, across which we pre-informed par-
ticipants about the probability (20%, 50%, or 80%) of memory-match trials.

We hypothesized that VWM would be more loaded with more probabil-
ity of memory-match trials. We found that RT costs (invalid minus neutral
trials) in the 80% condition were larger than in the 20% and 50% condi-
tions, but there were no between-condition differences in RT benefits (valid
minus neutral trials). These results indicate that prior knowledge about
probability affected RT costs only. Unexpectedly, CDA was only obtained
in 50% condition. These results imply that knowledge about biased-proba-
bility (20% and 80%) leads to a decrease in the demands to attend to or hold
to-be-memorized item. In conclusion, the present ERPs findings, combined
with the RT results, suggest that changes in RT costs across conditions
by instruction may not depend on VWM activity as measured by CDA.

Eye Movements: Consequences
Saturday, May 16, 8:30 am - 12:30 pm
Poster Session, Banyan Breezeway

23.3042 lllusory reversal of temporal order around the time of
visual disruptions Douglas McLelland' (mclelland@cerco.ups-tlse.fr),

Louisa Lavergne?, Eckart Zimmermann?, Patrick Cavanagh*, Rufin Van-
Rullen'; 'Centre de Recherche Cerveau et Cognition, CNRS UMR 5549,
Universite Paul Sabatier, Toulouse, 2Laboratoire Vision Action Cognition,
Institut de Psychologie, Universite Paris Descartes, Paris, *Cognitive
Neuroscience, Institute of Neuroscience and Medicine (INM-3), Research
Centre Jiilich, Germany, “Laboratoire Psychologie de la Perception, Centre
Attention Vision, CNRS UMR 8242, Universite Paris Descartes, Paris

How does the brain maintain a stable, continuous perceptual experience in
the face of large visual disruptions such as those frequently occurring during
blinks and eye movements? Saccadic remapping, a predictive shift in neu-
ronal receptive fields around the time of saccades, has been proposed as an
essential neuronal mechanism. In turn, saccadic remapping has been linked
to a set of perisaccadic illusions, whereby stimuli flashed briefly around the
time of a saccade are mislocalized in space and time. In a recent study, Zim-
mermann et al. (J] Neurophysiol 2014) broadly reproduced similar spatial
and temporal mislocalization patterns when the saccade was replaced by a
full-field masking interruption. Rather than saccadic compensation alone,
such illusions must be due to a more general updating process linking tar-
gets of interest across visual interruptions. In this study, we focus more
fully on temporal consequences of visual disruptions. Two vertical bars
were presented at varying stimulus-onset asynchronies (SOA: -20 to 160 ms
in 10 ms increments, furthest vs nearest stimulus), and a full field mask pre-
sented at one of three intervals relative to the near stimulus (50, 100 and 150
ms), along with an unmasked condition. Subjects (N=8) maintained fixation
throughout the trial, and reported the order in which the two bars appeared.
When the second stimulus was presented close to the time of the mask, sub-
jects often reported (30 to 40% of trials on average) that it appeared before
the first stimulus, even when the SOA was as large as 150 ms. In a second
experiment in which subjects (N=6) also reported response confidence, we
obtained similar results analysing only ‘confident’ responses, indicative
of an actual perceptual reversal rather than increased perceptual uncer-
tainty. We offer a speculative explanation in terms of sequential processing
of discrete events, and link this to recent results on neuronal oscillations.

Acknowledgement: ERC Consolidator Grant P-CYCLES (614244) , FET SPACECOG
grant (600785)

23.3043 A computational model of the perisaccadic updating of
spatial attention Michael Teichmann' (michael.teichmann@informatik.
tu-chemnitz.de), Julia Schuster', Fred Hamker'; 'Department of Computer
Science, Chemnitz University of Technology

During natural vision, scene perception depends on accurate targeting of
attention, anticipation of the physical consequences of motor actions, and
the ability to continuously integrate visual inputs with stored representa-
tions. For example, when there is an impending eye movement, the visual
system anticipates where the target will be next and, for this, attention
updates to the new location. Recently, two different types of perisaccadic
spatial attention shifts were discovered. One study shows that attention
lingers after saccade at the (irrelevant) retinotopic position, that is, the focus
of attention shifts with the eyes and updates not before the eyes land to
its original position (Golomb et al., 2008, ] Neurosci.; Golomb et al., 2010,
J Vis.). Another study shows that shortly before saccade onset, spatial
attention is remapped to a position opposite to the saccade direction, thus,
anticipating the eye movement (Rolfs et al., 2011, Nat Neurosci.). Recently,
we proposed a model of perisaccadic perception based on predictive
remapping and corollary discharge signals to explain several phenomena
of vision (Ziesche & Hamker, 2011, ] Neurosci.; Ziesche & Hamker, 2014,
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Front. Comput. Neurosci.). The model allows for the simulation of stimulus
position across eye movements by using a discrete eye position signal and
a corollary discharge. We extended the model with an additional feedback
loop and a tonic spatial attention signal and show that the observations
made by Golomb et al. and Rolfs et al. are not contradictory and emerge
through the model dynamics. The former is explained by the propriocep-
tive eye position signal and the latter by the corollary discharge signal.
Interestingly, both eye-related signals are core ingredients of the model and
are required to explain data from mislocalization and displacement detec-
tion experiments. Thus, our model provides a comprehensive framework
to discuss multiple experimental observations that occur around saccades.

23.3044 Testing for inhibition of return with purely vertical cues:
implications for models of covert visual attention Xiaoguang Tian'?

(txgxp@hotmail.com), Ziad Hafed'; 'Werner Reichardt Centre for Integra-
tive Neuroscience, Tuebingen University, *Graduate School of Neural &
Behavioural Sciences, Tuebingen

When a peripheral cue is presented, subsequently presented targets at the
cued location first experience facilitated reaction times (RT’s) relative to
other locations (a phenomenon classically termed “attentional capture”).
Later, a large RT cost occurs (a phenomenon termed “inhibition of return”,
IOR). We recently suggested that both attentional capture and IOR are a
simple consequence of saccadic system rhythmicity (Tian & Hafed, VSS,
2014). In our simple model, saccades are repetitively generated, includ-
ing during fixation when they become microsaccades, and they oscillate
in direction. When cues appear (typically in a lateralized manner), they
“reset” saccadic system phase (Hafed & Ignashchenkova, J. Neurosci.,
2013), and whether attentional capture or IOR occurs simply depends on
the phase of cue-reset saccadic oscillations at which subsequent targets
appear. Here, we aimed to understand one possible source of such oscil-
lations; we hypothesized that purely vertical cues would have weaker
impact than horizontal ones because vertical stimuli activate lateralized
visuomotor structures (e.g. superior colliculus) in a simultaneous, bilat-
eral manner. We ran two monkeys in a classic Posner cueing paradigm.
In each trial, a cue/target (1 deg diameter white circle) appeared at 5 deg
eccentricity, either horizontally or vertically. Cue-to-target onset asyn-
chrony (CTOA) was random (between 32 ms and 1532 ms), and the post-
cue target could appear either in the “same” or “opposite” cued location.
We collected >4000 trials per monkey. We observed strong IOR with purely
horizontal cues, as expected. However, with purely vertical cues, IOR
was eliminated. Critically, microsaccade analysis revealed significantly
weaker influence of vertical cues on post-cue microsaccade frequency
and direction, suggesting that microsaccadic oscillations are partly medi-
ated by lateralized visuomotor structures. We also simulated these results
with our simple saccadic rhythmicity model. Taken together, our results
demonstrate that modulations of spatial attentional performance may
simply reflect the dynamics of saccadic/microsaccadic oscillatory rhythms.

Acknowledgement: We were funded by a grant from the Werner Reichardt
Centre for Integrative Neuroscience (CIN) at the Eberhard Karls University of
Tibingen. The CIN is an Excellence Cluster funded by the Deutsche Forschungs-
gemeinschaft (DFG) within the framework of the Excellence Initiative (EXC 307).

23.3045 Distribution of attention and parallel saccade program-

ming in antisaccades Anna Klapetek' (anna.klapetek@psy.Imu.de),
Heiner Deubel'; 'General and Experimental Psychology, Ludwig-Maximil-
ians-Universitdt, Munich, Germany

The aim of our study was to investigate the spatiotemporal distribution of
attention during the programming of pro- and antisaccades. The visual dis-
play consisted of a central fixation dot and six circularly arranged periph-
eral squares. In each trial one of the targets was briefly highlighted and
participants were either instructed to shift their gaze to the cued square
(prosaccade task) or to the diagonally opposed square (antisaccade task). At
the end of the trial they reported the orientation of a visual probe that had
appeared in one of the six squares and indicated whether they had made a
correct saccade or a saccade in the wrong direction. In line with the results
of previous studies, saccade latencies were longer and error rates were sub-
stantially higher in the antisaccade condition as compared to the prosaccade
condition. The analysis of discrimination performance in the cue-saccade
interval revealed that in the prosaccade condition attention was allocated
exclusively to the saccade goal. In contrast, attention in the antisaccade con-
dition was allocated both to the cued location and to the correct antisac-
cade goal. This was the case both before correct antisaccades and erroneous
prosaccades and the amount of attention at the cue was predictive of the
occurrence of errors. Interestingly, more than half of the erroneous prosac-
cades were not recognized. Unrecognized errors had smaller amplitudes

and were corrected faster than recognized errors. In conclusion, our results
indicate that the goal in the antisaccade task is selected through a compet-
itive process between reflexive attention at the saccade cue and voluntary
attention at the antisaccade goal. The occurrence of very short intersaccadic
intervals between unrecognized erroneous prosaccades and corrective sac-
cades provides evidence that these saccades were programmed in parallel.

Acknowledgement: DFG Research Training Group 1091 - Orientation and
Motion in Space

23.3046 Functional Consequences of Slow Drift Fixational Eye
Movements in Patients with Central Vision Loss Girish Kumar'

(girish. kumar@berkeley.edu), Susana Chung'; 'School of Optometry,
University of California, Berkeley

Previous studies have shown differences in fixation eye movement (FEM)
behavior between normally sighted individuals and subjects with central
vision loss (CVL), but there is no evidence of any functional consequences
of these differences on vision. A recent theory posits a possible function
for the slow drift component of FEM - to decrease the redundancy in ret-
inal image sequences (ie. ‘whitening’). Because patients with CVL exhibit
greater slow drift amplitudes, in this study, our goal was to determine if the
slow drift behavior of patients also whitens image sequences. To answer
this question we used the Rodenstock Scanning Laser Ophthalmoscope to
image the retinas of 16 young normal subjects, 14 older normal subjects
and 17 CVL patients while they fixated a 1 degree cross for 30 seconds. Eye
movements were recovered from the digitized image sequences using a
brute-force cross-crorrelation algorithm, at a sampling frequency of 540Hz,
from which we extracted a 100 millisecond saccade-free segment from each
image sequence. Simulated natural scene movies were created with these
saccade-free segments. Spatio-temporal amplitude spectra were calculated
from the simulated movies. Across the three subject groups (young-nor-
mal, older-normal and CVL), fixation stability (based only on slow drift
components) measured using the Bivariate Contour Ellipse Area were sta-
tistically different, and ranged from 19.32+33.14 to 162.01+240.86 square
arc minutes. If there was a decrease in redundancy due to the slow drifts,
the slope of the amplitude spectrum would be shallower for a movie than
for the static natural image that created the movie. The change in slope
ranged from 84.06%+7.33 to 89.29%#12.8, and were not statistically differ-
ent, across our three subject groups. Our results suggest that the slow drift
behavior of patients with CVL does not have any consequential effects on
the whitening of natural image sequences that are incident on the retina.

Acknowledgement: NIH Research Grant RO1-EY012810

23.3047 From small to large, all saccades follow the same time-
line Shrinivas Pundlik'? (shrinivas_pundlik@meei.harvard.edu), Russell

Woods'?, Gang Luo'? 'Schepens Eye Research Institute, Mass Eye and
Ear, 2Harvard Medical School

Purpose: The well-known main sequence of saccadic eye movements can
have a large variability; the peak velocity of saccades with the same ampli-
tude can be dramatically different. We explored an alternative approach
to describing the saccade characteristics by looking into the in-flight shift
timeline of saccades. Methods: We gathered 929 natural saccades made
by two subjects with their heads restrained as they watched videos. The
saccade duration and amplitude ranged from 13 to 95 ms (mean * std. =
43ms * 14.5) and 0.54° to 28.7° (mean * std. = 9.27° £ 4.5), respectively.
For each saccade we analyzed data in two ways: (1) displacement at time
points corresponding to different proportions of its overall duration vs.
amplitude; and (2) the time taken to reach various proportions of its ampli-
tude vs. total duration. Results: In all the cases, the data showed a strong
linear relationship, with slopes converging toward unity and the line-fit-
ting errors reducing as the sampling got closer to the end of saccade tra-
jectory (R2=0.62, 0.96, and 0.99 at 20%, 60% and 90% of saccade duration,
respectively; and R2=0.93, 0.98, and 0.99 at 20%, 60%, and 90% of saccade
amplitude, respectively). For the same data, saccade duration vs. amplitude
resulted in R2=0.65 while peak velocity vs. amplitude was R2=0.12. Conclu-
sion: Our finding is consistent with the fact that generally, saccade duration
has a linear relationship with its size. The novelty of our finding is that, if
normalized by saccade duration or size, all saccades appear very similar
in their time course. This consistent time line of the normalized in-flight
shift might suggest a universal controlling model in some saccade-related
neural circuits, for instance, the paramedian pontine reticular formation.

Acknowledgement: NEI EY023724

28 Vision Sciences Society

See page 3 for Abstract Numbering System



VSS 2015 Abstracts

Saturday Morning Posters

Visual Memory: Individual differences and

models

Saturday, May 16, 8:30 am - 12:30 pm
Poster Session, Pavilion

23.4001 Individual differences in representation precision predict
adaptation bias Geoffrey Aguirre' (aguirreg@mail. med.upenn.edu),

Marcelo Mattar?, Marie Carter?, Sharon Thompson-Schill?; "Department
of Neurology, University of Pennsylvania, “Department of Psychology,
University of Pennsylvania

The internal representation of stimuli is imperfect and subject to biases.
Noise is introduced at initial encoding and during maintenance, degrad-
ing the precision of stimulus estimation. Stimulus estimation is also biased
away from recently encountered stimuli (adaptation). According to a
Bayesian framework, one should expect bias to be greater when stimulus
representation (and thus precision) is poor. We tested for this effect in indi-
vidual difference measures. 101 subjects performed an on-line experiment
(https:/ /cfn.upenn.edu/iadapt). During separate face and color blocks,
subjects performed three different tasks: an immediate stimulus-match
(15 trials), a 5s delayed match (30 trials), and a 100ms delayed match fol-
lowing 5s of adaptation (30 trials). The stimulus space was circular, and
subjects entered their responses using a color/face wheel. Bias and pre-
cision of responses, while accounting for random guesses, were extracted
by fitting a mixture of von Mises distributions. Two blocks of each mea-
sure were obtained, allowing for tests of measure reliability. 33 subjects
were excluded due to poor model fit. In the remaining subjects, average
precision across all tasks was found to vary significantly between sub-
jects (p< 0.001), but not vary as a function of task or material. Precision
was a reliable subject property (r=0.67 over two measures). The adapta-
tion manipulation induced the expected bias in responses (mean+SEM
subjects: 7.7+0.5° colors, 4.2+0.6° faces). The magnitude of this bias varied
between subjects, and this too had good re-test reliability (color r=0.69;
faces r=0.52). Across subjects, there was a negative correlation between
mean precision and bias (r=-0.29, p=0.016). While a significant correla-
tion between face and color bias was found (r=0.40,p< 0.001), this did not
account for the entire reliable variance of individual differences for the two
materials. At the level of individual differences, the precision of percep-
tual representations negatively predicts the magnitude of adaptation bias.

Acknowledgement: NIH RO1 EY021717-01

23.4002 Filtering ability in visual working memory cannot be
improved by temporal and spatial task cues Ayala Allon' (ayalaall@

post.tau.ac.il), Roy Luria"? "The School of Psychological Sciences, Tel-
Aviv University, *The Sagol School of Neurosciences, Tel-Aviv University

Previous research argued that filtering efficiency (i.e., the ability to ignore
task irrelevant items) might explain individual differences in Visual Work-
ing Memory (VWM) capacity, such that low-capacity individuals demon-
strate poor filtering efficiency relative to high-capacity individuals. Here,
we investigated if low-capacity individuals can compensate for their
poor filtering ability by providing a spatial cue, indicating the distractors’
positions or a temporal cue, indicating when a filtering trial occurs. Par-
ticipants performed the change-detection task while ERPs were recorded,
with either two targets, four targets, or two targets and two distractors (the
filtering condition). In Experiment 1, participants had to memorize the ori-
entation of red bars while ignoring blue bars, and were cued in advance
whether the upcoming trial was a filtering trial or a targets-only trial, allow-
ing participants ample time to prepare towards a filtering trial. In Experi-
ment 2, we provided spatial cues signaling the location of the distractors
by presenting empty rectangles at constant locations used as placeholders
only for distractors, thus the spatial positions of the distractors (but not
the targets) were known in advance. In Experiment 3, we provided both a
spatial and a temporal cue. Namely, a filtering trial was cued by an arrow
cue pointing towards the same target quadrant, keeping the distractor
quadrant constant. We used the CDA (a waveform of the event-related
potential that reflects the number of items encoded and maintained in
VWM) to monitor changes in filtering efficiency. In all three experiments
we found that temporal cuing, spatial cuing and both temporal and spa-
tial cuing did not affect the filtering efficiency. These findings suggest that
temporal and spatial cues did not help compensate for poor filtering abil-
ity, suggesting that filtering ability is an unchangeable cognitive attribute.

23.4003 Visual Motor Memory: A developing construct Mark
Mon-Williams' (m.mon-williams@leeds.ac.uk), Amanda Waterman', Peter

Culmer?, Liam Hill'; 'School of Psychology, University of Leeds, School of
Mechanical Engineering, University of Leeds

Background: Humans possess a remarkable ability to remember visual
shapes and generate motor activity from these visual representations.
We use the term visual-motor memory to describe this skill. This skill
is critically important to humans during development (e.g. when learn-
ing to write). Moreover, this ability must have conveyed an evolution-
ary advantage to humans and is part of the archaeological evidence for
the existence of cultural transmission across civilisations over millen-
nia (from Palaeolithic cave drawings through Jiahu symbols to cursive
handwriting). Surprisingly little empirical investigation of this unique
human ability exists—almost certainly because of the technological dif-
ficulties involved in measuring this skill. Methods: We deployed a novel
technique for measuring this psychological construct in 87 children (6-11
years old, 44 females). Children drew novel shapes presented briefly on a
tablet laptop screen, drawing their responses from memory on the screen
using a digitizer stylus. Sophisticated algorithms (using point-registration
techniques) objectively quantified the accuracy of the children’s repro-
ductions. Results: VMM improved with age and performance decreased
with shape complexity, indicating that the measure captured meaningful
developmental changes. The relationship between VMM and the children’s
scores on nationally standardized writing assessments were explored and
the results showed a clear relationship between these measures- even after
controlling for age. Moreover, a relationship between VMM and the nation-
ally standardized reading test was mediated via writing ability, Conclu-
sion: We have developed an objective measure of visual-motor memory
that can be readily deployed in classroom settings. The VMM measures
appear to be powerful predictors of reading and writing ability (even
when controlling for age). Thus, VMM appears to be important within lan-
guage development. We have now successfully deployed the VMM test
across children within an English city (Bradford), allowing exploration
of the effects of ethnicity and socio-economic status on visual memory.

Acknowledgement: National Institute for Health Research Collaboration for
Leadership

23.4004 A guess today may be a strategic error tomorrow: Pre-
dicting intra-individual differences in visual working memory
Kristin Wilson' (kristin.wilson@utoronto.ca), April Au’, Jenny Shen’, Julie
Ardron', Justin Ruppel’, Gillian Einstein', Susanne Ferber'; 'Psychology,
University of Toronto

Inter-individual differences in visual working memory (VWM) are well
documented, however, there has been less work exploring intra-individ-
ual differences or how VWM processes may fluctuate over time in healthy
young adults. It has also been documented that VWM is impacted by
changes in female sex hormones in menopausal woman, however, these
hormones also fluctuate across the monthly cycle in young woman, granted
to a lesser extent. Given the high prevalence of female participants in the
majority of VWM studies, understanding whether there are in fact intra-in-
dividual changes in VWM performance over the monthly cycle may not
only provide a novel contribution to the discussion of fixed vs. flexible
capacities in VWM, but may also help explain unreplicable results or incon-
sistencies in the literature. Here, we compared performance on a VWM
colour-wheel task in women at two time-points (at menstruation and ovu-
lation). Employing the 3-component swap model of VWM (Bays, Catalao,
& Husain, 2009), we estimated measures of probability of target, non-tar-
get (swaps between target and non-target items), and guess responses,
addressing the question of whether VWM performance varies over time
within individuals and whether this is due to changes in the number of
target responses or the types of errors made. Interestingly the probability
of target response did not differ between the two time-points, however, the
types of errors did. When VWM is at capacity (load 4 and 6) women made
more swap errors at ovulation and more guesses at menstruation. These
results suggest that the amount of information held in VWM may increase
at ovulation but this results in more interference, with no concomitant
increase in target responses. These results reveal the presence of intra-in-
dividual differences in VWM performance (types of errors made) that
follow cyclical patterns in the monthly hormone cycle in young woman.

Acknowledgement: National Sciences and Engineering Research Council
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23.4005 Testing the role of filtering efficiency in determining
individual differences in working-memory capacity Anna Vaskevich'
(anna.vask@gmail.com), Roy Luria'? 'The School of Psychological Sci-
ences, Tel-Aviv University, ?The Sagol School of Neuroscience, Tel-Aviv
University

Previous research suggests that visual working memory (WM) capacity
is closely connected to filtering ability, so that high-capacity individuals
are more efficient at filtering out irrelevant information and representing
only the relevant items in the limited WM storage space. The interesting
prediction is that low capacity individuals should remember task irrele-
vant information better than high capacity individuals. In Experiment 1 we
used a visual search paradigm, and tested participants’ memory for the
task irrelevant distractors (pictures of real objects). Indeed, low-capacity
individuals remembered better the task irrelevant distractors from the
visual search task. Importantly, high-capacity individuals were faster to
respond on target-present trials during the visual search, leading us to test
in Experiment 2 whether exposure time to distractors underlies the nega-
tive correlation between visual WM capacity and memory for distractors
found in Experiment 1. To do so, we used a modified visual search task
in which there was no need to scan distractors and the exposure time of
the display was kept constant. Crucially, keeping the display time constant
insured that the time in which distractors can be scanned is constant across
subjects. This time high capacity individuals remembered better the dis-
tractors. Our results suggest that because high-capacity individuals scan
faster they spend less time on irrelevant information which facilitates fil-
tering. Counter-intuitively, it seems that when possible, high-capacity indi-
viduals hold less information in visual WM than low-capacity individuals.

23.4006 EEG markers of reduced visual short-term memory capac-
ity in adult attention deficit/hyperactivity disorder Iris Wiegand'>
(iris.wiegand@psy.ku.dk), Beate Kilian?, Kristina Hennig-Fast?, Hermann
Miiller?, Thomas Tollner?, Kathrin Finke?; 'Center for Visual Cogni-

tion, Department Psychology, University of Copenhagen, *General and
Experimental Psychology, Department of Psychology, Ludwig-Maximil-
ians-University, Munich, *Department of Psychiatry and Psychotherapy,
Ludwig-Maximilians-University Munich

Attention deficit hyperactivity disorder (ADHD) persists frequently into
adulthood. The disease is associated with difficulties in many cognitive
tasks, which are assumed to be caused by neurobiologically-based basal
dysfunctions. A reduction in visual working memory storage capac-
ity has recently been claimed a testable endophenotype of ADHD. This
study aimed at identifying brain abnormalities underlying this deficit by
combining parameter-based assessment with electrophysiology. We com-
pared unmedicated adult ADHD patients and demographically matched,
healthy controls. We found reduced storage capacity in the patient group
and delineated neural correlates of the deficit by analyzing ERP ampli-
tudes according to (1) differences between patients and controls and (2)
individual’s performance level of storage capacity K: First, the contra-
lateral delay activity (CDA) was higher for individuals with high com-
pared to individuals with lower storage capacity. The component differed
between patients and controls only in an early time window (eCDA), in
which activity correlated with patients’ symptom ratings of hyperactiv-
ity/impulsivity. Second, a broadly distributed central positivity (CP)
was higher in individuals with higher compared to lower storage capac-
ity. A later section of the CP was further overall increased in the group
of ADHD patients relative to controls. Together, the findings indicate
that ADHD patients show disease-specific changes in brain mechanisms
underlying visual storage capacity, characterized by deficient encod-
ing and maintenance, and increased recruitment of control processes.

23.4007 Episodically defined organization of visual memory Karla

Antonelli' (karla.b.antonelli@gmail.com), Carrick Williams? 'Department
of Psychology, Mississippi State University, 2Psychology Department,
California State University San Marcos

One theory proposed to account for the remarkable capacity and fidelity
of visual memory is that visual memories are supported by an underly-
ing structure of conceptual knowledge around which visual information
is organized. However, some findings of visual memory learned in visual
search tasks are not well explained by this theory. This study examines
the importance of episodic, task-relevant, visual information in the orga-
nizational structure of visual memory. In two experiments, participants
learned 36 target objects (750 ms presentation) in serial presentation search
tasks, followed by additional searches containing varying numbers of new
exemplars of the targets to introduce retroactive interference for the orig-

inal search targets. Following the search trials, participants completed a
2-AFC memory test. The critical difference between the two experiments
was the form of search instructions given. In Experiment 1, search instruc-
tions identified targets by color and conceptual category, making a percep-
tual feature, (i.e., color), relevant to the task, whereas in Experiment 2, the
target was defined by the conceptual category alone making the perceptual
feature irrelevant. In Experiment 1, memory test results showed that new
exemplars that matched learned objects on both color and conceptual cat-
egory induced more interference (80%) than those matched on conceptual
category alone (87%). Experiment 2, in contrast, showed that new exemplar
objects that matched only on conceptual category induced the same amount
of interference (78%) as those matched on both color and conceptual cate-
gory (77%). Results indicate that when made task-relevant, perceptual, as
well as conceptual, information contributes to the organization of visual
long-term memory. However, when made episodically non-relevant, per-
ceptual information does not contribute to memory organization, and
memory defaults to conceptual category organization. This finding supports
a theory of an episodically defined organizational structure in visual long-
term memory that is overlaid upon an underlying conceptual structure.

23.4008 How Automatic is Visual Recognition Memory? Karla Evans'
(karla.evans@york.ac.uk), Alan Baddeley'; 'University of York

Humans have an astonishing ability to remember with high fidelity previ-
ously viewed scenes with robust memory for visual detail (Konkle et al.,
2010). To better understand the mechanism that affords us this massive
memory we investigated the automaticity of encoding into visual long-
term memory. We studied this in two ways across three experiments. First,
measuring the effect of limiting the time of encoding by varying the allot-
ted time to encode each image while keeping overall time of study con-
stant. Second, measuring the effect of an attentionally-demanding concur-
rent task on subsequent retention by systematically varying the levels of
demand imposed by the concurrent executive task. If encoding is automatic
neither shorter exposure nor concurrent demand should influence subse-
quent recognition. If executive attention is required than memory perfor-
mance should decline as load is increased and encoding time decreases.
We tested scene memory using a standard massive memory paradigm with
a heterogeneous (452 real complex scenes) and a homogenous (304 doors)
image set examining if time of encoding and concurrent tasks affects scene
memorability. Even when encoding a very rich heterogeneous set of images
the encoding time mattered, with a significant reduction in performance
from 3 seconds (d'=1.11) to 1 second (d'=.60) study time. Interestingly, fur-
ther reduction in encoding time to 0.5 seconds shows no significant decre-
ment suggesting that encoding might follow a two-step process. Further,
high fidelity encoding is reduced when during encoding there is a com-
peting working memory task both for heterogeneous (d’'=.91 for no load to
d’=.41 for high load) as well as homogenous (d'=.65 for no load to d"=.21 for
high load) image sets with amplified reduction when there is little idiosyn-
cratic detail in the image. Results suggest that visual recognition memory
encoding is the outcome of a two-stage rather than an automatic process.

23.4009 Quantifying Context Effects on Image Memorability Zoya
Bylinskii'? (zoya@mit.edu), Phillip Isola'?, Antonio Torralba'?, Aude
Oliva'; 'CSAIL, MIT, ’EECS, MIT , *BCS, MIT

Why do some images stick in our minds while others fade away? Recent
work suggests that this is partially due to intrinsic differences in image
content (Isola 2011, Bainbridge 2013, Borkin 2013). However, the con-
text in which an image appears can also affect its memorability. Previous
studies have found that images that are distinct, interfere less with other
images in memory and are thus better remembered (Standing 1973, Hunt
2006, Konkle 2010). However, these effects have not previously been rig-
orously quantified on large-scale sets of complex, natural stimuli. Our
contribution is to quantify image distinctiveness and predict memory
performance using information-theoretic measures on a large collection
of scene images. We measured the memory performance of both online
(Amazon Mechanical Turk) and in-lab participants on an image recogni-
tion game (using the protocol of Isola 2011). We systematically varied the
image context for over 1,754 images (from 21 indoor and outdoor scene
categories), by either presenting images together with other images from
the same scene category or with images from different scene categories.
We use state-of-the-art computer vision features to quantify the distinctive-
ness of images relative to other images in the same experimental context
and to correlate image distinctiveness with memorability. We show that
by changing an image’s context, we can change its distinctiveness and pre-
dict effects on memorability. Images that are distinct with respect to one
context may no longer be distinct with respect to another. We find that
images that are not clear exemplars of their image category experience the
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largest drop in memory performance when combined with images of other
categories. Moreover, image contexts that are more diverse lead to better
memory performances overall. Our quantitative approach can be used for
informing applications on how to make visual material more memorable.

23.4010 A new model for the contents of visual working memory.
Sarah Allred' (srallred@camden.rutgers.edu), Gi-Yeul Bae?, Maria Olk-
konen?, Jonathon Flombaum®; 'Department of Psychology, Rutgers--The
State University of New Jersey, *Center for Mind and Brain, University
of California, Davis, *Department of Psychology, University of Pennsyl-
vania, “Department of Psychological and Brain Sciences, Johns Hopkins
University

Current models of visual working memory (VWM) have very different
views about the structure of VWM, while they all appear to share assump-
tions about its contents. Specifically, current models assume (1) that the con-
tents of memory are best characterized as values within continuous spaces
(e.g., a value on a hue circle), and (2) that memory operates identically on
all contents (e.g., experimental conditions being equal, red is remembered
the same way as green). Here, we propose a revised model for accurately
characterizing the contents of working memory, a model that can then be
generalized to study the limits of color working memory. Categorization
is an intuitive and universal aspect of color perception, and one that likely
involves early visual processing. We have recently shown that category
structure has large influences on behavioral responses in the widely used
delayed estimation task, and also in an undelayed version of the task. We
demonstrate that these influences can be parsimoniously explained by a
dual content model that integrates a continuous value with a noisy category
assignment. The model parameters are not fit; instead, we derive estimates
of category centers and boundaries from a separate set of behavioral exper-
iments with different observers. Finally, we demonstrate the applicability
of the model to other stimulus features (e.g. orientation), and how existing
models of VWM can incorporate dual contents to test hypotheses about
memory limits. Currently, inferences about memory limits rest on differ-
ences in behavioral performance resulting from experimental manipulations
(e.g. set size). But without accurate characterization of memory contents,
stimulus-specific variations in performance are confounded with effects of
experimental manipulation. The dual content model more directly situates
working memory in its appropriate place as an intermediary between per-
ceptual inputs and behavioral responses, rather than a stand-alone system.

Acknowledgement: NSF BCS 0954749

23.4011 Dual-trace Iconic Memory weiwei zhang' (weiwei.zhang@ucr.
edu), Marcus Cappiello'; 'Dept. of Psychology, UC Riverside

Previous literature suggests object perception and recognition may be sup-
ported by two parallel systems, a coarse-grained representation and a fine-
grained representation. The present study tested whether this dual-trace
representation could also underlie iconic memory. In the first experiment,
six colors were presented for 200 milliseconds. Immediately after the offset
of the colors, an arrow appeared indicating the position of one of the six
colors in the memory set. Participants recalled the color originally in the
cued location by matching it to a continuous color wheel. Performance in
this immediate estimation task was modeled as a mixture of two von Mises
distributions differing in standard deviation, which outperformed Zhang &
Luck standard mixture model consisting of a mixture of a von Mises distri-
bution and a uniform distribution. This was replicated in Experiment 2 in
which the memory set size was increased to 16 and 24. In the next two experi-
ments, ashort-term memory condition was included, in addition to the iconic
memory condition, by introducing a delay interval of 800ms (Experiment 3)
or location changes (Experiment 4) between memory encoding and the test.
Again, the mixture model of two von Mises distributions outperformed
Zhang & Luck standard mixture model for the iconic memory conditions.
In contrast, Zhang & Luck mixture model outperformed the mixture model
with two von Mises distributions for the working memory conditions. Two
other alternative models from visual working memory literature, includ-
ing the flexible resource and variable precision models, were fit to iconic
memory data across experiments and compared against the mixture model
with two von Mises distributions. Overall, the latter captured the data the
best. Together, these results support a dual-trace theory of iconic memory.

23.4012 Visual Metamemory: Metacognitive Control and Moni-

toring of Long-Term Visual Memory for Objects and People Joshua

New' (jnew@barnard.edu), Caleb LoSchiavo', Lisa Son'; 'Barnard College,
Columbia University

People have a remarkable long-term memory for scenes and objects - rec-
ognizing thousands of images from only a few moments of study each. We
asked whether this visual memory capacity is associated with any meta-
cognitive functions: What sense do viewers have of their abilities to encode
- and subsequently access - such large numbers of stimuli? We tested
whether allowing participants to control the time studying each image
(self-paced) would - relative to fixed display durations (computer-paced)
- increase their performance in a 2AFC old-new recognition test. We also
tested whether participants had some metacognitive knowledge about their
visual memory traces, through their ‘bets’ on having successfully recog-
nized each item. In Experiment 1, when participants were allowed an aver-
age of two seconds of study for each item, recognition performance was
significantly higher for self-paced than computer-paced study items. In the
self-paced condition, the amount of time studying items was not only a sig-
nificant predictor of their successful recognition but also of viewers’ meta-
cognitive awareness (i.e. confidence) about their accuracy. Studying objects
again in Experiment 2 and individual people in Experiment 3, participants
completed a self-paced block on Day 1 with unlimited study time, and com-
pleted a computer-paced block using the average of their self-paced study
time on Day 8. Although performance was again higher after the self-paced
study of objects in Experiment 2, such was not the case when controlling
their study of people in Experiment 3 - perhaps complicated by factors
such as attractiveness and distinctiveness. In both Experiment 2 and 3, the
amount of time studying each item was again not only a significant predic-
tor of recognition accuracy, but also of participants’ confidence in their iden-
tification. The study of visual material may be profitably informed by meta-
cognitive control and during retrieval later by metacognitive monitoring.

23.4013 Sensory Memory is Allocated Exclusively to the Current

Event Segment Srimant Tripathy' (s.p.tripathy@bradford.ac.uk), Haluk
Ogmen?*?; 'School of Optometry & Vision Science, University of Brad-
ford, ?Department of Electrical & Computer Engineering, University of
Houston, *Center of Neuro-Engineering & Cognitive Science, University
of Houston

The Atkinson-Shiffrin modal model forms the foundation of our under-
standing of human memory. It consists of three stores (Sensory Memory
(SM), also called iconic memory, Short-Term Memory (STM), and Long-
Term Memory (LTM)), each tuned to a different time-scale. Since its incep-
tion, the STM and LTM components of the modal model have undergone
significant modifications, while, SM has remained largely unchanged,
representing a large capacity system funneling information into STM.
Moreover, how SM can work in ecological viewing conditions remains
an unsolved problem. In the laboratory, visual memory is usually tested
by presenting a brief static stimulus and, after a delay, asking observers
to report some aspect of the stimulus. However, under ecological view-
ing conditions, our visual system receives a continuous stream of inputs,
which is segmented into distinct spatio-temporal segments, called events.
Events are further segmented into event-segments. We show, in a set of
5 experiments, that SM is not an unspecific general funnel to STM but is
allocated exclusively to the current event-segment. We presented observ-
ers with an event stimulus consisting of multiple dots (n=1 to 4) moving
along bilinear trajectories with a single deviation at the mid-point of
each trajectory. The synchronized deviations in the trajectories yielded
two event-segments, corresponding to pre-deviation and post-deviation
event-segments. Observers were cued to report the directions of pre- or
post-deviation trajectories. By analyzing observers’ responses in partial-
and full-report conditions, we investigated the involvement of SM for
the two event-segments. The hallmarks of SM hold only for the current
event segment. As the large capacity SM stores only items involved in the
current event-segment, the need for event-tagging in SM is eliminated,
speeding up processing in active vision. By characterizing how memory
systems are interfaced with ecological events, this new model extends the
Atkinson-Shiffrin model from laboratory settings to ecological conditions.

23.4014 “We remember what we like?”: Aesthetic value and
memorability for photos and artworks - a combined behavioral and
computational study Christian Wallraven' (christian.wallraven@gmail.
com), Joern Freese'; 'Cognitive Systems, Brain and Cognitive Engineering,
Korea University

Several studies testing long-term pictorial memory have claimed nearly
unlimited memory capacity even for large amounts of stimuli. Addition-
ally, theories in empirical aesthetics have suggested that the aesthetic
appreciation of a stimulus and its memorability may be linked - “we
remember what we like”. In the present study we investigated these
questions for two types of stimuli: photos and artworks. Specifically, we
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tested whether the memorability of a photo or artwork may be connected
to its aesthetic value. A total of 52 participants took part in a two-phase
experiment. In the first phase, 750 images (photos of everyday scenes,
Korean artworks, and Western artworks) had to be memorized and rated
for aesthetic value. In the second phase one day later, these images had
to be recognized in an old-new paradigm. Overall, participants” long-term
memory capacity proved to be significantly more limited than suggested
before (average d-prime=0.987). Nonetheless, memorability scores them-
selves were reliable across participants. Surprisingly, artworks - although
appreciated more aesthetically - were less memorable (d-prime=0.854)
than everyday scenes (d-prime=1.201). Furthermore, aesthetic ratings
correlated only marginally with memorability (r=0.174), suggesting that
these two variables need to be examined separately in future research and
modeling. For our computational study, we then tested a large set (n=1025)
of pictorial, low-level image features in terms of correlations with the
behavioral results. The features were able to predict the correct stimulus
class with 85% accuracy (chance=33%). Interestingly, we found small, yet
significant correlations for some low-level measures for aesthetic ratings
(maximum r=0.312), but not for memorability scores (maximum r=0.15).
Overall, however, computational features only provided a small amount
of explanatory power. Taken together, these results show that aesthetic
appreciation and memorability are two independent concepts (for both art
and everyday scenes). In addition, memory representations and aesthetic
experience seem driven largely by high-level interpretation processes.

Acknowledgement: This research was supported by the Brain Korea 21 PLUS
Program through the National Research Foundation of Korea funded by the
Ministry of Education.

23.4015 Emotional Context and Visual Long-Term Memory Weizhen

Xie' (weizhen.xie@email.ucr.edu), Weiwei Zhang'; 'Department of Psy-
chology, University of California, Riverside

Emotion exerts great impacts on memory. For instance, negative emotions
can enhance memory encoding or reduce retrieval-induced forgetting.
In addition, congruent mood states between encoding and retrieval (e.g.,
negative emotions at both stages) can also improve memory performance
relative to incongruent mood states (e.g., negative emotion in encoding,
but positive encoding in retrieval). However, it is unclear whether mood
congruency between memory retrieval and encoding increases the prob-
ability of successful retrieval or enhance the quality of retrieved memory
representations. The current study directly tested these two hypotheses
using a visual long-term memory recall task. In the study phase, partic-
ipants remembered a sequence of colorful objects. Each object was pre-
sented on top of a gray-scale negative image from the International Affec-
tive Picture System (IAPS). Participants gave a valence rating for each IAPS
image for emotion induction. In the test phase, participants reconstructed
the colors of the previously studied objects by continuously adjusting
their colors under negative or positive emotional contexts using the same
emotion induction procedure as that from the study phase. Negative IAPS
images used for the negative emotional context were different from, but
with matched valence as, those in the study phase. Positive images for
the positive emotional context had comparable arousal levels as negative
images. We found that memories encoded in negative context but retrieved
in positive context (the incongruent condition) were less precise than
memories encoded and retrieved both in negative context (the congruent
condition). In contrast, no significant difference in the probability of suc-
cessful retrieval was found between the two conditions. Follow-up exper-
iments ruled out alternative interpretations that either negative emotion
or positive emotion at the retrieval alone could account for the memory
quality effects observed in the first experiment. Taken together, the present
results support a resolution account for mood-congruency memory effect.

23.4016 A hippocampal temporal gating mechanism for episodic
visual memories Simon Thorpe' (simon.thorpe@cerco.ups-tlse.fr);
'CerCo, Université Toulouse & CNRS, Toulouse, France

Our visual systems undoubtedly process far more than we can actually
remember. But what determines whether something is remembered or
not? Here, I propose that the key to storage could be the duration of neu-
ronal activation. Even when presented in an RSVP stream at 72 images
per second, briefly presented stimuli can be fully processed and activate
selective neurons in monkey IT (Keysers et al, 2001, ] Cog Neurosci).
However, this activation is usually very brief, lasting only a few tens of
milliseconds. But for some stimuli, the activation could last longer for a
range of possible reasons. For example, the image might match a target
in a visual search task, allowing activity to be boosted by top-down feed-
back. Alternatively, the stimulus could be very surprising, or emotionally
powerful. Whatever the reason, prolonged activation lasting for around 150

ms or so could be used to decide that the input pattern is worth storing in
an episodic memory trace. I propose that measuring the duration of the
cortical activation could be a key function of the hippocampus. Specifi-
cally, hippocampal neurons could effectively test whether the same cor-
tical input pattern is present on two successive cycles of a hippocampal
theta rhythm. If so, the hippocampal neurons should fire and allow the
pattern to be stored. Such a temporal gating mechanism could explain
the puzzling fact that hippocampal visual response latencies in humans
are typically 280-300 ms - much longer that the neocortical neurons that
provide their inputs and which probably become active at around 120-
150 ms after stimulus onset. It would also explain the remarkably close
match between hippocampal activation and conscious awareness (Qui-
an-Quiroga et al, PNAS, 2008) because only consciously perceived stim-
ulus would generate activation patterns that last long enough for storage.

Acknowledgement: Funded by ERC advanced grant agreement n° 323711 (M4)

23.4017 Modeling information integration in sequential visual
decision-making Jozsef Fiser' (fiser@brandeis.edu), Adam Koblinger',
Mate Lengyel?, 'Department of Cognitive Science, Central European Uni-
versity, ’Engineering Department, Cambridge University

Current models of human visual decision making based on sequentially
provided samples posit that people make their next decision by uncon-
sciously compensating the statistical discrepancy between measures col-
lected in the long past and those collected very recently. While this pro-
posal is compelling, it does not qualify as a rigorous model of human
decision making. In addition, recent empirical evidence suggests that
human visual decision making not only balances long- and short-term
summary statistics of sequences, but in parallel, it also encodes salient fea-
tures, such as repetitions, and in addition, it relies on a generic assump-
tion of non-discriminative flat prior of events in the environment. In this
study, we developed a normative model that captures these characteristics.
Specifically, we built a constrained Bayesian ideal observer with a gener-
ative model having features as follows. First, data is generated randomly
but not necessarily independently depending on its parameter selection.
Second, the system has a memory capacity denoted by a small window
size = t, and a world representation denoted by a large window size =
T, the latter reflecting the observer’s belief of the volatility of the world,
i.e. the extent to which changes should be represented. Third, events can
be described with p; appearance probability, which is not constant in
time but changes according to a Markovian update, and it has an initial
strong peak at 50%. Fourth, observations are noisy so that the observer
can collect only limited amount of information ([Jj) from each sample
image. We implemented the above model and training on human data,
we determined the optimal parameters for T, t, and inferred the evolv-
ing p; for each subject. Our model could capture the behavior of human
observers, for example their deviation from binomial distribution based on
T,and t, and the negative correlation between recent and past decisions.

Acknowledgement: Marie-Curie CIG 618918, Wellcome Trust

23.4018 The Loss of Information from Visual Working Memory
depends on Retro-Cue Reliability Eren Gunseli' (e.gunseli@vu.nl),

Johannes Fahrenfort?, Konstantinos Daoultzis®, Martijn Meeter*, Christian
Olivers *; 'Vrije Universiteit, Amsterdam, Netherlands

Retrospectively cueing an item retained in visual working memory during
maintenance is known to improve its retention. However, literature has
provided conflicting results regarding the costs of such retro-cues for non-
cued items, which has led to a variety of theories on the role of cueing in
visual working memory. We hypothesized that the differences in the reli-
ability of retro-cues across studies might be a factor underlying conflicting
results. We predicted that the more reliable the cues, the larger the costs
for non-cued items. Participants performed a working memory task while
electroencephalography (EEG) was recorded. Retro-cues indicated which
of several items was most likely to be tested. We manipulated, between
blocks, the ratio of trials on which the cue was valid vs. invalid. In addi-
tion to memory performance, we investigated the contralateral delay activ-
ity (CDA) in the EEG, which is claimed to index visual working memory
maintenance. We also applied multivariate pattern analysis (MVPA) in
the frequency domain to decode the location of the cued item. Reconcil-
ing previous contradictory findings, costs of invalid retro-cueing on recall
performance (i.e. probability and precision estimates) were found only for
highly reliable cues. Nevertheless, benefits of valid cueing were present
for both reliabilities, though larger for highly reliable cues. Moreover, the
CDA emerged only after a highly reliable cue. Finally, decoding accuracy
was above chance level in the high alpha band (i.e. 10-12 Hz) following a
retro-cue and was larger for highly reliable cues. Our results suggest that
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non-cued representations are removed from working memory only if the
retro-cue reliability is high. Moreover, the presence of valid cueing bene-
fits in the absence of invalid cueing costs suggests that an item in work-
ing memory can be prioritized without reallocation of memory resources.

Acknowledgement: Netherlands Organisation for Scientific Research

23.4019 Visual long term memory is spatially specific, but only
after a brief consolidation period Yoolim Hong' (yhong1204@gmail.

com), Andrew Leber'; 'Department of Psychology, The Ohio State Univer-
sity

For successful commerce with the world, it is essential that we remember
objects that we encounter within the proper contexts. Consistent with this,
visual long-term memory is known to be context dependent. However, the
way in which these context dependent memories manifest has been rela-
tively unexplored. Here, we measured the degree to which visual object
memory is tied to spatial location. We manipulated the retention interval to
explore how spatially specific memories emerged over time. During an ini-
tial encoding phase, we presented two placeholders on the screen (one on the
left, one on the right), and we presented a series of 200 face stimuli. To asso-
ciate each face stimulus with specific spatial context, half of them appeared
inside the left placeholder and the other half appeared inside the right place-
holder. Participants were instructed to discriminate each face’s gender,
regardless of its location. Subsequently, participants began the recognition
phase. Critically, for one group of participants (No Retention Group), the
recognition phase began immediately after encoding was finished, while for
the other group (Retention Group), the recognition phase began after a 15
min retention interval in which a visual search task was performed. During
the recognition phase, we presented one previously viewed (old) face and
one novel face on each of 200 trials. Participants had to discriminate the
side of the display containing the old face. To manipulate context depen-
dency, we presented half of the faces inside the same placeholder as during
encoding (“matching” condition) and the remaining faces inside the other
placeholder (“nonmatching” condition). Results showed that the Retention
group’s recognition memory was significantly better in the matching con-
dition than the nonmatching condition, while the No-Retention group’s
performance was equivalent in the two conditions. These results implicate
a key role of consolidation in the genesis of context-specific visual memory.

23.4020 Waking up buried memotries Christelle Larzabal'? (christelle.

larzabal@cerco.ups-tlse.fr), Nadege Bacon-Macé'?, Simon Thorpe'?;
'Université de Toulouse, UPS, Centre de Recherche Cerveau et Cognition,
France, 2CNRS, CerCo, Toulouse, France

One of the most amazing features of our brain is its capacity to retain sen-
sory memories for years or even decades. For example, people may recog-
nize the names or faces of classmates fifty years after they have left school
(Bahrick et al., 1975) or the title of TV programs fifteen years after their
broadcast (Squire et al. 1975). In such cases, it is quite possible that the
memories have been reactivated in the intervening period. For instance,
people may have seen their classmates more recently, or seen a repeat
of the TV program. But are those re-exposures really necessary to hold a
memory for decades? Would people still be able to recognize stimuli when
we can be certain that it is impossible that they could have experienced the
stimulus more recently? To address this question we designed an experi-
ment in which thirty four participants were shown the opening sequence
of 50 TV programs that had been broadcast on French television between
the late 50s and early 70s. They have not been rebroadcast since and are
not available in the public domain. Based on the percentage of correct
responses and the confidence level across participants seven videos were
identified as being recalled. Performed on a single case level 15 extra clips
were also correctly remembered by at least one of the participants which
brings the total to 22 videos positively remembered. This study provides
new evidence that it is possible to reactivate memories that were encoded
several decades ago, sometimes more than 50 years, without the need for
re-exposure in the intervening period. This puts severe constraints on the
biological mechanisms that could allow such extreme long-term memories.

Acknowledgement: The research leading to these results has received funding
from the European Research Council under the European Union’s Seventh
Framework Programme (FP7/2007-2013)/ERC grant agreement n°323711

23.4021 Representations of retrieved face information in visual

cortex Sue-Hyun Lee' (lees11@mail.nih.gov), Brandon Levy', Chris
Baker'; '"Laboratory of Brain and Cognition, National Institute of Mental
Health, National Institutes of Health

Despite the high similarity of human faces, we can easily recognize and
discriminate dozens of faces based on our memories and can retrieve
how people look. Here, we asked how retrieved face information is repre-
sented in cortex? To address this question, we performed an event-related
functional magnetic resonance imaging (fMRI) experiment, comprising
separate perception, learning and retrieval sessions. During the percep-
tion session, inside the scanner, participants were presented with fixed
pairings of six auditory cues (pseudowords) and face images (e.g. ‘greds’-
manl, ‘drige’-man2), and six auditory cues and shoe images. During
the learning session, on a separate day outside the scanner, participants
were trained to memorize the pseudoword-image associations for about
one hour. Finally, one day after the learning session, participants were
scanned and instructed to retrieve each image in response to the paired
pseudoword cue. To test the veracity of the retrieved visual information,
participants were asked to perform forced-choice tests after the retrieval
scan session. Every participant showed good performance in the forced-
choice test (> 95% correct). We focused on the patterns of response in
face-selective and object-selective cortical areas. Using multivoxel pat-
tern analyses, we found 1) that face-selective and object-selective areas
showed category (faces or shoes) specific patterns during both retrieval
and perception, 2) that neither face nor object-selective areas showed pat-
terns specific to individual faces or shoes during perception, but 3) that
face-selective areas showed specific patterns of response to individual
faces during retrieval. Taken together, these results suggest that retrieval
of face information generates more discriminative neural responses for
individual faces than that evoked by perception of the very same faces.

Acknowledgement: This work was supported by the US National Institutes of
Health Intramural Research Program of the National Institute of Mental Health.

Spatial Vision: Crowding and eccentricity
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23.4022 Peripheral Contrast Sensitivity in Human Adults: Measure-
ments with Gabor Sinusoids Over a Broad Range of Eccentricities
Russell Adams'? (michelem@mun.ca), James Drover'?, Michele Mercer',

Stephanie Scott', Avery Earle'; 'Dept of Psychology, Faculty of Science,
Memorial University, *Discipline of Pediatrics, Faculty of Medicine,
Memorial University

Purpose: Contrast sensitivity (CS) is considered the most comprehensive
single measure of human spatial vision. Although solid data exist for CS
in the near periphery (0 to 200), few studies have examined CS at greater
eccentricities and even fewer have employed Gaussian filtered sine waves
(Gabor patches) which provide both reliable measurements and relative
freedom from detection artifacts. In addition to a better understanding of
retinal and neural mechanisms, establishing normative CS data across a
broad range of eccentricities provides help in the assessment of eye diseases
which target peripheral vision (e.g. glaucoma, RP, retinal degeneration).
Methods: Right eyes from 20 young adults were tested with vertically-ori-
ented sinusoidal Gabor patches that ranged logarithmically in spatial fre-
quency (SF) from 0.375 to 18 cy/deg and in contrast from 0.001 to 0.30.
Contrast thresholds at each SF were obtained foveally and from 100 to 800
within the temporal visual field. Testing was repeated 3 to 5 times for each
adult. Results: CS was highest with central vision (M (across SF) = 145.9)
but declined progressively at 100 (M = 57.1), 200 (M= 37.4), 400 (M=15.3),
and 600 (M= 5.6). No consistent responses were obtained at 800. Across
all eccentricities, CSFs displayed the typical inverted-U shape but peak CS
shifted progressively to lower SF. Repeated measurements were highly
consistent across all SF (r = 0.62 to 0.85). Conclusions: CS can be measured
reliably up to at least 600 in the periphery. Spatial functioning decreases by
about 0.24 log units per 100 across the periphery with the rate of reduction
relatively greater for higher spatial frequencies. Overall, these psychophys-
ical data are consistent with anatomical and physiological data describ-
ing the relative ratios and efficiency of P-cells in the peripheral retina.

Acknowledgement: NSERC, Janeway Hospital Foundation

23.4023 Temporal dynamics of feature integration in peripheral
vision and saccadic eye movement Masahiko Terao' (masahiko_terao@
mac.com), Ikuya Murakami'; 'The University of Tokyo

In peripheral vision, a stimulus surrounded by multiple stimuli in close
proximity can appear to look similar to the nearby stimuli (e.g., Greenwood
et al, 2009). This perceptual assimilation also affects the landing point of a
saccade (Terao & Murakami, 2014, APCV), indicating that both the visual
and oculomotor systems integrate feature information over a certain spatial
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window. Here we investigated the temporal dynamics of these phenom-
ena. A target cross and two flanker crosses vertically surrounding the target
were presented at 12 degrees to the right of the fixation point. The crossing
points of the flankers were deviated leftward or rightward. We varied the
stimulus onset asynchrony between the target and the flankers and asked
observers to judge the apparent position of the crossing point of the target.
The results showed that the flankers presented prior to the target were not
effective whereas the flankers presented at or after the target onset biased
the horizontal position of the target’s crossing point toward the flankers’.
The temporal window of this effect was approximately 200 ms, with the
maximum effect obtained at 25 ms after the target onset. In another experi-
ment, observers were asked to make a saccade to the non-deviated crossing
point of the target as soon as its onset. The results showed that the saccadic
landing position was horizontally biased toward the deviated crossing
points of the flankers even when they were presented 75 ms after the target
onset. The effect was seen even when the flanker onset was only 80-40 ms
earlier than the saccade onset. Our findings indicate that the visual and
oculomotor systems integrate feature information not only over a large
space but also over a long time in peripheral vision and that it is within
a very short latency that the integration affects eye-movement statistics.

Acknowledgement: Supported by a JSPS Grant-in-Aid for Scientific Research on
Innovative Areas (25119003)

23.4024 Effects of Flankers Within the Crowding Zone Susana
Chung' (s.chung@berkeley.edu); 'School of Optometry, University of
California, Berkeley

Crowding refers to the inability to recognize an object that separates from
its neighbors (flankers) less than the critical spacing. One account of crowd-
ing is that features from the target and flankers are combined erroneously
within the crowding zone. Currently, little is known about what happens
within the crowding zone. Here, we examined whether the adverse effect
of flankers is combined linearly within the crowding zone. We measured
the identification accuracy of a target letter presented at 10° nasal field or
10° lower field, with two flanking letters presented along the radial merid-
ian. We first measured the identification accuracy of the target letter for
six target-flanker separations, when the separation between the inner
flanker and the target, and the separation between the outer flanker and
the target, were yoked. A cumulative-Gaussian function was used to fit
this set of data, from which we derived the critical spacings corresponding
to 30%, 50%, 70% and 90% identification accuracies. Next, we measured
the identification accuracy of the target by fixing the inner[outer] flanker
at one of the critical spacings determined above, but varying the separa-
tion between the target and the outer[inner] flanker. Identification accu-
racy was also measured when only the inner or the outer flanker was pres-
ent. In general, performance was better with only one, than two flankers.
When two flankers were present with one at a fixed separation from the
target, the critical spacing of the movable flanker was consistently smaller
than the critical spacing for the yoked condition, by 51% and 34% for the
inner and outer flanker, respectively. Our results suggest that within the
crowding zone, the effectiveness of a flanker on the target depends on
the presence of, and the location of other flankers. The overall crowd-
ing effect is not a linear combination of the effects of individual flankers.

Acknowledgement: NIH Research Grant RO1-EY012810

23.4025 Similarity effects in crowding of Chinese characters Yuk
Ting Leo Cheung’ (leo.yt.cheung@gmail.com), Sing-Hang Cheung;
'Department of Psychology, The University of Hong Kong

Introduction. Crowding severely limits the identification of a flanked target
in peripheral vision. Previous research had shown weaker crowding with
dissimilar flankers, i.e., the similarity effects on crowding. Here we manip-
ulated configural legitimacy (Experiment 1) and contour integrity (Exper-
iment 2) of flankers to investigate the effects of similarity on crowding in
Chinese character recognition. Method. Ten normally-sighted observers
participated in Experiment 1 and five in Experiment 2. Target stimulus in
each trial was always a real, frequently-used and randomly-drawn Chinese
character from a set of 176 (Experiment 1) and 190 (Experiment 2) char-
acters. The target (size=1.5°) was presented for 100 ms at 5° eccentricity
in the right visual field. Two horizontal flankers at 2° center-to-center dis-
tance were also presented in the flanked conditions. Contrast thresholds
in a target identification task (Experiment 1: 25-alternative-forced-choice
[25-AFC]; Experiment 2: 20-AFC) were measured using QUEST in a tar-
get-only and different flanked conditions. Flankers in Experiment 1 were
(a) real, (b) pseudo- (non-existent but configurally legitimate), (c) non- (con-
figurally illegitimate), or (d) scrambled characters. Flankers in Experiment
2 were (a) phase-intact (i.e. real) or (b) phase-scrambled characters. Results.
No statistically significant variations were found among mean thresh-

old elevations (TEs) in the four flanked conditions of Experiment 1 (real:
3.59+0.46 [SE]; pseudo: 3.08+0.45; non: 3.47+0.44; scrambled: 2.68+0.36).
In Experiment 2, TE was significantly higher with phase-intact flankers
(4.97+0.65) than with phase-scrambled flankers (2.34+0.49). Conclusions.
The null effect of configural legitimacy suggests that the well-documented
similarity effects may be restricted to low-level visual features. We found
weaker crowding with phase-scrambled flankers, inconsistent with find-
ings from previous research (e.g., Shin, Wallace & Tjan, 2010). It is possible
that visible contours in flankers determine crowding strength only when
the target is of high visual complexity, as in the case of Chinese characters.

Acknowledgement: This study was studied by a grant from the Hong Kong
Research Grants Council, GRF HKU-741213.

23.4026 Effect of spatial complexity on resolution, mislocations

and crowding Deyue Yu' (yu.858@osu.edu); 'College of Optometry, Ohio
State University

Reading is limited by three sensory factors: resolution (letter acuity), mislo-
cations (uncertainty about spatial arrangement of letters), and crowding (the
deleterious interference of nearby letters on target identification). Previous
studies found a negative impact of flanker complexity on letter identifica-
tion. Here we investigated whether the modulatory effect of complexity is
restricted to crowding. Eight subjects identified single letters or the middle
letters of trigrams presented at 10° to the left or right of the fixation point.
Flankers were always duplicate letters, either identical or different from the
middle target letter. Averaged across subjects, identification accuracy was
98.6% for the single-letter condition, 83.4% for the identical target-flanker
condition, and 57.4% for the nonidentical condition. Multiple linear regres-
sions were performed to assess the effect of letter complexity. In single-let-
ter identification, higher complexity was associated with more errors. In
the nonidentical condition, flanker and target complexities played opposite
roles on performance with stronger influence from flankers. Higher flanker
complexity led to more errors while higher-complexity targets made identi-
fication easier. Given the stronger effect of flanker complexity, we expected
and indeed found that for the identical target-flanker condition the average
effect of complexity (across target and flankers) on performance was neg-
ative (i.e. poorer performance for higher complexity). For the nonidenti-
cal condition, we teased out mislocation and crowding errors and found
that mislocations depended on target complexity (r< 0) whereas crowding
errors correlated with flanker complexity (r>0). Our findings demonstrate a
general impact of letter complexity on reading-related sensory constraints.
The effect of flanker complexity on crowding is consistent with the view
that crowding may be due to compulsory averaging of target and flanker
features or flanker substitution. However, substantial crowding under the
identical condition indicates that change in target appearance in this case
may be attributed to a process other than assimilation and substitution.

23.4027 The Role of Peripheral Position Uncertainty in Overt

Search Yelda Semizer' (yelda.semizer@rutgers.edu), Melchi Michel';
'Rutgers University

Uncertainty regarding the position of the search target is a fundamental
component of visual search. This position uncertainty can be either extrin-
sic (EPU)—uncertainty regarding where a stimulus might appear, or
intrinsic (IPU)—uncertainty regarding the distal source of the perceived
stimulus. Previous measurements indicate that IPU increases approxi-
mately linearly with visual eccentricity and that it accounts for impaired
detection and localization performance in the periphery (Michel & Geis-
ler, 2011). Our aim in the current project was to characterize the role of
IPU in overt visual search and to determine whether it is a limiting factor
in search performance. Human observers completed two tasks. First, the
observers completed a detection task to measure sensitivity to the target
as a function of visual field position. Then, they completed a search task,
which required localization of the target signal within a noisy environment.
Observers were allowed to make a maximum of six fixations. To examine
the effect of IPU, two different experimental conditions were created. In
the ‘cluttered” condition, the display was tiled uniformly with feature clut-
ter (in the form of 1/f noise) to maximize the effect of IPU. In the “unclut-
tered” condition, the clutter at irrelevant locations was removed to decrease
the effect of IPU. The amount of EPU was also manipulated across con-
ditions. We developed a constrained ideal searcher model, in which the
searcher is limited by IPU measured for human observers. Introducing IPU
to the ideal searcher impaired overall overt search performance, but not
uniformly. In the ‘uncluttered’ condition, performance decreased steeply
as a function of increasing EPU. However, in the ‘cluttered’ condition, the
effect of IPU dominated and performance flattened as a function of EPU.
Measured performance for human searchers showed similar trends. Our
findings suggest IPU as a limiting factor in overt search performance.

34 Vision Sciences Society

See page 3 for Abstract Numbering System



VSS 2015 Abstracts

Saturday Morning Posters

23.4028 Crowding suppresses cortical responses to the target
in human early visual cortex Ziyun Zhu' (zzyladette. aicfc@pku.edu.

cn), Dongjun He', Fang Fang'??; 'Department of Psychology and Key
Laboratory of Machine Perception (Ministry of Education), Peking-Tsin-
ghua Center for Life Sciences, *PKU-IDG/McGovern Institute for Brain
Research, Peking University

Crowding is the identification difficulty for a target in the presence of
nearby flankers. Recent studies (Chen et al., 2014; Millin et al, in press)
have shown that, using an indirect fMRI/ERP measure, the magnitude
of crowding effect was closely associated with an early mutual cortical
suppression between the target and flankers in V1. Here, we used the
fMRI-based population receptive filed (pRF) technique to directly assess
the effect of crowding on cortical responses to the target and flankers in
human visual areas. The target was centered at 7.25° eccentricity in the
upper-left visual quadrant with two adjacent flankers positioned radially.
The target and flankers were a circular patch of a sine-wave grating (radius:
1.75°; contrast: 1.0; spatial frequency: 2 cycles/°) and were presented in a
uniform gray background. The orientation of the flankers could be either
perpendicular or parallel that of the target, resulting in a weak or strong
crowding effect, which was confirmed by a separate psychophysical test.
We identified voxels responding to the target and flankers based on their
PRF parameters. We found that the responses of the target voxels in V1
and V2 were significantly weaker in the strong crowding condition than
in the weak crowding condition, while the responses of the flanker voxels
showed no difference in the two crowding conditions. We also found that
the suppressive effect with the target voxels depended on subjects” spa-
tial attention to the stimuli. These results provide direct evidence that
the suppressed cortical responses to the target in human early visual
cortex and spatial attention may play a critical role in visual crowding.

23.4029 Rapid reduction of crowding by training Amit Yashar' (amit.
yashar@nyu.edu), Jiageng Chen', Marisa Carrasco'?; 'Department of
Psychology, New York University, ?Center for Neural Sciences, New York
University

Background: Crowding refers to people difficulty to identify a letter in the
peripheral visual field in the presence of nearby letters. The processes that
underlie crowding are still debated. Some postulate the larger receptive
fields and spatial integration in the periphery as the underlying mechanism
for crowding. According to this view crowding is hardwired and cannot
be rapidly changed. Recent studies have shown that crowding can be alle-
viated after 8-10 days of training but the speed of this improvement is still
unclear. Objective: We tested whether a short period of training can allevi-
ate crowding. Method: Observers were asked to identify the orientation of
a letter in the periphery surrounded by two flanker letters. Observes were
tested before (pre-test) and after (post-test) training (800 trials). We tested
different components of feature selection by keeping letter color constant
between training and test blocks as follows: 1) the target letter (feature selec-
tion); 2) the flankers (feature suppression); 3) both (selection and suppres-
sion). Results: Following training, all groups showed a reduction in crowd-
ing as assessed by the critical distance; i.e., the target-flankers distance at
which the flankers no longer interfere with target identification. Conclu-
sion: Our results show that training can rapidly reduce crowding and that
the training stimuli need not be identical to the test stimuli. Observers not
only can learn to identify the target but also to ignore the irrelevant flankers.

Acknowledgement: Supported by NIH RO1 EYO16200 to MC

23.4030 The effects of precueing the target location on temporal
crowding Shira Tkacz-Domb' (shirtzi@yahoo.com), Yaffa Yeshurun';
'University of Haifa, Israel

Spatial crowding refers to impaired target identification when it is sur-
rounded by flankers in space. Temporal crowding refers to impaired
target identification when it is surrounded by other stimuli in time. We
have recently demonstrated that target identification is impaired by pre-
ceding and succeeding stimuli up to an ISI of 300 ms. Additionally, we
did not find an interaction between the effect of spatially adjacent flankers
and the effect of preceding and succeeding stimuli. This study focused on
the role of spatial attention on temporal crowding. Specifically, previous
studies suggest that transient attention alleviates spatial crowding. Here
we examined whether it can also alleviate temporal crowding. We pre-
sented a sequence of 3 displays to the right or left of fixation. Each dis-
play included 1 letter. In one of these displays an oriented T appeared.
Observers indicated the T’s orientation. The other two displays included
a distractor letter presented at the same spatial location as the target. The
ISI between the displays varied between 125 - 450 ms. In the cued con-
dition an auditory precue was presented to the left or right ear, prior to

the onset of the letters sequence. This auditory precue indicated the onset
of the sequence and its location (left vs. right). In the neutral condition,
an auditory precue was presented simultaneously to both ears, indicating
the sequence’s onset but not its location. Similar to our previous study
we found a long-lasting effect of ISI. However, precueing improved per-
formance only when the target appeared in the first display. Moreover,
there was no cueing x ISI interaction. These findings suggest that unlike
spatial crowding, temporal crowding is not effected by transient attention.
Still, because a visual cue may be a stronger attractor of visual attention
we are currently testing the effects of a visual cue on temporal crowding.

23.4031 How to measure the spatial interaction zone of crowding?

Kilho Shin' (kilhoshi@usc.edu), Bosco Tjan'? 'Department of Psychology,
University of Southern California , ?Neuroscience Graduate Program,
University of Southern California

Clutter impedes object identification in peripheral vision. “Crowding zone”
refers to the spatial extent surrounding a peripheral target within which
the presence of a flanker impedes target identification. Several methods are
commonly used to measure the crowding zone, but these methods do not
necessarily measure the same quantity. When luminance contrast threshold
is measured as a function of target-flanker spacing, a common approach is
to fit the threshold vs. spacing function with a pair of lines: a line of nega-
tive slope intersecting with the horizontal line that represents the contrast
threshold for identifying an isolated target. The target-flanker spacing at the
intersection is taken as the spatial extent of crowding. When accuracy is a
dependent variable, a comparably defined “full” spatial extent of crowding
is the target-flanker spacing associated with the upper elbow of the psycho-
metric function - spacing beyond which identification accuracy is the same
as that for an isolated target. This, however, is not the common practice.
Rather, most studies that use accuracy as a dependent variable define the
crowding zone as the spacing associated with a specific level of accuracy
somewhere at the middle of the psychometric function (e.g. 75% correct).
This “partial” crowding zone is related to the “full” crowding zone by the
slope of the psychometric function. We tested 11 subjects, each at 5 retinal
locations and 2 eccentricities, for up to 6 different combinations of letter-like
targets and flankers. We found while the full and partial spatial extent of
crowding did correlate, there were a great deal of variability between the
two, indicating that the slope of the psychometric functions varied signifi-
cantly across conditions. We derived an efficient method for estimating the
full crowding zone based on the adaptive psi method (Kontsevich & Tyler,
1999; Prins, 2013), rendering any reliance on partial estimation unnecessary.

Acknowledgement: NIH RO1 EY017707

23.4032 Onset transients recover target discriminability during
crowding by directing attention to its salient features Jeffrey Nador’

(nador.j@husky.neu.edu), Adam Reeves'; 'Northeastern University (Psy-
chology, College of Science)

Previous research has demonstrated that applying onset transients to
crowded targets can improve their orientation discriminability (Green-
wood, Sayim & Cavanagh, 2014). We replicate this finding, but specify that
the advantage conferred by onset transients occurs only 1) when there is a
pre-existing feature contrast between the target and flankers 2) when atten-
tion is directed to the target near the time of transient onset. A cued RSVP
procedure controlled attention--a sequence of white L’s and R’s was shown
at fixation; after a variable delay, the last letter became black. Observers
shifted their attention left or right, depending on the identity of the last
white letter, to a flanked 3cpd target Gabor. The Gabors were shown 10
deg. left and right of fixation throughout each trial; only after the L or R cue
did the observers know which would be the target. Having shifted atten-
tion, subjects reported the target’s tilt, left or right, from vertical (mean 3
deg.). The flankers were either nearly parallel or nearly orthogonal to the
target. A 50ms transient ‘blink” was applied to a subset of stimulus elements
randomly: either targets, or flankers, or both, or none. Preliminary results:
orientation discrimination of orthogonal targets was improved when tran-
sients were applied to the target within £100ms of the RSVP cue. Otherwise,
transients had no effect. In sum, when a target is both top-down attended
and featurally salient, an additional ‘bottom-up’ attention-capturing tran-
sient can partially recover the target from crowding. Why? Transients may
boost the target signal even further, or briefly reduce the zone of integration.

23.4033 Reaction time as a predictive marker for crowding Maria
Lev' (mariale2@post.tau.ac.il), Uri Polat'; 'Tel Aviv University, Sackler
Faculty of Medicine, Goldschleger Eye Research Institute, Tel Hashomer
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Visual crowding, the inability to recognize objects in clutter, limits visual
perception, conscious, and object recognition throughout most of the visual
field. Crowding is measured as a reduction of the target’s performance
such as letter identification in the presence of flankers. We recently showed
(Lev, Yehezkel, and Polat, Scientific Reports 2014) that foveal crowding
may be absent for long presentation times but is evident for short times.
However, the reaction time (RT) is remarkably slower under crowded
conditions even without reduced accuracy. Since RT and response accu-
racy are used to explore the processing load, we hypothesized that RT
can serve as a marker for processing the load imposed by spatial crowd-
ing. We asked subjects to identify the letter E embedded in a matrix of
other letters for presentation times from 30 to 240 msec. The results show
that foveal crowding is remarkable for short presentation times of 30
and 60 msec but is insignificant for 240 msec. However, RT was largely
slower (~100 msec) even in cases without reduced accuracy (no crowd-
ing effect). Furthermore, RT for 240 msec predicts crowding effect for a
more demanding task; for subjects that exhibit a slower RT for 240 msec,
a larger crowding effect is measured for the shorter durations. Therefore,
a slower RT can serve as a marker for an implicit increase in processing
load to overcome reduced accuracy, suggesting reduced processing speed
in crowding; hence it can be regarded as temporal crowding. Recently
our perceptual learning studies showed that training improves the pro-
cessing speed (Lev, Ludwig, Gilaie-Dotan, et al., Scientific Reports, 2014),
thus enabling the crowding to be overcome for shorter presentation times.
Hence, improved temporal crowding may be followed by reduced spa-
tial crowding, thus eliminating “bottlenecks” for further cognitive tasks.

Acknowledgement: Israel Science Foundation (ISF)

23.4034 Perceptual learning reduces crowding effect and the size
of population receptive field in V2 Dongjun He' (hedongjunspc@

pku.edu.cn), Fang Fang'??; 'Department of Psychology and Key Labora-
tory of Machine Perception (Ministry of Education), Peking University,
“Peking-Tsinghua Center for Life Sciences, Peking University, *IDG/
McGovern Institute for Brain Research, Peking University

Crowding is the identification difficulty for a target in the presence of
nearby flankers. Previous studies have shown that perceptual learning
could reduce crowding effect. However, the underlying neural mecha-
nisms of the perceptual improvement are still largely unknown. It has been
hypothesized that the reduction of crowding effect might be due to the
shrinkage of neurons’ receptive field by training. Here, we used the fMRI-
based population receptive field (pRF) technique to examine this issue.
Subjects were trained with an orientation discrimination task for five days.
In the task, a target grating (radius: 1.25° contrast: 1.0; spatial frequency: 2
cycles/°) was centered at 6.25° eccentricity with two adjacent flankers posi-
tioned radially. The target and flankers rotated round the fixation point and
were displaced 20° every 2 seconds. Subjects needed to detect a near-thresh-
old orientation change in the 2 second intervals. Before and after training,
subjects viewed the same stimuli and performed the same task as those
during training. Meanwhile, we acquired BOLD signals for estimating the
PREF of the voxels in visual cortex. We found that, after training, subjects’
orientation discrimination threshold reduced by 66% and the pRF size in
V2 decreased significantly. These results support the above mentioned
hypothesis. We speculate that the pRF size reduction might serve to pre-
vent the interference from flankers and thus weaken the crowding effect.

23.4035 Interocular differences in crowding and their variation
across the visual field John Greenwood' (john.greenwood@ucl.ac.uk),
Samuel Solomon', Steven Dakin??; 'Experimental Psychology, University
College London, London, UK, *Optometry & Vision Science, University of
Auckland, Auckland, NZ, ’Institute of Ophthalmology, University College
London, London, UK

Crowding occurs when an object that is visible in isolation becomes unrec-
ognisable in clutter. Typically strongest in peripheral vision, it is thought to
be a “late” process that occurs after binocular integration (e.g. since flank-
ers crowd the target similarly whether presented to the same or different
eyes; Kooi et al, 1994). This pattern differs markedly in amblyopia how-
ever, where crowding is strongly elevated in the fovea of the amblyopic eye
and minimal in the unaffected eye. Does this interocular difference (IOD)
make amblyopic crowding a distinct process, or have we simply missed the
IODs of the “normal” periphery? To assess this, we measured crowding in
eight directions from fixation and at two eccentricities. Observers judged
the orientation of a target Gabor, presented either alone or with two abut-
ting flankers on an iso-eccentric axis. Stimuli were presented entirely to
either the left or right eye. When crowded, thresholds were 1.1-37.9 times
greater than uncrowded levels, depending on visual field location. IODs

were clearly present within this range, with values between 0-21.7 thresh-
old elevation units. The direction and magnitude of these IODs varied het-
erogeneously across the visual field - for a given location, some observers
showed significantly greater left-eye crowding, where others were more
right-eye crowded. IODs did not however depend on either the dominant/
sighting eye or a simple naso-temporal asymmetry. Nonetheless, they are
repeatable over a period of months. Similar variations were also observed
within the “interference zone” for crowding by measuring the above with a
fixed target location and varied flanker locations. We conclude that periph-
eral crowding does indeed vary between the two eyes. This points to an
early monocular component to crowding that bridges the gap between pro-
cesses in normal vision and the more extreme variations seen in amblyopia.

Acknowledgement: Funded by the UK Medical Research Council.

23.4036 Electrophysiological correlates of suppressive lateral
interactions Dave Ellemberg'? (dave.ellemberg@umontreal.ca), Olivier

Brault', Myriame Masson'; 'Department of Kinesiology, Université
de Montréal, °Centre de Recherche en Neuropsychologie et Cognition
(CERNEC)

The visibility of image elements can be reduced by other elements in
their vicinity. This is usually explained by inhibitory lateral interactions
among neurons in the primary visual cortex, although there is little evi-
dence for the involvement of intracortical inhibition. Further, the mecha-
nisms underlying these interactions remain unknown. We investigated
the neural bases of suppressive lateral interactions by recording visual
evoked potentials together with psychophysical measures for visual tar-
gets in the presence of flanking stimuli. High-density EEG’s were recorded
in eight observers with normal or corrected-to-normal vision in response
to a foveally viewed Gabor as a function of the spacing of horizontally
adjacent Gabors. Inter-element spacing ranged from 1.5 to 6 cycles from
the centre of the target to the centre of either of its adjacent flankers. The
central target had the same or a different orientation (0 ©, £15°, +30°, and
+60°) and spatial frequency as the flankers (0, .5, and +1 octave). Each
stimulus configuration was repeated 80 times and stimuli were interleaved.
We analyzed the power density and spectral coherence over the time-fre-
quency plane (in the central occipito-parietal region). Power density (p
= 0.015) as well as short- (p = 0.005) and long-range (p = 0.005) spectral
coherence decreases as inter-element spacing decreased to reach conditions
under which the psychophysical test produced the greatest suppression
in the apparent contrast of the central Gabor. A similar pattern of results
was found when the spatial frequency and orientation of the flankers
were systematically varied. These findings support the cortical origin of
suppressive lateral interactions through short- and long-range functional
connectivity. Further, synaptic inhibition likely causes a breakdown of
synchronisation in the network response, consistent with the proposition
that a function of surround suppression is to remove the statistical redun-
dancies by increasing the sparseness or selectivity of sensory responses.

Acknowledgement: Supported by an NSERC grant to D.E.

23.4037 Exploring the vertical meridian asymmetry: Is poor perfor-
mance restricted to the vertical meridian? Leslie Cameron' (Icam-

eron@carthage.edu), Michael Levine??, Jennifer Anderson?; 'Department
of Psychological Science, Carthage College, 2Department of Psychology,
University of Illinois at Chicago, *Laboratory of Integrative Neuroscience,
University of Illinois at Chicago

The vertical meridian asymmetry (VMA) refers to better performance
below (“south”; S) than above (“north”; N) the point of fixation on the ver-
tical meridian. Here we explore whether poor performance is restricted to
the vertical meridian by testing a greater range of stimulus locations, partic-
ularly near the vertical meridian, than previous studies. Methods: We mea-
sured percent correct on a 2AFC orientation discrimination task of 8cpd
Gabor patches presented at each of 36 locations, primarily concentrated
within 30 deg. of the vertical meridian at about 4.5 deg. eccentricity. Target
contrast was chosen for each observer in pilot threshold tests. Visual per-
formance fields were fit with ellipses, which were constrained by perfor-
mance at all locations except for the vertical meridian. The ellipse method
is advantageous because it takes into consideration other well-known inho-
mogeneities (see Anderson et al., 2014). We computed difference scores
(predicted percent correct based on the ellipse fit minus observed percent
correct, at each location) and examined how the difference scores varied as
a function of angular degree. Results: In the upper visual field difference
scores were largest at the N location and were diminished as stimuli were
placed further from the vertical meridian. The greatest effect was observed
within 20 angular degrees on either side of the vertical meridian. In the
lower visual field difference scores were relatively constant; performance
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was only marginally lower at the S location but the data were reasonably
well fit by an ellipse. Conclusion: Although performance is known to be
poorer in the upper visual field compared to the lower visual field, it is
particularly poor within 20 deg. of the vertical meridian. This has impli-
cations for both vision research and the optimal design of visual displays.

23.4038 Perceptual Consequences of Elongated Eyes Guido
Maiello'*?* (guido.maiello.13@ucl.ac.uk), William Harrison? Fuensanta

Vera-Diaz* Peter Bex?; "UCL Institute of Ophthalmology, University
College London, London, UK, *Department of Psychology, Northeastern
University, Boston, MA, USA, *Department of Informatics, Bioengineer-
ing, Robotics and System Engineering, University of Genoa, Genoa, Italy,
“New England College of Optometry, Boston, MA

Myopic eyes are elongated compared to the eyes of normally-sighted,
emmetropic observers. This simple observation gives rise to an empirical
question: what are the physiological and perceptual consequences of an
elongated retinal surface? To address this question, we developed a geo-
metric model of emmetropic and myopic retinae, based on magnetic reso-
nance imaging (MRI) data [Atchison et al. (2005)], from which we derived
psychophysically-testable predictions about visual function. We input
range image data of natural scenes [Howe and Purves (2002)] to the geo-
metric model to statistically estimate where in the visual periphery percep-
tion may be altered due to the different shapes of myopic and emmetropic
eyes. The model predicts that central visual function should be similar for
the two eye types, but myopic peripheral vision should differ regardless
of optical correction. We tested this hypothesis by measuring the fall-off in
contrast sensitivity with retinal eccentricity in emmetropes and best-cor-
rected myopes. The full contrast sensitivity function (CSF) was assessed at
5,10 and 15 degrees eccentricity using an adaptive testing procedure [Vul
et al. (2010)]. Consistent with our model predictions, the area under the
log CSF decreases in the periphery at a faster rate in best-corrected myopic
observers than in emmetropes. Our modeling also revealed that a target
at a given eccentricity projects onto a larger area of peripheral retinal for
myopic than emmetropic eyes. This raises the possibility that crowding
zones - the area over which features are integrated - may differ between eye
types. We measured crowding zones at 5, 10 and 15 degrees of eccentricity
using a 26 AFC letter identification task and found no significant differences
between myopic and emmetropic observers. This suggests that crowding
depends on spatial rather than retinal feature separation, which implies dif-
ferences in the retino-cortical transformations in myopes and emmetropes.

Scene Perception: Coding and dynamics

Saturday, May 16, 8:30 am - 12:30 pm
Poster Session, Pavilion

23.4039 The artistic Turing test: An exploration of perceptions
of computer-generated and man-made art Rebecca Chamberlain'

(rebecca.chamberlain@ppw.kuleuven.be), Caitlin Mullin', Johan Wage-
mans'; 'KU Leuven

The generation of genuinely creative works of art could be considered as
the final frontier in artificial intelligence (Al). Several Al research groups
are pursuing this by programming algorithms which generate works in
various media and styles. The ultimate test of success for such a machine
artist would be to convince the onlooker that it was generated by a human
being; an artistic Turing test. Previous research has shown that observ-
ers can distinguish artworks generated by a skilled human artist over
those of a child or an animal using the perception of intentionality- the
appearance of a planned final product (Hawley-Dolan & Winner, 2011).
However, there is a little research on whether observers can differentiate
between computer-generated art and man-made art, and if so, whether
these judgments are driven by impressions of intentionality or surface
characteristics that identify the mode of production. Furthermore, the
decision that an artwork is computer-generated may reflect a negative aes-
thetic preference, as research has suggested that believing an artwork or
musical composition to be computer-generated negatively affects its aes-
thetic appraisal (Kirk et al, 2009; Moffat & Kelly, 2006). The current study
examined whether individuals were able to differentiate between works
of art whose creative or representational abilities are defined by computer
algorithms, from matched artworks created by human artists. Participants
sorted artworks into computer- or human-generated and indicated their
aesthetic preference on a 7 point Likert-scale. Results show that participants
were able to successfully determine the provenance of the artworks. Per-
ception of intentionality and surface characteristics as well as a subset of
image statistics (Pyramid of Histograms of Orientation Gradients (PHOG),

luminance spectra) were also investigated in relation to source decision cri-
teria. The results have implications for the way in which Al algorithmic
art is created, as well as providing insights into their aesthetic perception.

23.4040 Connecting Time Jason Hays' (jason_hays22@mymail.eku.edu),
Donald Varakin'; 'Eastern Kentucky University

Past research suggests that scene organization affects duration judg-
ments (Varakin, Klemes, & Porter, 2013, QJEP). The current experiments
investigated whether organization affects duration judgments for arrays
of abstract geometric shapes, using the gestalt cue of “connectedness” as
a test case. In experiment 1, participants (n = 26) performed a temporal
bisection task, judging on each trial whether an object array’s duration was
closer to a pre-learned short (400ms) or long (1600ms) standard. On each
trial, one of two kinds of arrays was presented: unorganized or organized.
The 6 elements of unorganized arrays (two lines and four shapes) were
presented at random, non-overlapping positions. In organized arrays,
each line connected two shapes, thus creating two groupings. Bisection
points (BP), calculated separately for each array type for each participant,
were used to evaluate duration judgment biases. A BP is the duration at
which 50% of the responses are predicted to be long, thus, smaller BPs
indicate longer subjective duration. Unlike past work using real scenes,
BPs for unorganized arrays (M = 981ms, SD = 109ms) were lower than
BPs for organized scenes (M = 1011ms, SD = 115ms), (p< .05). To ensure
participants attended to connectedness, in experiment 2 participants (n =
24) classified scenes as either organized or unorganized on half the trials,
and performed temporal bisection on the rest. Participants did not know
which task was to be performed until the end of a trial. In contrast to
experiment 1, but consistent with past work using realistic scenes, BPs for
organized scenes (M = 952 ms, SD = 155 ms) were smaller than BPs for
unorganized scenes (M = 1030 ms, SD = 180 ms), (p< .05). Together, these
results suggest that connectedness affects duration judgments, but the
direction of the effect may depend on how participants process the display.

23.4041 Object motion impacts false memory for the space
depicted in scene views (at least locally): A conceptual effect of
motion on boundary extension? Christopher Dickinson' (dickinsonca@
appstate.edu), Sarah Hinnant', Odessa-Nanette Fields', Kimberly Fioren-
tino', Robert Gucwa', Hailey Kerr', Marco Alcivar Perez', Emily Philipps’,
Chase Simonet', Bridget Wasowski', Alannah Marie Wray'; 'Department
of Psychology, College of Arts and Sciences, Appalachian State University

Does motion impact false memory for scene views’ spatial expanse (i.e.,
boundary extension)? Some researchers (e.g., DeLucia & Maldia, 2006;
Munger, Owens, & Conway, 2005) have tested this question using sim-
ulated self-motion (e.g., an object in a scene was shown approaching the
viewer), and they generally found greater boundary extension for scenes
with simulated self-motion than for static scenes, contrary to predictions
based on representational momentum (i.e., boundary restriction). In three
experiments, we showed participants scenes with a single object appear-
ing in three locations to simulate leftward or rightward motion - similar to
standard representational-momentum paradigms. All backgrounds were
color photographs of natural backgrounds (e.g., a field, a forest, a court-
yard), and all objects were capable of motion (e.g., a beach ball, a horse, a
rollerblader). On each trial, the background was shown continuously for
1.25 s; the object appeared in each location for 250 ms with a 250-ms ISL
Object motion was either forward or backward (relative to the object) and
was either coherent (e.g., left, center, right) or incoherent (e.g., center, left,
right). Four black borders surrounded all pictures. After a 250-s masked
interval, a test picture appeared with the object in the exact same loca-
tion in which it appeared before the mask. Participants’ task was to rec-
reate remembered stimulus views by adjusting any of the picture’s four
borders (test-picture border position was identical to stimulus-picture
border position). Across three experiments, we found that for forward
motion, participants moved the border closest to the object significantly
closer to the object; for backward motion, participants moved the border
closest to the object significantly farther away from it. This implies a con-
ceptual effect of motion (e.g., Reed & Vinson, 1996) on false memory for
scene views' spatial expanse. Implications for the relationship between
boundary extension and representational momentum will be discussed.

23.4042 Impaired behavioral and neural sensitivity to boundary
cues in Williams syndrome Soojin Park’ (park@cogsci.jhu.edu), Katrina

Ferrara', Barbara Landau'; 'Department of Cognitive Science, Johns Hop-
kins University
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Boundaries are fundamental features that define a scene. However, not all
boundaries are equally effective for navigation. For example, when pre-
schoolers are disoriented and have to reorient by a flat boundary (e.g., a
mat), they are unable to use geometry and will randomly search the four
corners of the mat. However, when the mat is replaced by a curb 2 cm
in height, they demonstrate geometric sensitivity by constraining their
searches to the correct corner and its rotational equivalent (Lee & Spelke,
2011). This highlights children’s exceptional sensitivity to boundaries that
create subtle alterations in geometry. In the present study, we ask whether
this sensitivity could be impaired by genetic defect using both behavioral
and fMRI methods. Williams syndrome (WS) is a disorder resulting in
abnormalities of hippocampal and parietal areas of the brain known to be
involved in reorientation. WS children ages 4-12 years (n = 7) and adults
ages 22-35 years (n = 5) were tested in three arrays defined by different
boundary cues (mat, curb, and full wall). In contrast to typically developing
(TD) children, both children and adults with WS randomly searched the 4
corners of the curb, and only geometrically reoriented within full walls.
These data demonstrate that the WS reorientation mechanism is fragile,
in that it requires the input of especially salient presentation of geomet-
ric layout. In a previous fMRI experiment (Ferrara & Park, VSS 2013), we
found that the parahippocampal place area in TD adults is sensitive to
the presence of a minimal curb cue in visually presented artificial scenes.
Analyses of fMRI data from 2 WS adults indicate that this sensitivity is
diminished. Collectively, this research suggests that damage to human
parietal and hippocampal areas stemming from a genetic deficit can result
in impairment of behavioral and neural representation of boundary cues.

Acknowledgement: This research was supported in part by an Integrative
Graduate Education and Research Traineeship through NSF grant DGE 0549379
(to KF).

23.4043 Eye Movements While Watching Narrative Film: A Dissoci-
ation of Eye Movements and Comprehension John Hutson' (jphut-
son@k-state.edu), Tim Smith?, Joseph Magliano®, Grace Heidebrecht',

Thomas Hinkel', Jia Li Tang', Lester Loschky'; 'Psychological Science, Arts
and Sciences, Kansas State University, Psychological Science, Arts and
Sciences, Birkbeck, University of London, *Psychology, Arts and Sciences,
Northern Illinois University

During reading there is a strong relationship between eye-movements and
comprehension, but does this extend to the ubiquitous activity of watch-
ing movies? In four experiments we tested two competing hypotheses:
H1) Mental Model: viewers’ narrative comprehension guides their visual
attention, versus H2) Tyranny of Film: Attentional synchrony across view-
ers washes out comprehension-based differences in attention. We tested
these hypotheses by manipulating comprehension through the presence/
absence of context while participants watched a clip from “Touch of Evil”
(Welles, 1958): the Context condition saw a bomb put in a car to begin
the clip, which the No-context condition did not see. We measured com-
prehension by having participants predict what would happen next after
watching the clip. Experiment 1 established a strong comprehension differ-
ence; only the Context condition predicted the car exploding. Experiment
2, which added eyetracking, replicated the comprehension difference, but
found no differences in eye movements in either attentional synchrony or
looking at the car. Experiments 3 and 4 altered the perceived protagonist
of the clip by what was shown first: the Context condition still saw the
bomb and car first (i.e., car passengers = protagonists), but the No-context
began watching later, first seeing a couple walking (i.e., couple = protago-
nists) and the car temporarily off-screen. Experiment 3 again showed the
comprehension difference and overall eye movement similarity; however,
when the No-context condition later first saw the car, they looked at it
less than the Context condition. Experiment 4 measured on-line compre-
hension by having participants press a button whenever they perceived
a new event. Results showed large differences in comprehension—the
No-context condition perceived more events—thus demonstrating sub-
stantial differences in comprehension using two qualitatively different
measures. However, these comprehension differences minimally affected
eye-movements, with one small difference when the protagonist was
manipulated, thus generally supporting the Tyranny of Film hypothesis.

23.4044 Generating bridging inferences while viewing visual
narratives Joseph Magliano' (jmagliano@niu.edu), Adam Larson?, Karyn

Higgs?, Lester Loschky*; "Northern Illinois University, *University of Find-
lay, *Northern Illinois University, “Kansas State University

While visual narratives are ubiquitous, there has been relatively little
research on how they are perceived and comprehended. An important
unanswered question in visual narrative comprehension is how viewers

generate inferences that connect (or “bridge”) events depicted in a narra-
tive. Thus, the goals of the present study were 1) to determine whether
bridging inferences occur when comprehending wordless visual nar-
ratives, 2) if so, to determine whether the generation of such inferences
can be revealed by analyzing picture viewing times in a manner similar
to the analysis of sentence reading times in text comprehension, and 3)
to identify the roles of linguistic and grounded (visuospatial) knowledge
systems in the generation of those inferences in working memory (WM).
Participants viewed picture stories containing target episodes consisting of
a beginning state, a transition state, and an end state, respectively. Two
versions of each target episode were created, in which the transition state
image was either present or absent. When absent, viewers would need to
infer the transition state action to comprehend the end state image. Exper-
iment 1 showed that when thinking aloud, viewers tended to mention the
action depicted in the transition state image more often when it was absent
than when it was present, consistent with viewers inferring the missing
action. Experiment 2 showed that viewing times were longer for the end
state image when the transition state image was missing than when it was
present, consistent with viewing times revealing inference generation pro-
cesses. Experiment 3 showed that both linguistic and visuospatial WM
loads attenuated the inference viewing time effect, indicating that both
knowledge systems support inference generation during the comprehen-
sion of wordless visual narratives. Nevertheless, Experiment 4 showed
that an overt linguistic process, subvocalization, did not support the gen-
eration of inferences when comprehending wordless visual narratives.

Acknowledgement: National Science Foundation

23.4045 Effects of Recent Exposure to Atypical Environmental
Statistics on Orientation Perception: Analyzing the Plasticity of
the Horizontal Effect April Schweinhart' (amschw05@louisville.edu),
Patrick Shafto'?, Edward Essock'?; "Department of Psychological and
Brain Sciences, University of Louisville, 2Department of Ophthalmology
and Visual Science, University of Louisville, *Department of Computer
Engineering and Computer Science, University of Louisville

We investigated how the statistics of the recently viewed environment
affect the way that the visual brain processes information. Contrary to
the oblique effect of orientation processing (Apelle, Psychol. Bull., 1972)
research has determined that, when presented in a naturalistic context,
human perception of horizontal orientations is actually worst and oblique
orientations are perceived best - the horizontal effect (e.g., Essock,et al.,
Vis. Res., 2003). This indicates a relationship between encoding of orienta-
tion and natural scene statistics; the differential perception of orientations
in broadband images closely matches their differential representation in
the natural environment (Essock, Haun, & Kim, JOV., 2009). However, the
hypothesis that this relationship likely evolved across millennia to make
the visual system an efficient information-transmitting system needs to be
evaluated in light of recent research showing the modification of orienta-
tion perception by exposure to altered environments (Bao & Engel, Proc
Natl Acad Sci., 2012; Zhang, et.al., Cur. Bio., 2009) and studies showing
later development of adult-like orientation processing (Ellemberg, Hansen,
& Johnson, Vis. Res. 2012; Ellemberg, et. al., Percep., 2012). To assess the
effect of recent exposure on broadband orientation processing, we mod-
ified the orientation content subjects viewed via FFT filtering of their
environment in near-real-time. Subjects viewed a filtered visual world
via HMD, and the perceptual strength of oriented content (i.e., the hor-
izontal effect) was measured. Results show that experience in an isotro-
pic environment alters anisotropic processing: all subjects show a typical
horizontal effect pattern in pre-test, but not in post-test and most show a
much more isotropic pattern of orientation perception after adaptation.
Moreover, experience in other anisotropic environments adjusts orienta-
tion perception in a similarly predictable manner. This change in percep-
tion indicates not only that orientation processing is plastic, but that it is
related in a predictable way to an observer’s recent visual environment.

Acknowledgement: University of Louisville IRIG grant

23.4046 When Does Scene Categorization Inform Action Recog-

nition? Adam Larson' (larson@findlay.edu), Melinda Lee'; "Psychology
Department, University of Findlay

When comprehending a film, viewers rapidly construct a working memory
representation of the narrative called an event model. These models encode
the story location first (Kitchen vs. Park) followed by the character’s action
(Cooking vs. Washing dishes)(Larson, Hendry, & Loschky, 2012). This time
course for scene and action categorization was also supported by recent
research showing that action recognition is best when it was embedded in
real scenes than a gray background. Although, this benefit was not pres-
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ent at early processing times (< 50 ms SOA)(Larson, et al., 2013). This sug-
gests that scene and action recognition are functionally isolated processes
at early processing times. However, this conclusion may be an artifact of
the design used. Namely, actions from the same scene category were pre-
sented in blocks, allowing participants in the gray background condition to
predict the scene category that would be presented without relying on the
scene’s perceptual information. If true, then presenting actions in a random
sequence should eliminate this advantage. Participants were assigned to
one of three different viewing conditions. Actions were presented either
in their original scene background, on a neutral gray background, or on a
texture background generated from the original scene (Portilla & Simon-
celli, 2000). Visual masking was used to control processing time which
varied from 24 to 365 ms SOA. Afterwards, a valid or invalid action cat-
egory post-cue was presented requiring participants to make a Yes/No
response. The results show no difference between the original and gray
background conditions at early processing times (< 50 ms SOA), but both
conditions were better than the texture background. After 50 ms SOA, per-
formance for the original background was greater than the gray and texture
conditions. The data indicates that sufficient scene categorization process-
ing (~ 50 ms SOA) is required before it can inform action categorization.

23.4047 Scene themes, natural scene structures, and spatial
statistics for scene vision Zhiyong Yang'?® (zhyang@gru.edu), Jinhua
Xu'??; 'Brain and Behavior Discovery Institute, Georgia Regents Univer-
sity, 2James and Jean Culver Vision Discovery Institute, Georgia Regents
University, *Department of Ophthalmology, Georgia Regents University

Humans can grasp the gist of complex natural scenes quickly and remem-
ber rich detail in thousands of scenes viewed for only a brief period. How-
ever, little is known about the underlying neural processing. Both global
and local features have been proposed to account for this rapid scene
perception. Global features such as the gist descriptor encode structures
of whole scenes but leave out local visual features and their spatial rela-
tionships. Local features such as scale-invariant feature transform encode
statistics of local structures but leave out scene attributes at intermediate
and large scales. In this study, we propose a theoretical framework of
neural codes of natural scenes and scene perception. In this framework,
1) a visual scene is a sample from a probability distribution (PD) of nat-
ural scenes in terms of scene themes that specify object categories and
their spatial layouts; 2) each scene theme is probabilistically represented
by a set of natural scene structures (NSSs), which are patterns of co-occur-
rences of basic features, and their spatial arrangements; 3) neuronal codes
of natural scenes are probabilities evaluated on the basis of scene themes
and NSSs and their spatial arrangements; 4) scene perception is gener-
ated via statistical inference that involves extensive interaction between
bottom-up and top-down processing based on PDs of natural scenes;
and 5) scene themes and NSSs and their spatial arrangements facilitate
other visual tasks, including space and scene memory, visual search, and
object detection. To test this framework, we compiled scene themes and
NSSs in several large datasets of scene categories and developed the pro-
posed PDs of natural scenes. We then used these PDs to categorize natu-
ral scenes and found that the categorization accuracy is comparable to or
better than the state-of-the-art models. This result calls for studies to test
the psychophysical and neurobiological implications of this framework.

Acknowledgement: This material is based upon work supported by, or in part
by, the U. S. Army Research Laboratory and the U. S. Army Research Office
under contract/grant number W911NF-14-1-0489.

23.4048 Effects of Image Size on Clutter Perception: More Evi-
dence for Proto-Object Segmentation Chen-Ping Yu' (cxy7452@gmail.
com), Gregory Zelinsky'? 'Department of Computer Science, Stony Brook
University, ?Department of Psychology, Stony Brook University

Outside the context of search, little is known about visual clutter perception.
This study asked how clutter perception is affected by retinal image size.
Following Yu, Samaras, and Zelinsky (2014, JoV), Experiment 1 had par-
ticipants (n=20) rank order 90 images of random-category realistic scenes
from least-to-most cluttered. Scenes were smaller (6.75°x5°) versions of the
larger (27°x20°) images from the earlier study. Comparing the median clut-
ter ranking (aggregated over participants) to the median ranking reported
for the larger scenes yielded a near perfect correlation (Spearman’s p = .953,
p < .001), suggesting that relative clutter perception is invariant to image
size. Experiment 2 had new participants (n=16) again rank order the same
90 images, now evenly divided between small and large (counterbalanced
over participants). After obtaining difference scores (small image ranking
minus large image ranking) for all 90 scenes we found that smaller images
tended to be ranked as more cluttered than larger images (Wilcoxon signed-

rank test, p < 0.001), suggesting that absolute clutter perception increases
with decreasing image size. Clutter was estimated for each of the 90 small
and large scenes using the proto-object model of clutter perception. This
model segments an image into superpixels, then merges neighboring
superpixels that share a common color cluster to form proto-objects. Clutter
estimates were obtained by counting the proto-objects in each scene, and
these were rank ordered from least-to-most cluttered. Correlating this rank-
ing with the behavioral ranking from Experiment 1 yielded a Spearman’s p
=.852 (p <.001). We also compared the number of proto-objects in small and
large scenes using the method from Experiment 2 and found that smaller
scenes were estimated to be more cluttered than their larger counterparts
(p < 0.001). We conclude that clutter perception is mediated by proto-ob-
jects, a mid-level of visual representation between features and objects.

Acknowledgement: This work was supported by NSF grants 11S-1111047 and
11S-1161876.

23.4049 How we look tells us what we do: Action recognition using
human gaze Kiwon Yun' (kyun@cs.stonybrook.edu), Gary Ge?, Dimitris

Samaras', Gregory Zelinsky'?; 'Department of Computer Science, Stony
Brook University, *Ward Melville High School, *Department of Psychol-
ogy, Stony Brook University

Can a person’s interpretation of a scene, as reflected in their gaze pat-
terns, be harnessed to recognize different classes of actions? Behavioral
data were acquired from a previous study in which participants (n=8)
saw 500 images from the PASCAL VOC 2012 Actions image set. Each
image was freely viewed for 3 seconds and was followed by a 10-AFC
test in which the depicted human action had to be selected from among
10 action classes: walking, running, jumping, riding-horse, riding-bike,
phoning, taking-photo, using-computer, reading, and playing-instrument.
To quantify the spatio-temporal information in gaze we labeled segments
in each image (person, upper-body, lower-body, context) and derived gaze
features, which included: number of transitions between segment pairs,
avg/max of fixation-density map per segment, dwell time per segment,
and a measure of when fixations were made on the person versus the
context. For baseline comparison we also derived purely visual features
using a Convolutional Neural Network trained on fixed subregions of the
persons. Three linear Support Vector Machine classifiers were trained,
one using visual features alone, one using gaze features alone, and one
using both features in combination. Although average precision across
the ten action categories was poor, the gaze classifier revealed four dis-
tinct behaviorally-meaningful subgroups, walking+running+umping,
riding-horse+riding-bike, phoning+taking-photo, and using-comput-
er+reading+playing-instrument, where actions within each subgroup were
highly confusable. Retraining the classifiers to discriminate between these
four subgroups resulted in significantly improved performance for the
gaze classifier, up from 43.9% to 81.2% (and in the case of phoning+pic-
ture-taking; gaze = 81.6%, vision = 65.4%). Moreover, the gaze+vision
classifier outperformed both the gaze-alone and vision-alone classifiers,
suggesting that gaze-features and vision-features are each contributing to
the classification decision. These results have implications for both behav-
ioral and computer vision; gaze patterns can reveal how people group
similar actions, which in turn can improve automated action recognition.

Acknowledgement: This work was supported by NSF grants 11S-1111047 and
11S-1161876.

23.4050 The principles of object continuity and solidity in adult
vision: Some discrepancies in performance Brent Strickland'? (brent.

strickland@ens.fr), Annie Wertz?*, Ghislaine Labouret?, Frank Keil*, Vero-

nique Izard? 'Institut Jean Nicod (CNRS), ’Laboratoire Psychologie de la

Perception (CNRS), *Max Planck Institute for Human Development, *Yale
University

Infant looking-time results (Spelke, 1994) have shown that pre-verbal
infants grasp the continuity principle (i.e. that objects cannot pop in and
out of existence) and the solidity principle (i.e. that solid objects cannot pass
through one-another) from around 3 months of age. Early theories assimi-
lated both by treating solidity as resulting from a single, general principle
of object continuity. However, more recent work on primates and older
children (Santos, 2004; Keen, 2003) has suggested that children and pri-
mates have a greater mastery over continuity than solidity in action-based
tasks. One potential explanation for this is that the vision/action system
places a higher priority on continuity than solidity in object tracking. Here
we tested this hypothesis directly using a novel object detection task. Adult
participants viewed short videos depicting an object rolling behind one
or two occluding screens. The occluding screen(s) then dropped, reveal-
ing the ball in a location either indicative of a continuity/solidity violation
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or non-violation, and participants were required to indicate the location
in which they perceived the ball via keypress within 750ms. Participants
were tested in one of two learning conditions: a 75% non-violation condi-
tion or a 75% violation condition. Across three experiments, we observed
(consistent with our original hypothesis): (1) A larger decrease in accu-
racy for violations relative to non-violations in the continuity than solid-
ity condition. (2) A consistent three-way interaction between learning
condition, physical principle (solidity vs. continuity), and violation. This
three-way interaction resulted from the fact that in the 75% violation con-
dition, participants learned to overturn solidity but not continuity based
anticipations. Taken together these findings suggest that the visual system
indeed places a higher priority on object continuity than solidity, and so
offer a potential explanation for some puzzling developmental results.

23.4051 There is beauty in gist: An investigation of aesthetic per-
ception in rapidly presented scenes Caitlin Mullin' (caitlin.mullin@

ppw.kuleuven.be), Gregor Hayn-Leichsenring? Johan Wagemans'; 'Lab-
oratory of Experimental Psychology, University of Leuven (KU Leuven),
Belgium, *Experimental Aesthetics Group, Institute of Anatomy I, Jena
University Hospital, Friedrich-Schiller-University Jena, Germany

While an artfully crafted painting can evoke profound aesthetic experi-
ence, the same applies to a grand ballroom or sunset. Like fine art, every-
day scenes contain aesthetic qualities, with some scenes preferred over
others. The meaning or semantic label of a scene, known as scene gist, is
extracted rapidly and automatically, with just a brief glance, computed
mainly using low spatial frequencies (LSF) in the image. Although we
can easily identify a scene, the question remains, if an accurate aesthetic
impression can be formed from such rapid and coarse overall represen-
tation. We investigated the characteristics of scene gist to determine if
aesthetic preference can be extracted with such short display durations.
Furthermore, given that scene gist is based on an initial coarse repre-
sentation, we asked whether LSF renderings of these scenes would elicit
similar aesthetic judgments. Using a between-groups design, we found
a significant positive correlation between aesthetic judgments on real-
world scenes for images viewed for an unlimited amount of time and
those viewed for only 45ms, but no significant correlation with the LSF
set. This demonstrates that aesthetic judgments can be extracted rapidly
and are relatively stable across display durations but do not survive image
degradation, suggesting that image content outweighs structure. We per-
formed the Implicit Associations Test by using aesthetically pleasing and
non-pleasing images from the previous experiment paired with aestheti-
cally pleasing and non-pleasing words, to examine whether these aesthetic
judgments are also made automatically when they are irrelevant to the
task. Participants made significantly more classification errors and were
slower when pleasing scenes were paired with non-pleasing words. This
suggests that participants could not help but make aesthetic judgments
on real-world scenes. Additionally, we found that the most pleasing and
non-pleasing scenes differed significantly on self-similarity and anisot-
ropy, measures of image statistics relating to computational aesthetics.

Acknowledgement: Research Foundation of Flanders (FWO) to CM and Methu-
salem program by the Flemish Government (METH/08/02) to JW

23.4052 Domain-General Representation of Visual Aesthetic Appre-
ciation in the Medial Prefrontal Cortex Edward Vessel'? (vessel@

cns.nyu.edu), Jonathan Stahl?, Isaac Purton?, Gabrielle Starr®; 'New York
University, Center for Brain Imaging, New York University, Dept. of
Psychology, *New York University, Dept. of English

Are there “domain-general” neural processes that support aesthetic appre-
ciation regardless of stimulus type, similar to the encoding of abstract
expected value of goods? Recent work examining face and place attrac-
tiveness reported a common representation of attractiveness in medial
prefrontal cortex (MPFC; Pegors et al., in press). We sought to test a)
whether moving aesthetic experiences with artwork and architecture, arti-
facts of human culture that show much more individualistic preferences
than landscapes or faces, rely on similar domain-general patterns of acti-
vation in MPFC, and b) whether such putative domain-general mecha-
nisms overlap with the default-mode network (DMN), previously shown
to be engaged by highly moving artworks (Vessel et al., 2012). Thirteen
observers made aesthetic judgments (“how much does this image move
you?”) about images of artworks, natural landscapes, or architecture on a
continuous scale while being scanned using fMRI. Classifiers were trained
to distinguish most vs. least moving trials using patterns of trialwise BOLD
responses. When provided data from the entire MPFC, classifiers trained
on one category and tested on another performed better than chance for
all train/test combinations (63-67%, p< 0.01), providing evidence for a

domain-general aesthetic mechanism in the MPFC. Furthermore, classi-
fiers trained on patterns from a spatially restricted ROI corresponding to
the left anterior MPFC portion of the DMN (derived from subject-specific
“rest” scans), also performed better than chance (55-62%, p< 0.02), provid-
ing strong evidence that this portion of the DMN contains domain-general
information about aesthetic appreciation. We also found that when classifi-
ers were trained and tested on images of the same category (halfwise-split;
using the entire MPFC), performance was best for artworks (72%, p<
0.01), followed by landscapes (60%, p< 0.05), and lastly architecture (53%,
n.s.), which suggests that MPFC as a whole contained more informa-
tion about the aesthetic appeal of artworks than for the other categories.

Acknowledgement: NYU University Challenge Research Fund
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23.4053 Spatiotopic maps in calcarine sulcus of the congenitally

blind Petra Vetter' (petra.vetter@unige.ch), Lior Reich?, Amir Amedi?
'Dept. of Neuroscience, University of Geneva, Switzerland, *Dept. of Med-
ical Neurobiology, Hebrew University Jerusalem, Israel

Here we studied how congenitally blind subjects represent space in the brain
and whether they have spatiotopic maps similar to the sighted. We asked 8
congenitally blind subjects to read specifically designed braille letters with
a dot missing in either of the four corners of the braille grid (upper right,
upper left, lower right and lower left) and to represent that part of space
in their imagination while we acquired fMRI BOLD signals. Preliminary
results show that functional maps corresponding to the four areas of space
exist in the occipital pole close to calcarine sulcus. However, the coding of
these maps differs across blind subjects and also differs from the coding of
retinotopic maps in the sighted. The results suggest that visual brain struc-
tures evolved to represent space through visual input in the sighted can be
rewired to represent space through tactile input in the congenitally blind.

Acknowledgement: Academy of Medical Sciences, UK

23.4054 The neural dynamics of letter perception in blind and
sighted readers Santani Teng' (santani@mit.edu), Radoslaw Cichy’,

Dimitrios Pantazis?, Aude Oliva'; 'CSAIL, MIT, *Martinos Imaging Center,
MIT

Functional changes in visual cortex as a consequence of blindness are a
major model for studying crossmodal neuroplasticity. Previous studies
have shown that traditionally visual cortical regions activate in response to
a wide range of nonvisual tasks (Merabet & Pascual-Leone, 2010; Kupers &
Ptito, 2013). However, the underlying computations, while often inferred to
be similar for the blind and the sighted, have almost never been examined
in detail. Here we used magnetoencephalography (MEG) and advanced
multivariate pattern analysis to compare visual letter recognition with
Braille reading (Sadato et al., 1996; Reich et al., 2011). We presented blind
and sighted volunteers with 10 single letters in random order while record-
ing brain activity. Sighted subjects were presented with Roman visual let-
ters, while blind subjects were presented with Braille tactile letters. We used
linear support vector machines to decode letter identity from MEG data.
We found that the classification time course of letter recognition in sighted
subjects was generally faster, briefer, and more consistent than in blind sub-
jects. We then used representational similarity analysis (Kriegeskorte et al.,
2008) to compare how sighted and blind subjects represented letters both
within and across groups. This analysis revealed high within-group cor-
relations at ~200 ms for sighted and ~600 ms for blind subjects. Correlations
between groups were an order of magnitude lower, though overall signifi-
cantly positive. The results suggest that blind and sighted letter reading
may be largely driven by distinct processes, but that brain regions recruited
crossmodally may be performing some common underlying computations
for analogous tasks. This work was supported by NIH R01-EY020484 to A.O.

Acknowledgement: NIH RO1-EY020484 to A.O.

23.4055 Audiovisual integration in amblyopia Michael Richards'??
(michael.richards@mail.utoronto.ca), Herbert Goltz**, Agnes Wong'?3%;
'Institute of Medical Science, University of Toronto, Toronto, Canada,
“Department of Ophthalmology & Vision Sciences, University of Toronto,
Toronto, Canada, *Department of Ophthalmology & Vision Sciences, The
Hospital for Sick Children, Toronto, Canada, “Program in Neuroscience &
Mental Health, The Hospital for Sick Children, Toronto, Canada
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Introduction: Amblyopia is a developmental visual impairment resulting
from abnormal visual experience in childhood. While it used to be thought
of as a low-level sensory disorder, recent studies have shown higher-level
perceptual deficits. This study will define the temporal and spatial charac-
teristics of audiovisual sensory binding, and will employ the Ventriloquism
Effect to determine the relative weighting of audition and vision in spatial
localization in amblyopia compared to visually normal controls. Methods:
Participants with amblyopia (n=4) and normal controls (n=12) judged
simultaneity of acoustic and visual signals at 13 levels of onset asynchrony,
and judged co-localization of acoustic and visual signals at 9 levels of hori-
zontal spatial separation. Point of subjective equality and precision for uni-
modal (auditory or visual) and bimodal (audiovisual) spatial localization
was determined using a 2-AFC task. Auditory stimuli were click trains with
perceived position controlled by interaural level difference. Visual stimuli
were Gaussian blobs flashed on a large LED screen. Spatial reliability of
the visual signal was manipulated by changing the Gaussian blob size. All
experiments were carried out in a dark acoustic chamber under binocular
viewing conditions. Results: Participants with amblyopia perceived audio-
visual simultaneity over a significantly broader range of signal onset asyn-
chrony than normal controls, particularly when the visual signal occurred
first. Unimodal and bimodal spatial localization precision was lower in par-
ticipants with amblyopia than in controls at every Gaussian blob size. Both
participant groups demonstrated superior spatial localization precision for
bimodal stimuli than for either of the component unimodal stimuli. Conclu-
sion: Participants with amblyopia appear to have diminished ability to detect
audiovisual asynchrony and reduced precision in visual spatial localization,
even when viewing binocularly. Similar to visually normal controls, how-
ever, they appear to integrate visual and auditory spatial signals to achieve
a ‘bimodal advantage’ to enhance localization precision of bimodal stimuli.

23.4056 Frequency-tuned auditory motion responses within hMT+
as a result of early blindness Fang Jiang' (fjiang@u.washington.edu),
Elizabeth Huber', Jessica Thomas ', G. Christopher Stecker?, Geoffrey

Boynton', Ione Fine'; 'Department of Psychology, University of Washing-
ton, “Hearing & Speech Sciences, Vanderbilt University Medical Center

Introduction: Several fMRI studies have found directionally tuned
responses to auditory motion in hMT+ in blind and sight recovery subjects
(e.g. Jiang et al. 2013). Here we examined whether these auditory motion
responses are tuned to frequency using sight recovery subject MM, who
re-acquired vision during adulthood after becoming blind at age three. We
previously showed that his hMT+ shows cross-modal responses to audi-
tory motion, but can nonetheless be identified accurately using a visual
motion localizer (Saenz et al. 2012). Methods: Data were collected on MM
and 3 sighted controls. The auditory stimulus was band pass noise, with
7 center frequencies (125-3952 Hz). Each frequency band was presented
for 2s and frequencies were presented in either ascending, descending, or
semi-random order across scans. Auditory motion was simulated (using
ITD and Doppler) as pairs of 1s bursts travelling at 30 m/sec from left
to right or vice versa along the fronto-parallel plane. Subjects either lis-
tened passively or performed a one-back task in which they reported the
repetition of a frequency (3 repeats/scan). The frequency tuning of each
voxel was estimated as a Gaussian in log frequency space using popula-
tion receptive field (pRF) modeling (Thomas et al., 2014). Results: Reliable
tonotopic maps were found in primary auditory cortex in both MM and
sighted controls for all conditions. No tonotopic responses were found
within hMT+ in sighted controls for any condition. In MM we found
robust frequency-tuned responses within both left and right h\MT+ for the
moving stimulus with the one-back task. However, hMT+ frequency-tuned
responses were attenuated in MM when the stimulus was either station-
ary or there was no task, resembling responses seen in anophthalmic sub-
jects by Watkins et al. (2013). Thus, MM's auditory responses in hMT are
tuned for frequency as well as motion, and are modulated by attention.

Acknowledgement: NIH grant EY-014645 to lone Fine K99EY023268 to Fang
Jiang

23.4057 Audiovisual reaction time enhancement is achieved
through auditory-magnocellular interaction Philip Jaekl' (pjaekl@
gmail.com), Duje Tadin?; 'Center for Visual Science & Dept. of Brain and
Cognitive Sciences, University of Rochester, 2Department of Ophthalmol-
ogy, University of Rochester

Reaction times (RTs) to crossmodal audiovisual stimuli are typically faster
than reaction times to their unimodal components. This enhancement
cannot be completely explained by simple statistical facilitation and is often
referred to as the ‘redundant signals effect’. It is unknown, however, which
aspects of visual processing contribute toward this effect. Here, we consid-

ered the separate visual contribution of magnocellular and parvocellular
activity; two anatomically and functionally distinct pathways at early pro-
cessing levels. To attenuate the contribution of magnocellular activity, we
presented visual stimuli on a diffuse red background —a condition known
to selectively suppress [1] and slow responses to stimuli processed by the
magnocellular pathway [2,3]. An isoluminant diffused green background
was used for a baseline condition. Stimuli were 40% luminance increment
spots with auditory tones, varying in onset relative to visual onset, between
-100 (sound first) and 100 (spot first) ms in steps of 20 ms. The results show
that when a red background was used, RTs were consistently slower across
the range of onset asynchronies. More importantly, we found significantly
smaller redundant signals effects for the red background condition. This
pattern of results suggests the very fast crossmodal RTs associated with
the redundant signals effect are mediated primarily by auditory interac-
tion with magnocellular processes and links crossmodal RT advantage
with visual mechanisms that mainly contribute to spatial orientation and
action. 1. de Monasterio, F.M. (1978). Properties of concentrically orga-
nized X and Y ganglion cells of macaque retina. Journal of Neurophysiol-
ogy, 41, 1394-1417. 2. West G.L., Bedwell J., Anderson A K., Pratt J. (2010)
Red diffuse light suppresses the accelerated perception of fear. Psycholog-
ical Science, 21, 992-999. 3. Breitmeyer, B.G., & Breier, J.I. (1994). Effects
of background color on reaction time to stimuli varying in size and con-
trast: Inferences about human M channels. Vision Research, 34, 1039-1045.

23.4058 Non-random association between vowel sounds and colors

Hyun-Woong Kim' (khw173@korea.ac.kr), Ho-Sung Nam?, Chai-Youn
Kim'; 'Department of Psychology, Korea University, 2Department of
English Language and Literature, Korea University

It has been suggested that graphemes of similar sound tend to be asso-
ciated with analogous synesthetic colors in grapheme-color synesthesia
(Asano & Yokosawa, 2011; 2012; Shin & Kim, 2014). A work in our group
also showed that graphemes sharing phonetic rules - i.e., the place and the
manner of articulation - tend to induce similar synesthetic colors (Kang et
al.,, ASSC 2014). In the present study, we investigated whether phonetic
properties are associated with colors in a specific manner even when other
visual and linguistic features of graphemes are removed. We employed
Haskins Laboratories articulatory synthesizer to generate vowel sounds
as our stimuli by systematically manipulating gender (male and female
voice) and tongue body position (‘frontness” and ‘height’) (Iskarous et al.
2010, Nam et al. 2004). Four Korean grapheme-color synesthetes and nine
non-synesthetes underwent a modified version of the standardized col-
or-matching procedure (Eagleman et al., 2007) where they matched colors
three times for each auditorily presented vowel sound. The matched RGB
values were converted to HSV values and to CIE Lab color coordinates.
Results showed the difference in both saturation and value of matched
colors between male and female voices in most participants. However, only
the synesthetes showed a consistent trend; male voices were associated
with less saturated and darker colors than were female voices. In addi-
tion, saturation and value of the matched colors were higher for the vowel
sounds generated at front. For the four participants (two synesthetes and
two non-synesthetes) who showed statistically significant color-matching
consistency, the front and high vowel stimuli were associated with brighter
colors (L), and the high vowel stimuli were matched with more greenish
colors (a*) on a red-green color axis. These results imply that the associa-
tion between phonetic features and colors is not random, and this synes-
thetic association might be extended to individuals without synesthesia.

Acknowledgement: Supported by NRF - 2013R1A1A1010923

23.4059 Texture-Color Associations in Non-synesthetes Jose Hatem'
(jhatem@berkeley.edu), Joshua Peterson', Thomas Langlois’, Stephen
Palmer’; 'University of California, Berkeley

Previous work has revealed that non-synesthetes exhibit cross-modal
music-to-color associations that appear to be mediated by emotion: e.g.,
people chose happy-looking colors as going best with happy-sounding
music and angry-looking colors as going best with angry-sounding music
(Palmer et al., 2013). A series of further studies revealed that music-to-
texture associations (Langlois et al.,, VSS-2014; Peterson et al.,, VSS-2014)
and shape-to-color associations (Malfatti et al., V55-2014) also appear to
be mediated by emotion, although non-emotional mediators are present as
well. Here we show that emotional mediation generalizes to cross-modal
associations from visual texture to color and from color to visual texture.
We used the 37 colors of the Berkeley Color Project: saturated, desaturated,
light, and dark shades of 8 hues (red/orange/yellow/chartreuse/green/
cyan/blue/purple), plus white, black, and 3 grays. The textures consisted
of the same 28 simple line-based textures generated by Langlois et al. (VSS-
2014). In the color-to-texture condition, participants viewed each color indi-
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vidually and selected the three textures that were most consistent with it
and then the three textures that were least consistent. Participants then rated
each texture and each color individually on 5 emotional dimensions (e.g.,
happy/sad, angry/not-angry) and 5 non-emotional dimensions (e.g., safe/
harmful, sharp/smooth). For each dimension, we computed an index of
the color-texture associations (CTAs) as a weighted average of the relevant
emotional (e.g. happy/sad) or non-emotional (e.g., sharp/smooth) ratings
of the 6 textures chosen as going best/worst with each color. In the texture-
to-color condition, each texture was shown individually, and participants
selected the three colors that were most (and later, least) consistent with it,
from which we computed an index of the texture-color associations (TCAs)
in an analogous manner to the CTAs. Consistent with previous results,
participants in both conditions reliably associated colors and textures that
have similar emotional content for most of the emotional dimensions.

23.4060 Relation between synesthetic grapheme-color associa-
tions and the sub-types of synesthesia Kazuhiko Yokosawa' (yoko-
sawa@l.u-tokyo.ac.jp), Michiko Asano? 'The University of Tokyo, *Rikkyo
University

Grapheme-color synesthesia is a condition in which a visual letter or char-
acter induces a specific color sensation. By taking advantage of special
characteristics of the Japanese language, we have revealed involvement of
several linguistic properties of graphemes (e.g., phonology, orthographical
shape, meaning or concepts) in determining grapheme-color synesthesia.
For example, synesthetic colors for the Japanese phonetic scripts, Hira-
gana and Katakana, rely on sound quality, not visual shapes of graphemes.
This is revealed by a remarkable consistency between synesthetic color
choices for Hiragana characters and those for their Katakana counterparts
that share phonemes but which are visually dissimilar graphemes (Asano
& Yokosawa, 2011). Meaning and phonology both influence synesthetic
colors for logographic Kanji characters (Asano & Yokosawa, 2012). To
clarify the mechanisms underlying grapheme-color synesthesia the pres-
ent study examined whether the sub-type of synesthetes (i.e. projector/
associator) is related to processing grapheme-color associations. Projectors
report experiencing synesthetic colors in external space, whereas associa-
tors report experiencing synesthetic colors “in the mind’s eye. Seventeen
Japanese grapheme-color synesthetes participated in this study. Accord-
ing to the questionnaire by Skelton, Ludwig, & Mohr (2009), eight sub-
jects were classified as projectors with the remainder classified as associ-
ators. Results revealed that the sub-type of grapheme-color synesthesia
affected neither the degree of grapheme-color matching consistency over
time nor the overall impact size of each linguistic factor (i.e., phonology,
orthographic shape, and meaning or concepts) on grapheme-color associ-
ations. Nevertheless, the Hiragana-Katakana color consistency effect did
show slightly greater, but statistically significant, strength for associators
than for projectors. These findings suggest that although these sub-types
differ in how they experience synesthetic colors, the process of deter-
mining grapheme-color associations is the same for both projectors and
associators. Also we discussed implications of these results for a develop-
mental model of grapheme-color association (Asano & Yokosawa, 2013).

Face Perception: Emotion 1
Saturday, May 16, 8:30 am - 12:30 pm
Poster Session, Pavilion

23.4061 Similarity in Older and Younger Adults’ Emotional
Enhancement of Visually-Evoked N170 to Facial Stimuli Andrew

Mienaltowski' (andrew.mienaltowski@wku.edu), Nicole Chambers'?,
Brandy Tiernan'; 'Department of Psychological Sciences, Ogden College
of Science and Engineering, Western Kentucky University, Department of
Psychology, Harpur College of Arts and Sciences, Binghamton University

Emotional facial expressions elicit enhanced P1 and N170 components of
visually-evoked event-related potentials (ERP) over posterior scalp regions
associated with vision. Specifically, younger adults’ perception of and
attention to facial stimuli are enhanced by positive and negative emotional
expressions, with negativity leading to a greater benefit than positivity.
Conversely, older adults demonstrate a positivity bias, devoting more atten-
tion to positive stimuli and less to negative. It is unclear if age differences
in these attentional preferences emerge due to differences in how their per-
ceptual systems respond to positive and negative stimuli. The current study
examined the extent to which angry and happy facial expressions evoked
differential patterns of P1 and N170 enhancements in younger (n = 21, ages
18-30) and older (n = 20, ages 60-76) adults. Participants were presented
with happy, angry, and neutral faces under four instructional conditions:

passively view, passively view but consider emotion, categorize emotion,
and categorize gender. ERPs were recorded from the posterior scalp elec-
trodes of a 128-channel high density electrode array and were time-locked
to the onset of facial stimuli. The recordings were segmented and averaged
based on the instructional condition and emotional expression of the stim-
ulus. Analyses of the average P1 and N170 latencies revealed no age dif-
ferences. Overall, participants displayed larger amplitude P1 and N170 to
all stimuli when asked to categorize gender or emotionality. Contrary to
expectations, both younger and older adults displayed larger N170 ampli-
tudes for angry and happy expressions relative to neutral ones. Although
older adults display a positivity bias in allocating attention to emotional
stimuli, in the current study, younger and older adults both displayed an
enhanced N170 for emotional faces relative to neutral faces, suggesting that
the perceptual systems of younger and older adults are similarly engaged
in processing positive and negative facial expressions at early time points.

23.4062 Emotion categorization of facial expressions: Age differ-
ences in the utilization of diagnostic features Marie Smith' (marie.

smith@bbk.ac.uk), Daniel Grithn?, Ann Bevitt', Mark Ellis', Oana Ciripan',
Louise Ewing'; 'Psychological Science, Birkbeck College, University of
London, *Department of Psychology, North Carolina State University

The ability to accurately determine the emotional state of others is critical
for successful social functioning. However older adults can demonstrate
selective difficulties in identifying negative emotions from faces while
the ability to identify positive emotional faces is preserved. In younger
adults the categorization of facial expressions of emotion has been shown
to rely on the processing of specific subsets of visual information (e.g.
broadly smiling mouth in happiness, wide open eyes in fear)1,2. How-
ever it remains unclear whether healthy older adults process the same
specific visual cues as younger adults in a less efficient manner when
processing negative expressions, or if they attend to and encode quali-
tatively different information. We investigated whether the diagnostic
information underlying the correct emotion categorization of five basic
facial expressions (happy, fear, disgust, anger and sadness) changes as a
function of observer age (young vs. older adults) and facial age (young
vs. middle-aged vs. older faces). We applied the bubbles reverse correla-
tion methodology with two groups of participants: younger (N=15, 18-35
years) and older adults (N=15, 65+ years). Results revealed that younger
and older adults used qualitatively equivalent information to accurately
categorize happy and fearful faces, but that the information used by both
groups differed when they categorized fear in younger vs. older adult
face stimuli. Older adults generally experienced more difficulty with the
remaining negative emotions (disgust, anger and sadness) and exhibited
a sub-optimal use of the diagnostic facial features. These results constitute
a novel, highly detailed account of the specific visual features underlying
the classification of facial expressions as across observer and transmitter
of the emotional expressions stimulus age. 1Smith Cottrell, Gosselin &
Schyns, 2005, Psychological Science 2Smith & Merlusca, 2014, Emotion

23.4063 Orientation biases for facial emotion recognition in early
childhood and adulthood Jamie Schmidt' (jamie.schmidt.2@ndsu.

edu), Benjamin Balas'?; 'Department of Psychology, College of Math and
Science, North Dakota State University, *Center for Visual and Cognitive
Neuroscience, North Dakota State University

Face recognition in adults relies on information in specific spatial frequency
and orientation subbands. Depending on the task, adults will perform
better or worse based on what information is present in face images. An
example of such an information bias is adults’ reliance on horizontal orien-
tation energy for recognition; adults are generally able to recognize a face
when horizontal information is retained and have substantial difficulty
identifying a face when primarily vertical information is presented. While
several recent studies have demonstrated various ways that horizontal ori-
entation energy contributes to adult face processing, there have been as yet
no studies describing how this bias emerges developmentally. Currently,
we recruited participants between the ages of 5 and 6-years-old (N=16) to
perform a simple emotion categorization task using face images with either
primarily horizontal orientation energy, primarily vertical orientation
energy, or both orientation subbands. A group of adults (N=18) were also
run through the same task to determine the extent to which horizontal and
vertical orientation energy contributed to recognition as a function of age.
Specifically, we wished to determine if an adult-like bias for horizontal ori-
entation energy is present early in childhood, or if this bias develops over
the course of middle childhood. Our results demonstrated that both groups
exhibited a horizontal orientation energy bias, though this bias differed as a
function of age. Both groups were better able to classify facial emotion when
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horizontal features were retained than when only vertical features were
available. However, children performed at chance when presented with
vertically-filtered images, apparently unable to use sub-optimal features
for emotion recognition. By comparison, adults’ performance was worse for
vertically-filtered images, but still well above chance levels. We therefore
propose that one feature of visual development may be the capability to
use sub-optimal or weakly diagnostic information to support recognition.

Acknowledgement: NIGMS GM103505, NSF BCS-1348627

23.4064 Tracking Emotional Expressions in Dynamically Changing

Crowds Kelly Chang' (kchang4@berkeley.edu), Allison Yamanashi Leib’,
David Whitney'; "UC Berkeley

Previous research shows that individuals can accurately determine the
average characteristics of crowds (e.g., average emotion, gender, or iden-
tity) even when viewing crowds for a split second (Haberman et al., 2007,
2009;, DeFockert et al., 2009). While prior research has investigated whether
participants can perceive average emotional characteristics from static dis-
plays of crowds, it remains uncertain how participants track emotional
fluctuations of crowds in real-time. In this experiment, we display a crowd
of continuously morphing emotional faces, and ask participants to track
the average emotion of the crowd using an online method of adjustment
approach. By tracking participants’ perception in real-time, we can deter-
mine whether participants are able to precisely report rapidlydynami-
cally-changing crowd emotion. In our experiment, participants viewed
crowds comprised of 1, 4 or 6 faces. While each individual face in the crowd
changed its emotion every 50 ms, the overall average emotion of the crowd
smoothly morphed between happy, angry, and sad following a semi-biased
random walk trajectory (with 147 possible variations in between). Partic-
ipants were able to precisely track the average emotion of the crowd as
a whole, despite individual face percepts being disjointed. Additionally,
our paradigm allows us to determine whether participants’ perception
lags behind the average crowd emotion, and if so, by how much. A cross
correlation analysis suggests that participants” responses are tuned to the
emotion of the crowd presented a few seconds earlier, potentially sug-
gesting a perceptual lag or smoothing. Our results show that participants’
overall perception of a unified crowd emotion remains intact, despite high
individual face variation. Our results extend previous experiments by
showing that participants are able to precisely perceive the overall emo-
tional tenor of the crowd—even in dynamic, rapidly fluctuating scenes.

23.4065 Synchrony enhances ensemble perception of dynamic

emotional crowds Elric Elias’ (elric.elias@gmail.com), Michael Dyer?,
Timothy Sweeny'; 'Department of Psychology, University of Denver,
*Department of Psychology, Hamilton College

Coordinated group behavior is common for many species, including
humans. Perceiving groups is important, too, especially when that group
displays emotion. To see a crowd, like a laughing audience or an angry
mob, the visual system engages a mechanism known as ensemble coding,
which compresses information about the individuals into a summary
representation. This ensemble, or “gist”, perception is remarkably quick,
allowing people to judge the emotion of a large crowd with a mere glance,
as if from a snapshot. But emotions are dynamic, and the way group mem-
bers express their emotions — either in-sync or out-of-sync —may be critical
for understanding their collective affect. If groups are defined not just by
the proximity of their members, but also by their collective behavior, then
ensemble representation should be particularly powerful for extracting
emotional information from synchronous groups. On each trial, observers
estimated the average emotional expression of a crowd of twelve faces,
which included four unique identities. All crowd members displayed the
same category of emotional expression (happy, angry, or fearful, on a given
trial); each member began at a unique intensity. Across the 1-second pre-
sentation, each crowd member oscillated between weak and intense ver-
sions of that particular emotion. Critically, the individuals in some crowds
changed their expressions synchronously, whereas the individuals in other
crowds acted asynchronously. Additional trials contained only a single
dynamic face. Observers perceived the emotion of synchronous groups
more precisely than asynchronous groups. The benefits of coordinated
behavior were so pronounced that synchronous crowds were perceived
more precisely than even a single dynamic face. In contrast, asynchronous
crowds and single faces were perceived with comparable precision. Our
results show that ensemble representation is remarkably sensitive to syn-
chronized group dynamics, and more generally, that collective behavior is
critical for understanding and perceiving emotion as it occurs in crowds.

23.4066 Angry expression detriment recognition decision of face
memory: a diffusion model analysis Wenfeng Chen' (chenwf@psych.
ac.cn), Ke Tong', Wei Tang', Huiyun Li', Naixin Ren', Xiaolan Fu'; 'State
Key Laboratory of Brain and Cognitive Science, Institute of Psychology,
Chinese Academy of Sciences

It is known that emotion at encoding and consolidation memory can largely
modulate face memory. However, how emotional cues atretrieval plays their
roles remains unclear (Phaf & Rotteveel, 2005; Sergerie, Lepage, & Armony,
2007). Here we investigated the independent modulation of emotional cue
on face recognition decision without the emotional impact at encoding and
consolidation, and demonstrated how face recognition may be affected by
facial expression at retrieval in terms of diffusion model decision biases. By
comparing memory performance of angry, happy and neutral faces learned
with neutral expression in a standard old/new recognition task, we found
higher threshold separation (a), lower drift rate (v), lower starting point
(z) for angry expression cue relative to happy expression cue, indicating
a detrimental effect of angry expression cue on face recognition decision.
Overall, these results suggested that an old/new decision for angry faces is
characterized with the larger amount of information and the slower speed
of information accumulation, which may result from the impaired holistic
processing of angry faces (Curby, Johnson, & Tyson, 2012). It also indicated
thata priori biases to “old” response of angry face with higher false alarm rate

Acknowledgement: National Basic Research Program of China (2011CB302201)
and the National Natural Science Foundation of China (31371031)

23.4067 Effect of spatial frequency on facial expression adaptation
and awareness of emotion Hong Xu' (xuhong@ntu.edu.sg), Pan Liu',
Yuan Yuan?, Weisi Lin? 'Division of Psychology, Nanyang Technological
University, 2School of Computer Engineering, Nanyang Technological
University

Spatial frequency plays an important role in face perception (Wu et al.,
2009). Previous studies (Goffaux & Rossion, 2006) found that low spatial
frequency signalled holistic face processing. However, its effect on face
adaptation and awareness of emotion is largely unknown. In particular,
does spatial frequency affect facial expression adaptation and awareness of
emotion? We designed two experiments, the first was to test the adaptation
effect by manipulating the spatial frequency of the adapting faces, and the
second was to test the disciminability of these faces. First, we manipulated
the spatial frequency of a sad real face, and created three faces with normal,
high and low spatial frequency. We adapted the subjects to these faces,
and tested their facial expression judgement of subsequently presented
faces. We found that both the normal- and low-spatial-frequency adapt-
ing faces induced significant facial expression aftereffects (both ps < .01),
with equivalent magnitudes (p > .05). In contrast, we did not find any sig-
nificant facial expression aftereffect when adapting to the high-spatial-fre-
quency face (p > .05). This suggests that coarse information preserved in
the high-spatial-frequency adapting faces is sufficient to bias subsequent
face perception. This result points to the holistic nature of facial expres-
sion adaptation. We then examined the facial expression discriminability
of these adapting faces. Results showed that participants could always
differentiate facial expressions for both normal- and low-spatial-frequency
faces accurately. However, the accuracy of high-spatial-frequency faces
was at chance level (50%; p > .05), suggesting that participants could not
tell facial expressions from these faces. To summarize, the results from our
adaptation study indicate the holistic nature of facial expression adapta-
tion, and this effect of spatial frequency is likely to be influenced by the
adaptor’s discriminability. Therefore, our study sheds light on the holis-
tic nature of face processing and awareness of emotion during adaptation.

Acknowledgement: Singapore Ministry of Education (MOE) Tier 1

23.4068 Time Spent Fixated at Mouth is Related to More Positve
Interpretations of Ambiguity in Surprised Faces Monica Rosen'

(rosen.monica@huskers.unl.edu), Tien Tong', Alex Enerson’, Maital Neta',
Michael Dodd'; 'Psychology, University of Nebraska-Lincoln

The purpose of this study was to investigate the interactions between eye
movements on valence ratings of intact, low-spatial frequency (LSF), and
high-spatial frequency (HSF) filterations of emotional faces (surprised and
fearful). Previous research has shown that LSFs are processed quickly and
efficiently (Hughes et al., 1997; Bar et al., 2006) and they benefit process-
ing of emotional expressions, whereas HSFs are processed more slowly
and benefit facial identification (Aldora et. al, 2007; Winston, Vulleuier,
& Dolan, 2003). Surprised faces tend to be more ambiguous in nature,
with the likelihood that these faces will be viewed as positive or neg-
ative depends critically on whether the upper (e.g., eyes) or lower (e.g.,
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mouth) half of the face is processed. For this reason, we hypothesized that
individuals would be more likely to interpret surprise positively when
fixating longer on the mouth. Participants rated intact, LSF, and HSF
filtered images of surprised and fearful faces as either positive or nega-
tive while eye movements were being recorded. As predicted there was
a significant difference between fixation patterns in the eyes and mouth
for surprise versus fear. More importantly, longer fixation time on the
mouth was associated with a more positive judgment bias for the LSF and
HSF conditions. These findings suggest that valence bias may be driven,
at least in part, by differential attention to lower region facial features.

23.4069 Subdermal Blood Flow Reveals Differential Responses to
Emotional Stimuli Larissa Vingilis-Jaremko' (vingilln@mcmaster.ca), Pu
Zheng', Kang Lee'; 'University of Toronto

Humans are known to react to emotional stimuli. For example, stimuli
with different emotional valences elicit different cortical and behavioural
responses (Dolan, 2002). However, human emotions can also lead to tran-
sient changes in blood flow within the facial vasculature (e.g. blushing;
Darwin, 1872; Dolan, 2002; Drummond, 2013). Here we present a novel
imaging method that examines participant responses to emotional stimuli
using changes in haemoglobin concentration beneath the facial epider-
mis. In this study, 32 participants passively viewed a series of emotional
stimuli, each of which was visible for 15 seconds. Participants” faces were
positioned in a chin rest and centred between two LED panel lights. A
Pike colour video camera recorded participants’ faces at 15 frames per
second with polarizing filters placed in front of the camera and LED lights.
Because 1) light can penetrate the surface of the skin and be re-emitted,
affected by the dominant chromophores (mainly haemoglobin and mel-
anin); and 2) haemoglobin and melanin have different colour signatures,
we developed a novel image processing method to obtain images of hae-
moglobin concentration distributions under the epidermis. We defined
9 areas of interest on the face from which to extract blood flow informa-
tion (nose, and left and right forehead, eyes, cheeks, and chin). Each trial
comprised 225 frames yielding changes in haemoglobin concentration
over the time course. We focused the analysis on a subset of trials that
depicted emotional stimuli with faces. We found greater variance in the
waveform of haemoglobin concentration in response to the disgust face
than the sad face in three areas of interest: right cheek, left cheek, and
nose (all ps=.04). This study provides the first evidence that emotion-re-
lated blood flow beneath the facial epidermis can be imaged remotely and
non-invasively in response to stimuli with different emotional valences.

23.4070 Impact of task demands on the neural processing of facial

emotions Karly Neath' (kneath@uwaterloo.ca), Roxane Itier'; "Psychol-
ogy, University of Waterloo

The Early Posterior Negativity (EPN) (~250-350ms post-stimulus) ERP
component is a known marker of facial emotion processing however
whether the face-sensitive N170 (~100-200ms post-stimulus) component
is also sensitive to emotional faces remains debated. Possible causes for
the previous inconsistent results are the use of different tasks involving
varying degrees of attention to the emotional faces and the lack of con-
trol of point-of-gaze on the faces. We investigated whether emotion sen-
sitivity of the N170 and EPN varied as a function of task in a sample of 33
participants. ERPs were recorded in response to the same fearful, joyful,
or neutral faces during an explicit emotion discrimination task, a gender
discrimination task, and an oddball detection (flower detection) task. Task
order was counterbalanced across participants. Using an eye-tracker, fix-
ation was restricted to the nose (i.e., centre of mass) where holistic pro-
cessing is maximal. Results revealed N170 modulation by emotion with
larger responses for fearful than happy or neutral faces in all tasks. As pre-
dicted, the EPN was modulated by emotion with larger responses for fear-
ful compared to neutral faces. The EPN was also modulated by task with
largest responses during the gender discrimination task, followed by the
emotion discrimination task and smallest responses for the oddball detec-
tion task. Results suggest that when conditions for holistic processing are
maximized with fixation to the centre of mass, the N170 is sensitive to fear
irrespective of the degree of attention to the face placed by task demands.

23.4071 Increased attention orienting by fearful faces varies with
Stimulus-Onset Asynchrony Sarah McCrackin' (sdmccrac@uwaterloo.
ca), Roxane Itier'; 'University of Waterloo

Spontaneous orienting of attention towards an observer’s gaze direction is
typically measured using a gaze-cuing paradigm in which a centrally-fix-
ated face shifts its gaze towards (congruent) or away (incongruent) from
a peripheral target. The reaction time (RT) difference between incongru-
ent and congruent targets (gaze-orienting effect; GOE) indicates attention

orienting based on gaze-cues. Studies have reported an increased GOE
when the face expresses fear compared to happy or neutral expressions
that might be due to the signaling of threat in the environment. However,
the time course of this effect remains unclear. We used a dynamic gaze-cu-
ing paradigm in which a neutral face with direct gaze looked to the side
(averted gaze shift) and then either expressed fear or performed a neutral
movement (tongue protrusion). The target was then presented after one of
five Stimulus-Onset Asynchronies (SOAs; 300, 400, 500, 600, or 700 ms), the
time between the gaze shift and the target onset. Overall, RTs decreased
with increased SOAs, were faster for fearful than for neutral gaze-cues and
faster for congruent than incongruent trials (classic GOE). The GOE was
significantly larger for fearful than neutral faces, due to faster RTs for fear-
ful than neutral faces in congruent trials, and this effect of emotion was
largest at 400 and 500ms SOA. Thus, fearful expressions and gaze-cues
interact to enhance orienting to congruent targets and this interaction is
maximal at 400-500ms SOA. These results will be compared to gaze-
cue orienting to happy and neutral faces in a second participant group.

Acknowledgement: Ontario government (Early Researcher Award grant)

23.4072 Image properties from the internal and external features
of the face differentially predict patterns of neural response to
expression and identity in human visual cortex Mladen Sormaz'?
(ms930@york.ac.uk), Andrew Young'?, David Watson'?, Timothy
Andrews'? 'Department of Psychology, University of York, UK., ?York
Neuroimaging Centre, University of York, UK.

Models of human face perception propose parallel pathways. One pathway
is responsible for processing changeable aspects of faces such as expression,
and the other pathway is responsible for relatively invariant aspects such as
identity. However, it remains unclear what image properties are encoded
in these different visual pathways. Here, we ask how image properties
from the internal and external features of the face contribute to the neural
representation of facial identity and expression. In the first experiment, we
measured patterns of brain activity using fMRI while participants viewed
images posing different facial expressions (fear, anger, disgust, sadness,
happiness). Next, we asked whether these neural patterns of response could
be explained by variation in the image properties of the face when posing
different facial expressions. We found that neural patterns of response to
facial expressions in face-selective regions could be predicted by image
properties from the internal, but not the external features of the face. In the
second experiment, we measured patterns of brain activity using fMRI while
participants viewed images of faces with different identities. We then asked
whether these neural patterns of response could be explained by variation
in the image properties across faces with different identities. In contrast to
facial expression, we found that neural patterns of response to facial identity
in face-selective regions could be predicted by the image properties from
the external, but not the internal features of the face. These results reveal a
direct link between image properties from different parts of the face and the
neural representation of facial expression and identity in the human brain.

Face Perception: Wholes, parts, and

configuration

Saturday, May 16, 8:30 am - 12:30 pm
Poster Session, Pavilion

23.4073 Auditory attentional entrainment modulates the holistic

perception of faces Arnaud Leleu’, Jean-Yves Baudouin', Daniel Zagar?,
Renaud Brochard’; 'Centre des Sciences du Gofit et de I’ Alimentation -
UMR 6265 CNRS - UMR 1324 INRA - Université de Bourgogne, Dijon,
France, *Université de Lorraine, Campus Lettres et Sciences Humaines,
Nancy, France

When a background auditory rhythm is played, visual objects are pro-
cessed faster when presented in synchrony with the beat than out of
synchrony, reflecting the oscillating entrainment of attention (Brochard
et al., 2013; Escoffier et al., 2010). The present study aimed to investigate
whether attentional entrainment induced by an irrelevant rhythm modu-
lates the holistic perception of faces by using the composite face illusion.
Participants had to judge whether the top half of a face belonged to “Nico-
las Sarkozy”. Three conditions were used: “same” (the bottom half of the
face also belongs to “Nicolas Sarkozy”),”bottom different” (the bottom
half belongs to an unknown person), “different” (both halves belong to an
unknown person). The two parts of the face were aligned or misaligned.
A rhythm was played during the task and the onset of faces was in-syn-
chrony (on-beat) or out-of-synchrony (off-beat). Results showed the com-
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posite face effect in accuracy: i.e., deteriorated performance for recognizing
“Nicolas Sarkozy” in the upper part of the face when it is aligned with the
lower part of another face as compared to misaligned. No main effects or
interactions involving synchrony were found in accuracy. Interestingly, in
correct RTs, the composite face effect (i.e., slower processing for aligned
“bottom different” faces than misaligned ones) interacted with synchrony,
as it was observed only when faces were presented on-beat. Indeed, shorter
responses were found for misaligned “bottom different” faces presented
on-beat as compared to off-beat, whereas synchrony did not speed up
responses for aligned “bottom different” composite faces (i.e., the ones
eliciting the illusion). Because correct RTs in this condition reflect the time
needed to accurately recognize the upper part of the face without taking into
account the misleading lower part, the present results suggest that auditory
entrainment of attention might enhance the holistic perception of faces.

Acknowledgement: This research received supports from the “Institut Universi-
taire de France” (IUF), and from Region Burgundy.

23.4074 What Type of Facial Information Underlies Holistic Face

Processing? Isabelle Biilthoff ' (isabelle.buelthoff@tuebingen.mpg.de),
Mintao Zhao '; '"Max Planck Institute for Biological Cybernetics

Holistic face processing is often referred to as the inability to selectively
attend to part of faces without interference from irrelevant facial parts.
While extensive research seeks for the origin of holistic face processing in
perceiver-based properties (e.g., expertise), the present study aimed to pin-
point face-based visual information that may support this hallmark indi-
cator of face processing. Specifically, we used the composite face task, a
standard task of holistic processing, to investigate whether facial surface
information (e.g., texture) or facial shape information underlies holistic
face processing, since both sources of information have been shown to sup-
port face recognition. In Experiment 1, participants performed two com-
posite face tasks, one for normal faces (i.e., shape + surface information)
and one for shape-only faces (i.e., without facial surface information). We
found that facial shape information alone is as sufficient to elicit holistic
processing as normal faces, indicating that facial surface information is not
necessary for holistic processing. In Experiment 2, we tested whether facial
surface information alone is sufficient to observe holistic face processing.
We chose to control facial shape information instead of removing it by
having all test faces to share exactly the same facial shape, while exhibiting
different facial surface information. Participants performed two composite
face tasks, one for normal faces and one for same-shape faces. We found
a composite face effect in normal faces but not in same-shape faces, indi-
cating that holistic processing is mediated predominantly by facial shape
rather than surface information. Together, these results indicate that facial
shape, but not surface information, underlies holistic face processing.

Acknowledgement: This research was supported by the Max Planck Society.

23.4075 Interactions between dynamic facial features Ben Brown'’

(ben.brown.13@ucl.ac.uk), Alan Johnston'; 'Experimental Psychology,
University College London

Dynamic facial expressions entail coordinated movement of multiple facial
features. Cook et al. found illusory slowing of eye blinks in the presence
of mouth movement, arguing against independent processing in favour
of global encoding of dynamic facial features (Cook, Aichelburg & John-
ston, Psychological Science, in press). The present work extends the search
for feature motion interactions from perception to performance. Principal
Component Analysis occlusion studies highlight the importance of the eye-
brow and mouth regions for determining global configuration. We asked
whether the detection threshold for misaligned eyebrow movement might
change in the presence of mouth movement. In a 2AFC design participants
viewed two animated facial avatars, displayed for 3 seconds, either side
of fixation, whose eyebrows oscillated sinusoidally at 1.5Hz. The stan-
dard’s eyebrows moved in phase, while the comparison’s were offset by
between 1 - 30 degrees of phase angle (increments of around 5 degrees;
standard/comparison position switching randomly). Participants judged
which face’s eyebrows were misaligned. The 75% point on the fitted psy-
chometric function was taken as the dynamic misalignment discrimination
threshold. In separate blocks both mouths were either closed or oscillating
at 1.5Hz, and faces were upright or inverted. The inversion manipulation
allowed us to differentiate between face-specific and lower-level mecha-
nisms. Thresholds for 4 out of 5 participants increased in the presence
of mouth movement by around 3.5 degrees of phase. Mouth movement
therefore interferes with eyebrow movement discrimination, despite the
spatial separation. The threshold shift either disappeared or reversed for
inverted faces (mean shift around -0.9 degrees of phase). Face-specific pro-
cesses can therefore be implicated in causing the interference as opposed
to distraction, crowding or other low-level interactions. It would appear

that the grouping of mouth movement with eyebrow movement disrupts
the capacity of participants to discriminate eyebrow motion patterns.

Acknowledgement: BBSRC

23.4076 Is the Flashed Face Distortion Effect expertise-based? - a
systematic experimental investigation Sandra Utz' (Sandra.Utz@

uni-bamberg.de), Claus-Christian Carbon'?; 'Department of General Psy-
chology & Methodology, School of Psychology, University of Bamberg,
Bamberg, Germany, Bamberg Graduate School of Affective & Cognitive
Sciences (BaGrACS), Bamberg, Germany

The Flashed Face Distortion Effect (Tangen, Murphy & Thompson, 2011)
describes an illusion that emerges when participants fixate on a central fix-
ation cross while faces are presented quickly and simultaneously to the left
and right of the center field. After a short period of time participants report
to peripherally perceive the faces as grotesque and distorted. Despite broad
coverage of the phenomenon via several media, it is not really clear how
the perceived effect arises. Aim of the present study was to further inves-
tigate the necessary conditions and causes in a systematic way: as flankers
we varied the stimuli by using Caucasian, black, inverted, negative, and
monkey faces at different presentation rates (1, 4 or 10 Hz). Additionally, we
tested the effectiveness of the phenomenon when only unilateral flankers
were used. When participants had to evaluate the level of grotesqueness of
the faces peripherally observed, they showed significant decreases of gro-
tesqueness when faces were inverted or negativated, and also when they
stemmed from other ethnic groups or species. Such a decrease of grotesque-
ness was also revealed when the presentation rate was at 10 Hz compared
with the base rate of 4 Hz— meanwhile the slowest change of flankers, real-
ized by the 1 Hz condition, showed the highest grotesqueness ratings. Con-
trary to the original authors’ notion, unilateral flankers did not reduce the
effect. Our results provide evidence that the Flashed Face Distortion Effectis
based on configural processing which is typical for face expertise processes.

23.4077 Speeded Breakthrough of Faces in Interocular Suppres-
sion Requires Configural Information Katherine Wood' (kather-

inemwood@Dberkeley.edu), Anna Kosovicheva', Benjamin Wolfe', David
Whitney'; 'University of California Berkeley

The face inversion effect, wherein an upright face is recognized more
readily than an inverted one, is well-documented (Yin, 1969; Maurer et
al., 2002; Epstein et al., 2006). It has also been observed under interocu-
lar suppression (IOS), a technique in which a stimulus is presented to one
eye, while the other eye views high-contrast, dynamic noise, rendering the
low-contrast stimulus invisible. When the suppressed stimulus increases
in contrast, it eventually becomes visible; upright faces “break through”
faster —they require lower contrast to overcome suppression (Jiang et al.,
2007). What information contributes to this speeded conscious access to
upright versus inverted faces remains undetermined. To investigate this,
we performed two experiments using IOS as described above. In Experi-
ment 1, subjects viewed three categories of either upright or inverted faces
(two-tone Mooney faces (Mooney, 1957), emoticons, and grayscale pho-
torealistic faces) under IOS, and we measured breakthrough times. We
found that photorealistic faces and emoticons exhibit a significant inver-
sion effect (p = .04), but Mooney faces do not. This difference suggests that
some information about the face other than the holistic percept is required
for speeded breakthrough. In Experiment 2, we investigated whether con-
figural or featural information about the face is required. Subjects viewed
photorealistic faces under IOS, with either configural or featural informa-
tion preserved. We found that the configurally intact face was not signifi-
cantly different from the unmodified face, but the face lacking configural
information was significantly slower to break through than both the con-
figurally intact face (p = .006) and the unmodified face (p <.001). Thus, it is
configural information that gains speeded access to awareness under 10S,
and not holistic or feature-based information. This also suggests that IOS is
resolved before the stage at which Mooney faces are recognized, support-
ing dissociable stages of processing for Mooney versus photorealistic faces.

23.4078 The nose-size illusion: Testing the role of visual context Pu
Zheng' (zzzpi99@gmail.com), Yan Dong'? Yi Le?, Yuhao Sun', Guoliang
Yu?, Paul C. Quinn®*, Kang Lee'; 'Dr. Eric Jackman Institute of Child Study,
University of Toronto, 2Departiment of Psychology, Renmin University of
China, *Institute of Psychology, Renmin University of China, “Department
of Psychological and Brain Sciences, University of Delaware

The nose-size illusion refers to the fact that when the size of a face’s frame
is changed but the nose size unchanged, we observe the nose size to be
different from that in the original face frame (Rakover, 2011; Xiao et al.,
2014). Here, we examined whether this illusion is face-specific or a result of
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visual expertise by comparing the size of the nose illusion in the context of
face or word processing. In Experiment 1, in the face condition (Figure 1c
& d), Chinese participants (n = 29) judged which nose was bigger on two
otherwise identical upright or inverted faces. The face frame sizes differed
from the original by 6%, 14% & 20% with the nose size unchanged. In the
word condition (Figure 1a & b), participants judged which square (the low-
er-half part of the word) was bigger on two otherwise identical upright or
inverted Chinese words. The frame was square to resemble the Chinese
word shape. In Experiment 2, the frame was changed to oval to resemble
the face shape (Figure 1b & d). Participants’ illusory perception was greater
on Chinese faces than Chinese words at all degrees of variations in both
experiments (Figure 2a & b), F(1, 28) = 52.90, p < .05, n2 = .65; F(2, 26) =
40.61, p < .001, n2 = .76. In Experiment 2, stimulus category, orientation,
and degree of variation was significant, F (2, 26) = 4.07, p < .01, n2 = .24.
Further, the illusion on upright faces was greater than that on inverted
faces, but the square-size illusion was greater on the inverted words than
upright words (Figure 2b). These findings suggest that different visual
expertise may play different role in engendering the nose versus square
illusions, and more generally how we perceive feature sizes in a context.

23.4079 The eye-size illusion in the face composite task: Evidence
for a direct role of holistic processing Yan Dong'? (dongpsy@gmail.
com), Yan-Fei Jia', Pu Zheng?, Naiqi Xiao?, Guo-Liang Yu? Paul Quinn*,
Kang Lee? 'Departiment of Psychology, Renmin University of China, *Dr.
Eric Jackman Institute of Child Study, University of Toronto, *Institute of
Psychology, Renmin University of China, “Department of Psychological
and Brain Sciences, University of Delaware

The eye-size illusion refers to the fact that when the size of a face’s frame
is changed but the eye size is unchanged, observers judge the eye size to
be different from that in the original face frame (Rakover, 2011; Xiao et
al.,, 2014). Indirect evidence suggests holistic processing to be involved in
engendering this illusion (Xiao et al., 2014). To test directly the role of holis-
tic processing in the eye-size illusion, we used the composite face paradigm
(Young et al., 1987), a gold standard test of holistic processing. Participants
(n=30) judged which eyes were bigger in two conditions (Figure 1). In the
original-composite face condition (Figure 1a & c), one face is the original
face and another is the composite face (the top is the same as the original
but the bottom is a different person’s). In the composite-composite condi-
tion (Figure 1b & d), two faces are identical composite faces. In each con-
dition, the faces were either aligned (Figure 1a & b) or misaligned (Figure
1c & d). The face sizes differed from the original by 6%, 10%, or 14% with
the eye size unchanged. Participants’ eye-size illusion was greater with a
smaller face frame, replicating the robust eye-size illusion, F(2, 28) = 11.59,
p <.001, n2 = 45. Their eye-size illusion was greater in the aligned than
misaligned faces, suggesting the involvement of holistic processing, F(1,
29) = 8.62, p < .01, n2 = .23. Participants also showed a greater eye-size
illusion in the original-composite condition than in the composite-compos-
ite condition, F(1, 29) = 18.88, p < .001, n2 = .39, further supporting the
role of holistic processing. These results together suggest that holistic face
processing plays an important in the perception of the eye size illusion.

23.4080 When the fat face illusion meets the Thatcher illusion

Yu-Hao Sun'? (yuhao.sun@gmail.com), Zhe Wang?, Paul Quinn?, Kang
Lee'; 'Dr. Eric Jackman Institute of Child Study, OISE, University of
Toronto, Canada, ?Department of Psychology, Zhejiang Sci-Tech Univer-
sity, Hangzhou, China, *Department of Psychological and Brain Sciences,
University of Delaware

Thompson (2010) reported a fat face illusion in which an upright face
looks ‘fatter” when placed next to an inverted face (Figure 1a). Sun et al.
(2012) observed that the adjacent face need not be inverted for the illu-
sion to emerge: when two identical faces are presented vertically, the
bottom face appears ‘fatter’ (Figure 1b). When both faces are inverted or
when clocks are presented, the illusion is not observed. Sun et al. (2013)
also manipulated face contour and internal parts and found that face con-
tours (without internal features) or inner parts (without an external con-
tour) induce the illusion, suggesting that face contour and internal fea-
tures play important roles in producing the fat face illusion. The Thatcher
illusion (Thompson, 1980) offers a paradigm to separately manipulate the
orientation of face contour and internal parts in face photographs. Using
this paradigm, we further probed the role that face contour and internal
features play in producing the fat face illusion. In Experiment 1, upright
normal faces, Thatcherized face photos (with eyes and mouth inverted),
and enhanced Thatcherized face photos (with eyes and eyebrows inverted
together, and mouth inverted) induced the fat face illusion, suggesting that
the illusion follows the orientation of face contour when faces are upright,

regardless of the orientation of the internal features. In Experiment 2, using
inverted versions of the faces used in Experiment 1, Thatcherized and
enhanced Thatcherized faces induced the illusion, whereas normal faces
did not. These latter data suggest that the illusion (1) still follows the ori-
entation of the face contour when faces are inverted, but (2) is mediated
by the orientation of the internal features when they are in the inverted
face contour. Collectively, the findings suggest that external contour and
internal features play different roles in producing the fat face illusion.

Acknowledgement: ZJNSF(LY13C090005), NSFC(31100737,31371032)

23.4081 The Use of Eyebrows as a Visual Feature Jacqueline Castro'

(jeastro_93@csu.fullerton.edu), Jessie Peissig', Cindy Bukach? 'California
State University, Fullerton, University of Richmond

Previous research suggests that although faces are processed holistically,
concealing or erasing parts of the face impairs recognition. Recent research
suggests that eyebrows play a key role in facial recognition (Sadr, Jarudi,
& Sinha, 2003). What has yet to be understood is what exactly that role is.
Eyebrows may serve as placeholders, to measure spatial distances within
the face (White, 2004). If so, then changing eyebrows will have no effect
on recognition, so long as the eyebrows remain in the same position. Eye-
brows may also be used as recognition features of the face. If this is the
case, altering eyebrows will impair recognition. Seventy-two participants
were tested with faces on a same/different task. Participants were pre-
sented with two faces sequentially and reported whether the two individ-
uals were the same or different. There were four conditions for the two
faces presented: Same faces (no changes), different faces (no changes),
same faces with different eyebrows, or different faces with the same eye-
brows. When eyebrows were replaced, the new eyebrows were placed in
the same position as the original eyebrows. Testing consisted of 320 trials,
80 trials in each condition. It was expected that if eyebrows are used as a
feature for recognition, then having different eyebrows on the same trials
and the same eyebrows on different trials should both yield poorer per-
formance. Results confirmed these predictions (see Figure 1), showing a
significant difference between same trials with the original face and same
trials with changed eyebrows. We also found a significant difference
between different trials with the original faces and different trials in which
the eyebrows were the same. These results show that participants attend
not only to the location of the eyebrows but also their visual appearance,
suggesting that they could serve a role as visual feature of face recognition.

Acknowledgement: Minority Access to Research Careers(MARC)

23.4082 Framing of faces: Similarly impaired holistic perception
from disruption of grouping- and configural- cues Kim Curby' (kim.
curby@mgq.edu.au), Robert Entenman?; 'Department of Psychology, Mac-
quarie University, Department of Psychology, Temple University

The mechanisms that integrate facial features into holistic perceptual units
are relatively unknown. Evidence suggests that basic perceptual grouping
mechanisms can contribute to holistic face perception: holistic processing
of face, but not non-face objects, indexed via the congruency effect, is sig-
nificantly reduced when the backgrounds upon which faces are presented
are themselves misaligned and colored differently, cues that discourage
grouping of face halves into cohesive (object) units (Curby, Goldstein, &
Blacker, 2013). To further probe the influence of perceptual grouping cues
on holistic face perception, participants made part-matching judgments
about faces presented in either an intact external (oval) frame or a frame
made from misaligned oval parts to discourage the grouping of the face
halves into cohesive (object) unit. Notably, the external contour of the face
image in the misaligned frame condition is the same as that in the stan-
dard misaligned condition used in the composite task indexing holistic
perception. However, unlike in the standard misaligned condition, the
configuration of features within the face remained intact. For comparison,
participants also made part judgments about faces where both the face
parts and frames were misaligned together (i.e., as in the standard mis-
aligned condition). Intriguingly, the effect of disrupting only the frame,
and not the configuration of the face, on the congruency effect was indis-
tinguishable from that of disrupting both the frame and configuration
together. This comparable attenuation of holistic perception by the dis-
ruption of basic perceptual grouping mechanisms provides further sup-
port for the contribution of such mechanisms to holistic face perception.

Acknowledgement: KMC is supported by a DECRA grant from the Australian
Research Council (ARC)
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23.4083 Testing Asymmetric Holistic Processing within a Face: No
evidence from the Complete composite Task. Chao-Chih Wang'?
(ccu.gary@gmail.com), Gary C.-W. Shyi'? 'Department of Psychology

and Center for Research in Cognitive Sciences, National Chung Cheng
University, Chia-Yi, Taiwan, 2Advanced Institute of Manufacturing with
High-tech Innovations (AIM-HI), National Chung Cheng University,
Chia-Yi, Taiwan

Face composite task has been one of the most popular research paradigms
for securing evidence for holistic processing of upright faces. Aside from
the fact that the exact mechanism underlying holistic processing remains
elusive and controversial, some studies have suggested that holistic pro-
cessing may not be evenly distributed in that processing the top-half of
a face might induce stronger holistic processing than processing its bot-
tom-half counterpart. Here in three experiments we further examined the
possibility of asymmetric holistic processing. In Experiment 1, we equated
perceptual discriminability between the top-half and the bottom-half of a
face by showing only face halves and found no differences in performance
between the two halves. In Experiment 2, using the face composite task
with a complete design to reduce response bias, we failed to obtain evi-
dence that would support the notion of asymmetric holistic processing
between the top-half and bottom-half faces. Finally, in Experiment 3, in
order to further reduce performance variability and to remove lingering
holistic effect observed in the misalignment condition of Experiment 2, we
doubled the number of trials and enlarged misalignment between top half
and bottom half of a face to make it more visible. Even with these additional
manipulations, we were unable to find evidence indicative of asymmet-
ric holistic processing. Taken together, these findings suggest that holis-
tic processing may well distribute homogenously within an upright face
and support the perceptual field hypothesis where an upright face would
induce relatively large perceptual field encompassing the entire face.

Acknowledgement: The study reported here was supported in part by a grant
from the National Science Council in Taiwan (grant no.: NSC 101-2410-H-194-
057) and a grant from the Taiwan Institute for Humanities, National Chung
Cheng University, both awarded to the second author. We would also like to
express our gratitude to Isabel Gauthier and two anonymous reviewers for their
helpful comments and suggestions on an earlier version of the study.

23.4084 Global and Local Priming Evoke Different Face Processing
Strategies: Evidence From An Eye Movement Study Zhijie Cheng'
(chengzj@hku.hk), Tim Chuk’, William Hayward?**, Antoni Chan?, Janet
Hsiao'#; "Department of Psychology, University of Hong Kong, *School of
Psychology, University of Auckland, *Department of Computer Science,
City University of Hong Kong, *ARC Centre of Excellence in Cognition
and its Disorders

Recent research has observed two basic eye movement patterns in face rec-
ognition: central (fixations are around the nose) and triangular (fixations are
on the two eyes and mouth). Here we aim to examine the link between eye
movement patterns and engagement of global/local attention. Eye move-
ments of Asian participants were monitored in an old/new face judgment
task. Participants received global or local priming by matching two Navon
stimuli at the global or local level respectively between the study and rec-
ognition phase, and in the beginning of each recognition trial. A hidden
Markov model (HMM) based approach (Chuk, Chan, & Hsiao, 2014) was
used to analyze the eye movement data. We modeled each participant’s
eye movement pattern with an HMM, and clustered these HMMs into two
general patterns according to their similarities; one of the resulting patterns
resembled the central (holistic) pattern, whereas the other resembled the
triangular (analytic) pattern (Figure 1). We then calculated the log likeli-
hoods of each participant’s eye movement pattern belonging to the two pat-
terns with and without priming. The results showed that compared with
the baseline (no priming) condition, local priming significantly increased
the likelihood of participants’ eye movement pattern being classified as the
analytic pattern, whereas global priming did not significantly change the
likelihood (Figure 2). This effect can also be seen in fixation maps (Figure
3), although it is relatively harder to interpret the differences. In addition,
participants had better recognition performance after local priming than
global priming (Figure 4), suggesting an advantage of the analytic strat-
egy in face recognition. Thus, our results suggest that the holistic pattern
is linked to engagement of global attention/global information processing,
whereas the analytic pattern represents the use of local attention/featu-
ral-based processing. Local priming helps participants direct attention to
facial features and may consequently enhance recognition performance.

Acknowledgement: We are grateful to the Research Grant Council of Hong
Kong (project code 17402814 to J.H. Hsiao and project code CityU 110513 to

A.B. Chan) and the HKU Seed Funding Programme (project code 201311159131
to J.H. Hsiao).

23.4085 Face inversion does not affect the information content
coded during the N170 Fei Yi' (f.yi.1@research.gla.ac.uk), Katarzyna
Jaworska', Robin Ince', Philippe Schyns', Guillaume Rousselet’; 'Institute
of Neuroscience and Psychology, College of Medical, Veterinary and Life
Sciences, University of Glasgow, United Kingdom

Face inversion dramatically disrupts our ability to process faces, which is
known as the face inversion effect. Previous electrophysiological studies
have indicated that the N170 ERP component is delayed and sometimes
larger in response to inverted compared to upright faces. However, the
nature of these effects remains elusive because we do not yet understand
the information coding function of the N170 in upright and inverted faces.
Here, we assessed what facial information the N170 codes and when it
does so for upright and inverted faces. To this aim, we used one of the
simplest socially relevant tasks: face detection. In this task, 10 healthy
adults (5 females, median age=23, 20-29) saw pictures of faces and noise
textures revealed through ten small Gaussian apertures (bubbles). Partici-
pants performed two sessions of trials with upright faces, and two sessions
with inverted faces, for a total of 4400 trials. We applied reverse-correlation
methods coupled with information theory to reveal the image pixels statis-
tically associated with behaviour and neural responses. In both upright and
inverted faces, we found that presence of the left eye modulated the reac-
tion times (RTs) of all participants. In upright faces, the eye contralateral to
the left and right posterior lateral electrodes strongly modulated early face
ERPs. In particular, the N170 latency and amplitude coded the presence of
the contralateral eye (Rousselet et al. Journal of Vision 2014, 14(13): 7, 1-24).
This association was about 35% weaker in inverted faces, and delayed by
about 30 ms, compared to upright face. In conclusion, our results suggest
that, in a face detection task, the N170 mostly code the presence of a single
feature: the contralateral eye. Inversion leads to an inefficient coding of the
same feature, which is reflected in weaker and delayed feature sensitivity.

Acknowledgement: BBSRC grant BB/J018929/1

23.4086 The role of interattribute distances in face recognition and
their relation to holistic processing Nicolas Dupuis-Roy' (nicolas@

dupuis.ca), Véronique McDuff', Frédéric Gosselin'; 'Département de
Psychologie, Université de Montréal

To understand the impact of interattribute distances (IADs) in face recog-
nition, we correlated the performance of 42 participants in the Cambridge
Face Memory Test (CFMT) and in the Face Composite Task to their sensi-
tivity to IADs, as indexed by three novel tasks. In the first task, participants
needed to adjust the length of an horizontal line to match the interocular
distance (IOD) of a briefly presented face (1000ms). Face stimuli were shown
in various sizes. White positional noise with constant energy was added
independently to the xy-coordinates of the left eye, and the y-coordinates
of the nose, the mouth and the left brow. The right eye and brow were kept
symmetrical to the left ones. Performance was measured as the correlation
between the adjusted length and the veridical IOD. In the two other tasks,
two face stimuli were shown successively for 500ms, and participants had to
decide if they were identical or different. The stimuli were created the same
way as in the first task, except that in 50% of the trials, both faces had iden-
tical IOD (second task) or identical IADs (third task). The level of noise was
adjusted to maintain an accuracy of 75% and was taken as a index of perfor-
mance. The third task was significantly correlated with the CFMT (r=- 4, p<
0.01), suggesting that it reflects global visual processing capabilities in face
identification. However, no significant correlation was found between our
three tasks and the five indexes of the Composite Face Effect (CFE; DeGutis,
et al, 2013; Konar et al., 2010; Richler, et al. 2011). This suggests that global
sensitivity to IADs and the capacity to use IOD while ignoring other IADs,
are not associated with holistic face processing. Specific links between the
CFE and facial scaling will be tested with models on the positional noise.

23.4087 Testing additivity of kinship information in complementary
facial regions Laurence Maloney'? (Itm1@nyu.edu), Maria Dal Martello?;
'Department of Psychology, New York University, *Center for Neural
Science, New York University, *Department of General Psychology, Uni-
versity of Padova

Background: Allocentric kin recognition - recognition that individuals are
close genetic relatives - plays an important role in social organization and
kin selection (Hamilton, 1964). Facial judgments - including kin recogni-
tion - are typically modeled as a form of cue combination but with the iden-
tity of cues currently unknown. In two experiments, we examined human
ability to classify pairs of children as siblings or not siblings and tested
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whether kinship information in different facial regions combined as statis-
tically independent cues. We used complementary masks to occlude a face
region or present it in isolation (Exp. 1 eye region; Exp. 2: mouth region)
and tested whether we could predict performance with the unmasked face
from performance in the two masked conditions. Methods: 30 pairs of pho-
tographs, each portraying a frontal view of a child’s face. Half were sib-
lings, half unrelated. A total of 122 adult observers (Exp. 1) or 121 (Exp. 2)
judged whether each pair were siblings in one of three conditions. We sum-
marized performance in each condition by signal detection d’ estimates.
Conditions: Experiment 1: Eye region masked (EM), eye region only (EO),
full face (FF). Experiment 2: mouth region masked (MM), mouth region
only (MO), full face (FF). Results: Experiment 1: Performance was above
chance in all three conditions. FF: d’ = 1.067, EM d” = 0.677, EO d’ = 0.991.
2: Performance was above chance in all three conditions. FF: d” = 1.132,
MM d’ = 1.249, MO d” = 0.416. We tested additivity of kinship informa-
tion in facial regions: whether the sum of d’ values squared for the masked
conditions was equal to the square of the d” for the masked face. We did
not reject the hypothesis of additivity (p > 0.05) for either experiment.

Acknowledgement: NIH EY019889

23.4088 A holistic advantage in face drawing: higher accuracy

when drawing upright faces Jennifer Day' (jeaday@ucsc.edu), Nicolas
Davidenko'; 'Psychology Department, UC Santa Cruz

It is a common conception among beginner face illustrators that drawing
or copying a face that is vertically inverted (upside-down) will improve the
accuracy of the drawing because there will be less interference from how
we expect the face to look. This study looks into that conception; decades
of research have shown that holistic processing of faces is disrupted when
they are inverted. The disruption of holistic processing should thus lead to
more accurate face drawings. We tested this theory by having participants
draw upright and inverted parameterized face profiles and analyzing their
accuracy. We constructed a parameterized profile face space by recording
the location of 66 landmark points on a collection of 720 profile faces (see
Davidenko, 2007). For this study, we generated 16 parameterized faces by
sampling from the first 8 dimensions of this face space. In each trial, partic-
ipants were shown a face on the left side of the screen and had 45 seconds
to copy it on the right side of the screen, using a stylus on a Windows 8 Sur-
face tablet. Each participant drew each of 16 faces both upright and inverted
(the presentation order was randomized and counterbalanced across sub-
jects). We carefully recorded the location of the 66 landmark points on
each face drawing, allowing us to compute a distance metric between each
drawing and its corresponding original face [see supplementary materials
fig.1]. This distance metric served as a measure of accuracy, with higher
distances corresponding to greater errors. Contrary to common belief, peo-
ple’s drawings were significantly more accurate for upright versus inverted
faces (t(15) = 4.9; p=0.0002) [see supplementary materials fig.2]. Our results
suggest that holistic processing may be vital to accurate face drawing.

23.4089 The importance of the natural contour for visual feature
integration in face processing. Sandra Lafortune’ (lafs37@uqo.ca),

Caroline Blais'? Justin Duncan'?, Amanda Estephan'?, Daniel Fiset'?;
'Université du Québec en Outaouais (Département de psychologie),
*Centre de recherche en neuropsychologie et cognition (CERNEC), *Uni-
versité du Québec a Montréal (Département de psychologie)

Hills and coll. (2014) have suggested that the natural face contour is a fun-
damental part of the whole face. Here, we investigated the impact of the
natural contour on face recognition by measuring the integration index
(®), a measure of feature integration in face processing (Gold et al., 2012).
Twelve participants (8 women) completed 840 trials per day (divided into
three blocks) for 3 consecutive days. The experiment was composed of
seven conditions based on the features available for the task: I) right eye,
1I) left eye, III) nose, IV) mouth, V) all former features (as in Gold et al.),
VI) facial contour and VII) whole face. On each trial, a target stimulus from
one of the seven conditions (randomly intermixed across trials) was briefly
presented (500 ms), and followed by the simultaneous presentation of six
stimuli from the same condition. The task was to identify which of the six
was the same as the one previously presented. For each condition, con-
trast of the target stimulus was adjusted using QUEST (Watson & Pelli,
1983) to reach an accuracy threshold of 75%. Performance, as indexed by
the contrast at which each participant reached the threshold level (pro-
vided by QUEST at the end of each block of day 2 and 3), was significantly
better with contour than without (t(11)= 4.14, p= 0.002). This observation
can be explained by the fact that the former contains more information
than the latter. Most importantly, the integration index was significantly
higher for the condition with (&= 1.39) than without (®= 0.64) contour

(t(11)= -3.2, p= 0.008). These results suggest that presence of the natural
face contour is important for efficient integration during face processing.

Acknowledgement: NSERC

23.4090 The impact of face size and natural contour on spatial
frequency tuning: still no difference between upright and inverted
faces! Jessica Royer'? (royer jessica91@gmail.com), Verena Willen-
bockel?, Caroline Blais'?, Frédéric Gosselin**, Sandra Lafortune'?, Daniel
Fiset'? 'Département de Psychoéducation et de Psychologie, Université
du Québec en Outaouais, *Centre de Recherche en Neuropsychologie et
Cognition, *The Institute of Neuroscience, Newcastle University, ‘Départe-
ment de Psychologie, Université de Montréal

Goffaux and Rossion (2006) proposed that holistic face processing is based
on low spatial frequencies (SFs) whereas featural processing relies on
higher SFs. Since upright faces are supposedly recognized through holistic
processing and inverted faces, using features, we can easily take the leap
and suggest a qualitatively different SF tuning for both orientations. Two
independent studies (Gaspar et al., 2008; Willenbockel et al., 2010) tested
this question and found the same SF tuning for both orientations. However,
these studies used small faces presented through an elliptical aperture, i.e.
stimuli of poor ecological value; differences in the SF tuning for upright
and inverted faces were thus possibly missed. The present study revisits
the SF tuning for upright and inverted faces using SF Bubbles. This method
randomly samples SFs on a trial-by-trial basis and determines which SFs
are correlated with accurate face identification. Experiment 1 (n=16) com-
pared the SF tuning for upright and inverted smaller faces (5° of visual
angle) when natural facial contour was present or hidden. Experiment 2
(n=14) compared the same conditions as Experiment 1, but using larger face
stimuli (9.1° of visual angle). A Pixel test (Chauvin et al., 2005) was applied
to the classification vectors to determine significance (S,=256, FWHM=3.53,
Zit=3.45). In Experiments 1 and 2, the SF tuning for both orientation condi-
tions did not significantly differ (p>.05). These results bring further support
to the hypothesis that the face inversion effect is due to quantitative differ-
ences in the efficiency with which information from the same SF band is
used in both orientations, regardless of the ecological value of the stimuli.

Acknowledgement: Natural Sciences and Engineering Research Council of
Canada (NSERC)

23.4091 Holistic Processing Supports Familiarity-Based Associa-
tive Recognition for Faces Mitchell Meltzer' (mam362@gmail.com),

Gowtham Ganesan', Michelle Min', James Bartlett'; 'The University of
Texas at Dallas

Associative recognition memory is measured by assessing discrimination
between copies of studied items (intact items) and re-combinations of parts
of studied items (conjunction items). Such intact/conjunction (I/C) dis-
crimination has often been thought to require recollection, a process sup-
porting the retrieval of qualitative information about a previous encounter.
However, recent findings indicate that recognition of associations encoded
in a holistic or unitized fashion can rely on familiarity, a mnemonic signal
varying only in strength. To test this possibility, we applied a modified
process dissociation procedure to an associative recognition paradigm for
four classes of stimuli; upright faces, which are thought to be processed in
a unitized or holistic fashion, inverted and misaligned faces, both thought
to be processed in a part-based fashion, and faces which were both inverted
and misaligned. Participants studied a list of faces, and were presented
with intact, conjunction, and new faces at test. I/ C discrimination was then
compared for “exclusion” participants, for whom such discrimination was
encouraged, and “inclusion” participants, for whom it was discouraged.
According to process dissociation logic, familiarity-based associative rec-
ognition is inferred if exclusion and inclusion participants exhibit sim-
ilar levels of I/C discrimination. By contrast, greater I/C discrimination
in the exclusion condition as compared to the inclusion condition with
no corresponding group difference in intact/new discrimination indi-
cates recollection-based associative recognition. Consistent with previous
findings, a negligible I/C discrimination advantage for exclusion versus
inclusion participants was found with upright faces. Howevever, a robust
I/C discrimination advantage for exclusion participants over inclusion
participants was found with inverted-misaligned faces, consistent with
the idea that such stimuli were processed in a part-based fashion. Broadly
speaking, our results suggest that holistic processing of faces supports
the use of familiarity in associative recognition, and that such processing
is susceptible to a combination of face inversion and face misalignment.
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23.4092 Changing camera-to-subject distance changes face
matching performance Eilidh Noyes' (ecn508@york.ac.uk), Rob Jen-
kins'; "Department of Psychology, University of York

Accurate face recognition is easy for viewers who are familiar with the
faces concerned, but highly error prone for viewers who are unfamiliar
with them (Bruce, 1986; Burton et al. 1999). An influential proposal is that
people become good at recognizing a face by learning its configuration—
specifically, distances between facial features. Here we test this proposal
experimentally using a natural manipulation of these distances. Harper &
Latto (2001) showed that changing camera-to-subject distance also changes
distances between features. However, their pioneering study did not test
implications of these image changes for identification performance. Follow-
ing Harper & Latto (2001), we photographed volunteer models at both Near
(32 cm) and Far (270 cm) viewing distances, resulting in changes to inter-fea-
ture distances in the image, confirmed by anthropometry (Kleinberg et al.
2007). Experimental participants who were either Familiar (N = 22) or Unfa-
miliar (N = 23) with these faces viewed pairs of images in a matching task
that required Same Identity or Different Identity judgments. Images were
paired to create Same Distance (i.e. Near+Near or Far+Far) and Different
Distance (Near+Far or Far+Near) conditions. Familiar viewers performed
accurately in both the Same Distance condition (M = 99%, SE = .29) and the
Different Distance condition (M = 97%, SE = .89). In contrast, Unfamiliar
viewers performed much more poorly in the Different Distance condition
(M = 81%, SE = 1.42) than in the Same Distance condition (M = 91%, SE =
1.04). The finding that Familiar viewers were impervious to these non-lin-
ear changes in facial configuration suggests that familiar face recognition
is not strongly dependent on distances between features in the face image.

Face Perception: Individual differences

Saturday, May 16, 8:30 am - 12:30 pm
Poster Session, Pavilion

23.4093 Magnocellular and parvocellular pathway contributions

to face processing in adolescents Jill Grose-Fifer'? (jgrose-fifer@jjay.
cuny.edu), Danielle Mascarelli', Elvira Kirilko', Kevin Constante', Amy
Medina'?, Danielle diFilipo'? 'Psychology Dept., John Jay College, CUNY,
“Psychology Dept., The Graduate Center, CUNY

Prior research has shown that magnocellular (M) pathways are less
mature than parvocellular (P) pathways during adolescence, which might
explain why adolescents have difficulties recognizing facial expressions.
M pathways (associated with holistic face processing) should drive the
face inversion effect more than the P pathways (which play an import-
ant role in analyzing finer facial features). Therefore, adolescents should
show greater immaturities in the face inversion effect for faces filtered
with low pass (LP) than with high pass (HP) spatial frequency filters. In
this study, adults and adolescents viewed upright and inverted faces and
objects (chairs) that were either unfiltered, LP or HP filtered. Consistent
with prior research, we found that P1 and N170 were sensitive to inver-
sion for face stimuli, but not for other stimuli. For adults, the face inver-
sion effect on N170 amplitude was larger for fearful faces than for happy
faces, but the opposite was true for adolescents. This finding is consistent
with other reports that show face processing develops more quickly for
happy than for fearful faces. We also found that the P1 and N170 face inver-
sion effect was differentially modulated by LP and HP spatial frequency
filtration. The face inversion effect for N170 amplitude was attenuated in
the HP condition compared to the LP and unfiltered conditions. Notably,
adults and adolescents showed topographical differences in their P1 inver-
sion effect for LP faces. For adults, we found the P1 amplitude inversion
effect to be larger over the right hemisphere (as is commonly reported),
whereas for adolescents, it was larger over the left hemisphere. Our data
suggest that the neural correlates of face processing are still maturing
during adolescence. Furthermore, these immaturities were more appar-
ent for stimuli that accentuated the contributions of the M pathways.

Acknowledgement: CUNY COLLABORATIVE GRANT

23.4094 Relating orientation tuning and feature utilization during
facial expression recognition Justin Duncan’23 (justin.duncan@mail.
mcgill.ca), Charleéne Cobarro’, Frédéric Gosselin'**, Caroline Blais™?,
Daniel Fiset"?; 'Département de Psychologie et Psychoéducation, Univer-
sité du Québec en Outaouais, Département de Psychologie, Université
du Québec A Montréal, *Centre de Recherche en Neuropsychologie et
Cognition (CERNEC), Université de Montréal, ‘Département de Psycholo-
gie, Université de Montréal

Facial expression recognition (Huynh & Balas, 2014) correlates with hor-
izontal information utilization, and it also correlates with local informa-
tion utilization (e.g. mouth; Blais et al., 2012). However, the link between
these two aspects of visual processing remains elusive. Our aim was to
provide a first examination of this link, and refine current knowledge on
orientation tuning. Twenty participants each performed 1,400 trials in a
facial expression recognition task using 7 expressions. Seventy pictures
of faces (10 identities; face width= 4deg) depicting the six basic emotions
plus neutrality were used as stimuli. Images were randomly filtered in
the orientation domain (orientation bubbles) and presented for 150ms. We
developed this method to allow precise extraction of orientation utiliza-
tion and exclude adaptation to predefined filters as a possible confound.
Classification Images (Cls) were derived with a weighted sum of orienta-
tion samples, using Z-transformed accuracy scores as weights. A Pixel Test
(Chauvin et al., 2005) was used on Z-transformed Cls (ZCls) to establish
statistical significance. Horizontal information significantly correlates with
performance (Z-obs>Zcrit= 1.89) for anger [0°-6°; 173-180°], sadness [0°-
3°; 176°-180°], disgust [0°-9°; 175°-180°], fear [0-10°; 176°-180°], happiness
[0°-8°; 175°-180°], and neutrality [0°-10°; 175°-180°]. For surprise, vertical/
oblique [64°-76°] information is significant. Participants also completed the
same task, but with location randomly sampled (location bubbles; Gosselin
& Schyns, 2001). The link between orientation tuning and location tuning
was examined by regressing orientation ZCls with location ZCls. Interest-
ingly, individuals more horizontally tuned rely significantly (Z-obs>Zcrit=
3.57) more on diagnostic locations (eyebrow junction for anger, left eye and
mouth for fear, and mouth for all others) than those less tuned. Differences
weren’t reliable at other angles. Our results therefore imply that horizon-
tally tuned individuals are more efficient at extracting local diagnostic
information from faces. Implications for face processing will be discussed.

Acknowledgement: National Sciences and Engineering Research Council of
Canada (NSERC)

23.4095 Dominance of reflectance over shape in facial identity pro-
cessing is related to individual abilities Marlena Itz' (marlena.itz@

uni-jena.de), Jessika Golle?, Stefanie Luttmann', Stefan Schweinberger'?,
Jirgen Kaufmann'?; 'Department of General Psychology and Cognitive
Neuroscience, Institute of Psychology, Friedrich Schiller University of
Jena , ?Person Perception Research Unit, Friedrich Schiller University of
Jena, *Hector Research Institute of Education Sciences and Psychology,
Eberhard Karls University of Tiibingen

For processing of facial identity, observers utilize visual information from
both shape and reflectance. Recent evidence suggests an increasing impor-
tance of reflectance, at the expense of shape, with increasing face famil-
iarity (Itz et al., 2014). Moreover, poor compared to good face recognizers
were reported to disproportionately rely on shape when attempting to
recognize learned faces (Kaufmann et al., 2013). In two experiments, we
investigated the relative diagnosticity of shape and reflectance for match-
ing of familiar and unfamiliar faces (Experiment 1) and identification of
familiar and newly learned faces (Experiment 2). Within each familiarity
condition, faces derived from a 3D camera system were morphed selec-
tively in either shape or reflectance in steps of 20%, while holding the
respective other dimension constant. Experiment 1 consisted of an iden-
tity matching task with unaltered S1 followed by morphed S2 stimuli. In
Experiment 2 familiar and recently learned faces had to be identified from
morphs. Individual scores from three tests were used to assess individual
differences: the Bielefelder Famous Faces Test (BFFT), the Glasgow Face
Matching Test (GFMT), and the Cambridge Face Memory Test (CFMT).
Using multi-level model analyses, we examined probabilities of same
versus different responses in Experiment 1, and probabilities of original
identity vs. other/unknown identity responses in Experiment 2. Overall,
our data revealed higher diagnosticity of reflectance compared to shape for
both matching and identification, particularly for familiar faces. Moreover,
compared to the respective average performance in each test, above-aver-
age BFFT (i.e. familiar face) performance was associated with higher utili-
zation of reflectance, whereas both above-average CFMT and GFMT (i.e.
unfamiliar face) performance coincided with higher utilization of shape.
Our findings highlight the importance of reflectance information for face
matching and identification, and indicate different underlying strategies
with respect to familiar compared to unfamiliar face processing skills.

Acknowledgement: DFG, German Research Foundation
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23.4096 Over-Connectivity in the Face-Processing Network is
Related to Weaker Face Recognition Ability Daniel Elbich'*?
(dbe5007@psu.edu), Suzy Scherf'?**; 'Department of Psychology, Penn
State University, Social, Life, and Engineering Sciences Imaging Center,
Penn State University, *Center for Brain, Behavior, and Cognition, Penn
State University, “Social Science Research Institute, Penn State University

Face recognition is a complex behavioral skill and requires a distributed
neural network. There are limited findings linking individual differences in
activation within distinct nodes of this network (e.g., FFA) and recognition
behavior, which may be related to the notion that complex behavior likely
emerges from activation across distributed networks and less from individ-
ual regions within networks. Importantly, there is no work investigating
whether variations in face recognition behavior are related to variations in
the patterns of functional connections within the face-processing network.
To address this issue, we developed a battery of face recognition tasks that
are highly sensitive to individual differences in face recognition behavior
in typically developing young adults. We identified 40 individuals who
varied in face recognition behavior on a continuum that spanned + 1 SD
around the mean of a sample of more than 200 individuals tested in this
battery. These participants were scanned in an fMRI task in which they pas-
sively viewed blocks of dynamic movies of faces, objects, and navigational
scenes. Regions in the face-processing network were functional defined at
the group level and then fit to each participant’s individual activation. For
connectivity, the best-fit model for 13 regions was assessed using unified
structural equation modeling separately for high (> 1 SD), average (within
1SD), and low (< 1 SD) performers. Low performers had networks with
more edges, higher global efficiency, and shorter path lengths compared
to average and high performers. Furthermore, each of these network prop-
erties negatively correlated with behavioral performance on the face rec-
ognition tasks across the entire sample. In sum, people with weaker face
recognition abilities have vastly over-connected and redundant network
topologies. In contrast, relatively stronger recognizers have more sparsely
connected networks. These results suggest that distributed, but not overly
redundant, functional organization is required for proficient behavior.

23.4097 Individual differences in the activation of mental rep-
resentations of famous faces by lookalikes Jirgen Kaufmann'?

(juergen.kaufmann@uni-jena.de), Albert End'?, Stefan Schweinberger'?;
'DFG Research Unit Person Perception, Friedrich Schiller University of
Jena, Germany, “Department of General Psychology and Cognitive Neu-
roscience, Friedrich Schiller University of Jena, Germany, *Department of
Systems Neuroscience, University Medical Center Hamburg-Eppendorf,
Hamburg, Germany

The underlying mechanisms for inter-individual differences in face recog-
nition ability are still poorly understood. We investigated whether partic-
ipants performing high or low in a Famous Face Recognition Test differ in
effects of face priming. Identity self-priming typically results in behavioural
benefits and consistent event-related potential (ERP) modulations, even
when familiar target faces are preceded by different (Schweinberger et
al.,, 2002) or geometrically distorted (Bindemann et al., 2008) images of the
same identity. This argues for robust, largely image- independent represen-
tations of familiar faces, a prerequisite for the ability to put different images
of the same identity together (Jenkins et al., 2011). Here, we tested in good
and poor recognizers, whether face representations can also be activated by
faces of different identities, when these look similar to familiar targets. In an
immediate-repetition-priming paradigm, famous target faces were either
preceded by i) a different image of the famous face, ii) the face of a “looka-
like”, i.e. an unfamiliar face resembling the famous target face in appear-
ance, or iii) a different famous face. Participants performed a face familiar-
ity task on the targets. In addition to response times and accuracies, ERPs
for target faces were analyzed. First, in line with previous studies, repeti-
tion priming effects occurred when famous faces were preceded by differ-
ent images of the same faces (RT, ACC, P200, N250r, N400). Second, atten-
uated repetition priming effects were found when famous target faces were
preceded by faces of unfamiliar lookalikes (RT, ACC, N250r, N400). Third,
repetition priming effects in the N250r and N400 for lookalike primes were
more reliable for participants with high face recognition skills. This suggests
that i) mental representations in good recognizers are characterized by a
larger flexibility, and ii) that high and low performers also differ at the level
of post perceptual access to semantic information about familiar persons.

Acknowledgement: Deutsche Forschungsgemeinschaft (DFG)

23.4098 The Vanderbilt Face Matching Test (VFMT 1.0) Mackenzie
Sunday' (mackenziesunday@gmail.com), Jennifer Richler', Isabel Gauth-
ier'; 'Department of Psychology, Vanderbilt University

The Cambridge Face Memory Test (CFMT, Duchaine & Nakayama, 2006)
is a measure of face recognition ability. It was designed to prevent use of
salient diagnostic features, problematic in older tests, and is expected to
promote holistic processing, a hallmark strategy of face recognition. How-
ever, the actual strategy used on the CFMT has not been directly tested.
Attempts to correlate CFMT performance with holistic processing have
produced conflicting results, but holistic processing measurements are
often unreliable. A recent high-powered study with the first test designed
for reliable individual differences in the measurement of holistic process-
ing (the Vanderbilt Holistic Face Processing Test, VHPT-F; Richler et al.,
2014, reliability ~.6) found no relationship between holistic processing and
the CFMT. Unlike previous measures of holistic processing, faces do not
repeat across trials in the VHPT-F, so we hypothesize that the correlation
between the CFMT and prior holistic processing measures may stem from
stimulus repetition. Because stimuli repeat in the CFMT (6 target faces are
repeatedly tested), it is possible that the face learning ability measured by
the CFMT is most relevant when only a handful of faces are discriminated
across trials, reducing the relevant dimensions and promoting a part-based
strategy. We created a new test of face matching ability similar to the CFMT
but without face repetition. On each trial, 2 faces are studied for 4s, fol-
lowed by a 3-AFC. We collected data from 100 subjects for two separate
forms of the VEMT1.0 (each 48 trials) in an online sample. It revealed good
performance on catch trials, a good spread of item difficulties, average per-
formance of 60% (SD = 20%), and reliability of .7 for both versions. In future
work, we will use item analyses to refine the test, and explore correlations
with CEMT, the Vanderbilt Expertise Test with objects, and the VHPT-F.

Acknowledgement: This work is supported by NSF grant SBE-0542013

23.4099 Westerners and Easterners use different spatial frequen-
cies for face recognition Jessica Tardif'** (jessica.tardif.1@umontreal.
ca), Ye Zhang’, Daniel Fiset'?, Qiuju Cai*, Canhuang Luo*, Dan Sun®,
Sophie Tanguay'?, Amanda Estéphan'?, Frédéric Gosselin*?, Caroline
Blais'? 'Department of psychoeducation and psychology, Université

du Québec en Outaouais, *Centre de Recherche en Neuropsychologie et
Cognition (CERNEC), *Department of psychology, University of Montreal,
“Center for Cognition and Brain Disorders, Hangzhou Normal University

During face recognition, both Easterners and Westerners need informa-
tion from the eyes and mouth to recognize faces (Caldara, Zhou, & Miellet,
2010). However, Easterners make fewer fixations to the eyes and mouth
regions and more fixations to the nose region than Westerners (Blais et
al., 2008; Miellet et al., 2012). These results suggest that Easterners extract
more information in periphery of their retina and may rely more on lower
spatial frequencies (SF). We used spatial frequency Bubbles (Willenbockel
et al.,, 2010) to measure the SF useful for face recognition in Westerners
(N=23; Canadians) and Easterners (N=27; Chinese). This method consists
in creating filters that allow only random subsets of the SF contained in
a face to be represented in the stimulus. On each trial (3050), such a ran-
domly filtered face was presented, and participants recognized its identity
(among eight identities of the same ethnicity, learned beforehand). Group
classification images showing the SF tuning of Westerners and Easterners
were obtained by performing a multiple regression on the SF sampled and
the accuracy of the participants on each trial, separately for the Asian and
the Caucasian faces. The SF significantly linked with performance were
found using the Stat4CI (Chauvin et al., 2005; Zcrit=4.43; p< 0.001). For
Westerners, a 2.75 octaves wide SF band peaking at 19.9 cycles per face
(cpf) and a 2.53 octaves wide band peaking at 16.6 cpf were significant
for Asian and Caucasian faces, respectively. For Easterners, a 3.98 octaves
wide band peaking at 9.6 cpf and a 2.85 octaves wide band peaking at 11.1
cpf were significant for Asian and Caucasian faces, respectively. A 2-way
ANOVA shows that Easterners’ peaks are significantly lower (p=.01).
Our results confirm that Easterners rely more than Westerners on lower
SF and use a wider range of SF, especially when recognizing Asian faces.

Acknowledgement: NSERC

23.4100 The Vanderbilt Holistic Face Processing Test (VHPT-F): A
Short and Reliable Measure of Holistic Processing Jennifer Richler’
(jennifer.j.richler@vanderbilt.edu), R. Jackie Floyd', Chao-Chih Wang?

David Ross?, Isabel Gauthier'; 'Vanderbilt University, 2National Chung
Cheng University, *University of Massachusetts Amherst
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Studying individual differences requires measures with sufficient reli-
ability, often ignored in high-level vision. Holistic processing is central to
research on face recognition and, more recently, to the study of individual
differences in this area. A popular measure of holistic processing, the com-
posite task, is highly sensitive in group studies (Richler & Gauthier, 2014),
but shows low reliability (~.2; DeGutis et al., 2013; Ross et al., 2014). We
present a measure of holistic face processing, the Vanderbilt Holistic Face
Processing Test (VHPT-F), specifically designed for individual differences
research. As in the composite task, subjects try to match a target face seg-
ment while ignoring the rest of the face, and holistic processing is measured
as a failure of selective attention. The VHPT-F adopts a 3-AFC design,
with variability among trials to increase discriminability at various levels
of holistic ability. The VHPT-F 1.0 was more reliable than the composite
task (.41) and produced the expected interaction between holistic process-
ing and alignment (n2,=.61, p< .001). While misaligned trials are critical to
establishing the measure’s validity, we found little shared variance between
congruency effects on aligned and misaligned trials (r=.14); regressing out
misaligned performance does not affect the measure of holistic processing
and was deemed unnecessary. The VHPT-F 2.0 with only aligned trials
had a large effect size (12,=.75) and higher reliability (.56). The VHPT-F
appears to measure a stable trait, with test-retest reliability of .52 after 3
weeks. Holistic processing in the VHPT-F and composite task were nearly
as correlated (r=.28; n=136) as might be expected by the reliability of the
composite task, suggesting they measure the same ability. Surprisingly, the
VHPT-F did not correlate with the Cambridge Face Memory Test (CFMT)
(r=-17;n=97), suggesting that either holistic processing does not contribute
to face recognition, or that the CFMT promotes the use of other strategies.

23.4101 Holistic Processing of Faces May Underlie Age Differences
in Performance on Taiwanese Face Memory Test (TFMT) Gary Shyi'?
(cwshyi@gmail.com), Kuan-Hao Cheng', Ya-Hsin Cheng', Vicky Chen';
'Department of Psychology and Center for Research in Cognitive Sciences,
National Chung Cheng University, >Advanced Institute of Manufacturing
with High-tech Innovations, National Chung Cheng University

The main goal of the present study was threefold: (a) to establish a test
that utilizes face images collected and normed in the Taiwanese society
in order to provide a culturally calibrated tool for assessing face memory
ability, (b) to examine the relationship between face memory performance
and a range of face tasks to reveal underlying processing that may play
an important role in face memory, and (c) to investigate the relationship
between age differences in face memory performance and those in holistic
processing as revealed by the face composite test. To create the Taiwan-
ese face memory test (TFMT), we followed the procedure of Cambridge
Face Memory Test (CFMT) (Duchaine & Nakayama, 2006), and used
images from the Taiwanese face database (Shyi, Huang, & Yeh, 2013).
Like CFMT, TFMT was administered in three stages with increasing dif-
ficulty. The results of TFMT from 52 young-adult participants revealed
an almost identical pattern reported by Duchaine & Nakayama (2006).
We then correlated participants’ performance on TEMT with their per-
formances on three face tasks tapping component, configural, and holis-
tic processing of faces, respectively. Only performance on the face com-
posite task with a complete design was significantly correlated with that
on TFEMT, and in particular the latter two stages of TEMT, which tapped
memory for face identities rather than mere face images. Finally, while
showing an overall inferior performance on TFMT than the young adults,
older adults nonetheless exhibited a similar interaction between alignment
and congruency effect. More intriguingly, as they progressively aged,
older adults were increasingly likely to display a pattern of diminishing
holistic processing. Taken together, these findings not only highlights the
importance of creating culturally calibrated tool for assessing face memory
ability, but also implicates that holistic processing of faces may under-
lie participants’ performance and in particular age differences on TEMT.

Acknowledgement: Ministry of Science and Technology, Taiwan, ROC

23.4102 Reciprocating the gaze of others: how we look and how
long we like to be looked at. Nicola Binetti' (nicolabinetti@gmail.com),

Charlotte Harrison', Antoine Coutrot?, Isabelle Mareschal?, Alan John-
ston'; 'Department of Experimental Psychology, UCL, 2CoMPLEX, UCL,
*School of Biological and Chemical Sciences, Queen Mary, University of
London

Mutual eye contact is a key aspect that accompanies any social interaction.
Through mutual gaze we establish a communicative link with another
person and inform him/her of our goals and motivations. While much
attention has been directed to studying the mechanisms of perception /
classification of gaze direction, we know very little on the temporal aspects

of mutual gaze. We have all likely experienced instances of uncomfortable
eye contact, while for example speaking with a stranger or standing in
front of someone in an elevator. Here we studied in a very large subject
pool (>400 participants) what constitutes a preferred time of mutual eye
contact and how these estimates of preferred mutual gaze relate to par-
ticipant eye behaviour. Participants viewed movies of actors (4 female, 4
male) establishing eye contact with them for variable amounts of time. At
the end of each movie participants classified the period of mutual gaze as
being “uncomfortably short” or “uncomfortably long”, thus yielding an
estimate of “preferred” time of mutual gaze. We also collected ratings on
a set face traits of the actor viewed in the clips. We found that the pre-
ferred period of mutual eye contact varied as a function of subjective
ratings of actor threat, trustworthiness & attractiveness. Threatening
faces were associated with lower periods of preferred eye contact, while
conversely trustworthy faces were associated with longer periods of pre-
ferred mutual gaze. Analysis of patterns of eye fixations showed that
fixations tend to be more concentrated in the actor’s eye region in partic-
ipants exhibiting longer preferred periods of mutual gaze, suggesting that
these participants are more likely to reciprocate the eye behaviour of the
actor. Finally we also observed that the concentration of fixations in the
actor’s eye region was also associated with higher dominance ratings.

Acknowledgement: Leverhulme Trust

23.4103 Individual differences in preference for mutual gaze
duration. Charlotte Harrison' (c.harrison.13@ucl.ac.uk), Nicola Binetti',

Antoine Coutrot?, Isabelle Mareschal®, Alan Johnston'; 'Department of
Experimental Psychology, UCL, 2CoMPLEX, UCL, *School of Biological
and Chemical Sciences, Queen Mary, University of London

Gaze is an important component of social interaction. While there is a
large amount of research about perception of gaze direction, there has
been comparatively little looking at gaze duration. As social interac-
tions are inherently dynamic, understanding how long a person looks is
at least as important as where they are looking. The current experiment
was a normative study investigating individual differences in preference
for mutual gaze duration. An international sample (n > 400) were shown a
series of video clips of an actor (chosen at random) gazing directly at them
for varying lengths of time. Participants then had to classify the amount
of eye contact occurring during the clips as being either too long or too
short to be “comfortable”. Demographic information and personality data
based on the Big Five Inventory were also gathered. It was found that the
average length of preferred gaze duration was normally distributed with a
mean of 3.2 seconds (+ 1 second). The results showed a significant correla-
tion between higher agreeableness self-ratings and preference for longer
mutual gaze duration; this was particularly true for female participants
viewing male actors. Further, higher extraversion and openness scores
were found to positively correlate with higher variance in clip classifica-
tion, indicating that participants who score more highly on these measures
have a less strict categorisation of what constitutes a comfortable amount
of mutual gaze duration. Differences between nationality and response
variance were also found. The results suggest that while on average pref-
erence for length of mutual gaze is stable, individual preference in dura-
tion is influenced by multiple factors such as gender, age and nationality.

Acknowledgement: Leverhulme Trust

23.4104 Intact priors for gaze direction in autism spectrum condi-
tions Philip Pell' (Philip.Pell@mrc-cbu.cam.ac.uk), Isabelle Mareschal?,
Michael Ewbank', Simon Baron-Cohen’, Andrew Calder'; '"MRC Cog-
nition and Brain Sciences Unit, Cambridge, United Kingdom, 2Queen
Mary University of London, London, United Kingdom, *Autism Research
Centre, Department of Psychiatry, University of Cambridge, Cambridge,
United Kingdom

Autism Spectrum Conditions (ASC) are characterized by a range of per-
ceptual atypicalities, including abnormalities in gaze processing. Pellicano
and Burr (2012) recently proposed that perceptual atypicalities might be a
consequence of attenuated priors in ASC (i.e. reduced influence of prior
knowledge on the perception of sensory information). Evidence from neu-
rotypical populations indicates that under conditions of uncertainty (cre-
ated by adding noise to the eyes of face stimuli), gaze is more likely to be
perceived as direct (Mareschal et al., 2013), suggesting that humans have a
prior expectation that other people’s gaze is directed toward them. Here we
adopted the same paradigm to address two questions: 1) Is the influence of
priors on gaze perception reduced as a function of autistic traits within a
neurotypical population (Experiment 1)? 2) Do individuals with diagnosis
of ASC show evidence for reduced influence of gaze priors (Experiment 2)?
Each experiment began with a staircase procedure designed to tailor the
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noise contrast required for each participant to perform a left/right gaze dis-
crimination at 80% correct. Participants were then required to judge the rel-
ative gaze directions of two faces when noise was added to the eyes of one
face only. In Experiment 1, participants showed a significant bias towards
perceiving uncertain gaze as direct, however this bias was not related to
increasing autistic traits. In Experiment 2, individuals with ASC showed a
robust direct gaze prior comparable to that of IQ matched controls. Given
that noise-thresholds did not differ across groups, this finding is unlikely
to reflect a combination of attenuated priors and increased sensory noise
in ASC. These results pose a challenge to the hypoprior Bayesian model of
ASC and suggest that if ASC is characterized by atypicalities in the use of
prior information this is not reflected in their performance on a gaze task.

Acknowledgement: Medical Research Council

23.4105 Extraversion predicts superior face-specific recognition
ability, but through experience, not positive affect Karen Arnell’

(karnell@brocku.ca), Blaire Dube?; 'Department of Psychology, Brock
University, 2Department of Psychology, University of Guelph

Experience is an important factor in developing face recognition ability.
Given that extraverts show increased social involvement, extraversion may
beassociated with greater experience with faces, thereby leading to enhanced
face recognition ability. However, extraverts also characteristically display
high positive affect - an affective state thought to bias visual processing to be
more global or holistic in nature. Given the large body of evidence suggest-
ing that faces are processed holistically, positive affect may lead to superior
face processing for extraverts aside from their increased social experiences
(i.e. positive affect may mediate any relationship between extraversion and
face recognition ability). To examine the relationships between extraver-
sion, positive affect, and face and non-face recognition ability, university
student participants completed self-report measures of personality and
affect before completing the Cambridge Face Memory Task (CFMT), and a
matched control task assessing recognition of cars (Cambridge Car Memory
Task, CCMT). Each measure was taken twice, separated by one week. All
measures showed very high test-retest reliability and scores were therefore
averaged across both sessions. A face-specific recognition advantage was
observed for individuals high in extraversion in that extraversion predicted
better face recognition, even when controlling for non-face recognition. No
relationships were observed between state or trait positive affect and rec-
ognition ability. Further, statistically controlling for affect strengthened
the relationship between extraversion and face-specific recognition abil-
ity, suggesting that there is something inherent to extraversion aside from
positive affect that benefits face recognition. We suggest that extraverts
gregariousness allows greater opportunities for developing face expertise.

Acknowledgement: This work was supported by an NSERC Discovery grant to
the first author.
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Attention: Space and awareness
Saturday, May 16, 2:30 - 4:15 pm

Talk Session, Talk Room 1

Moderator: James Herman

24.11, 2:30 pm The mind-writing pupil: near-perfect decoding of
visual attention with pupillometry Sebastiaan Mathot' (s.mathot@
cogsci.nl), Jean-Baptiste Melmi', Lotje Van der Linden’, Stefan Van der
Stigchel?; 'Aix-Marseille University, CNRS, LPC UMR 7290, Marseille,
France, “Dept. of Experimental Psychology, Helmholtz Institute, Utrecht
University, The Netherlands

When the eyes are exposed to light, the pupils constrict. This is the well
known pupillary light response. What is less well known is that the pupil-
lary light response is not a simple reflex to light, but is modulated by visual
attention: When you covertly attend to a bright stimulus, your pupil con-
stricts relative to when you attend to a dark stimulus. Here we describe a
human-computer interface that is based on this principle, i.e. decoding the
focus of covert visual attention with pupillometry. Participants fixated in
the center of a display, and selected (i.e. covertly attended to) one of several
stimuli presented in a circular arrangement. Each stimulus was presented
on a background with alternating brightness. Small changes in pupil size
reflected the brightness alternations of the selected stimulus’ background,
and this allowed us to determine which stimulus was selected with nearly
perfect accuracy on a trial-by-trial basis. An extension of this technique,
in which the stimulus array serves as a virtual keyboard, even allows for
arbitrary text input. As a human-computer interface, this technique has
several key advantages: It is intuitive, because there is a direct mapping
between the task (attending to a stimulus) and the goal (selecting a stim-
ulus); It allows for bi-directional communication, because the analysis can
be performed on-line; It is non-invasive and can be done with currently
available low-cost eye trackers; It is reliable, i.e. decoding accuracy is nearly
perfect under good conditions. We discuss potential applications, such as
communication with locked-in patients and ultra-secure password input.

Acknowledgement: Marie Curie Action 622738

24.12, 2:45 pm Selective attention within the foveola Martina Poletti'

(martinap@bu.edu), Marisa Carrasco? Michele Rucci'; 'Department of
Psychological and Brain Sciences, Boston University, 2Department of
Psychology, New York University

Background: We have recently shown that, contrary to the widespread
assumption, vision is not uniform within the foveola, the tiny (~0.8 deg2
in area) high-acuity region of the fovea where rods are absent and cones
most densely packed. Performance in fine spatial discrimination drops
just a few arcminutes away from the center of the preferred retinal locus
of fixation, an effect normally compensated by microsaccades, which
precisely bring this locus on the object of interest. Humans can covertly
shift attention away from the center of gaze toward objects in the visual
periphery. However, it is unknown whether attention can also be selec-
tively controlled within the foveola. Purpose: To test the hypothesis that,
like eye movements, attention can also be selectively allocated at this
microscopic scale, and facilitate target detection within the foveola. Meth-
ods: We manipulated endogenous (voluntary) attention. Observers were
asked to detect the presence of targets, as fast and accurately as possible,
at cued and uncued locations, with valid, neutral and invalid cues. Mea-
suring attention shifts within the foveola is challenging because fixational
eye movements continually displace the projection of the stimulus on
the retina. We circumvented this problem by relying on gaze-contingent
display control techniques to selectively stimulate a desired eccentricity
within the foveola. We presented very small targets (5 arcminutes) at only
10 arcminutes from the center of gaze. Results: Reaction times were faster
when targets were presented at cued than uncued locations. The attentional
benefit (~25ms) was highly similar to that observed when stimuli were
displayed outside the foveola, at 30 eccentricity. Accuracy did not differ
significantly across attended and unattended locations for either eccentric-
ity. Conclusion: These findings indicate that we are capable of selectively
allocating attention to objects separated by only 20 arcminutes, revealing
a remarkably high resolution of endogenous attention within the foveola.

Acknowledgement: Grants: NIH EY18363, NSF 1127216, NSF 1420212

24.13, 3:00 pm Control of Spatial Attention by the Primate Superior

Colliculus James Herman' (hermanj@gmail.com), Richard Krauzlis';
'Laboratory of Sensorimotor Research, NEI, NIH

The primate Superior Colliculus (SC) plays a causal role in controlling spa-
tial attention. Microstimulation of the SC improves detection performance
at a specific spatial location. Inactivation of the SC causes both a spatially
specific deficit for stimuli inside the affected area of the visual field, and
an increase in distractability for stimuli outside the affected area. How-
ever, all these studies used motion stimuli. To determine the scope of the
SC’s role in controlling spatial attention, we instead used color, a feature
dimension that has only recently been appreciated as having importance
in the SC. In separate sessions, we recorded SC neuronal activity or revers-
ibly inactivated SC neurons with muscimol, while a monkey performed a
demanding covert attention task utilizing dynamic color stimuli described
previously (Herman & Krauzlis, 2014). The animal’s task was to respond
to color changes in the “cued” stimulus by releasing a joystick and to
ignore changes in a second, uncued “foil” stimulus. Color changes were
physically isoluminant saturation increases, masked by luminance noise,
and kept near the monkey’s detection threshold (80%). In most neurons
(62/66) color changes evoked brisk firing rate increases, often exceeding
that evoked by stimulus onsets (43/66). Also, change-related activity was
greater when the animal released the joystick than when he maintained his
hold, both for cued and foil changes. Complementing these neuronal data,
we found that SC inactivation had a dramatic effect on the monkey’s task
performance (6 sessions). When the cued stimulus was presented inside
the affected area, hit rate dropped from an average of 68% to 26%; concur-
rently, the animal’s rate of erroneously responding to foil changes outside
the affected area jumped from 4% to 26%. We conclude that the SC is likely
necessary for covert spatial attention regardless of visual feature dimension.

24.14, 3:15 pm Egocentric and allocentric neglect after right and
left hemisphere lesions in a large scale neglect study of acute
stroke patients: Prevalence and recovery. Nele Demeyere' (nele.
demeyere@psy.ox.ac.uk), Celine Gillebert', Liam Loftus', Glyn Hum-
phreys'; 'Cognitive Neuropsychology Centre, Department of Experimen-
tal Psychology, University of Oxford

Left neglect is traditionally reported to be much more common and more
severe than right neglect. Often this is taken as support for a right hemi-
spheric specialisation of visuo-spatial attention. Here, we explore the inci-
dence and severity of ego-and allocentric neglect in a consecutive acute
stroke sample (N=298) and compare left versus right neglect recovery 6
months post stroke (N=121). Patients completed the hearts cancellation
task from the Oxford Cognitive Screen on average after 6 days and again
6 months post-stroke. The results demonstrated that egocentric and allo-
centric neglect are separable subtypes with egocentric and allocentric
neglect occurring in isolation in 46 and 27% of the acute neglect patients,
respectively. In addition, we found that in participants with only allocentric
neglect there was no egocentric spatial laterality to the false positive errors
made. Though left egocentric neglect was more prevalent (67%) in right
hemisphere patients, the severity was not significantly different from that
in left hemisphere cases (in terms of the absolute asymmetry scores). In
addition, there was an equal incidence of left and right allocentric neglect
(51% vs 49%). However, in terms of recovery, at 6 months post stroke, right
neglect was much more likely to recover (only 2 patients still demonstrated
right neglect at follow up). There were no differences in recovery rates for
ego- vs allocentric neglect. The lack of an effect of egocentric spatial bias to
allocentric errors provides strong evidence that these disorders are inde-
pendent. In addition, the greater likelihood of left neglect continuing at 6
months, despite it having the same severity for left and right hemisphere
patients, is consistent with right hemisphere patients (and patients with
chronic neglect) having disorders additional to a bias in spatial orienting.

Acknowledgement: Oxford Cognitive Health, NIHR Clinical Research Facility

24.15, 3:30 pm Barack Obama Blindness (BOB): Absence of visual
awareness to a single object Marjan Persuh’' (mpersuh@bmcc.cuny.

edu), Robert Melara?; 'Department of Social Sciences and Human Services,
Borough of Manhattan Community College, City University of New York,
“Department of Psychology, City College, City University of New York
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Previous experiments have shown that people miss a visible but unex-
pected object in a field of other objects when engaged in an attentionally
demanding task. Yet no previous experiment has examined the extreme
case of blindness to a single object appearing alone in the visual field.
In two experiments we evaluated whether a perceiver’s prior expecta-
tions could alone obliterate his or her awareness of a salient visual stim-
ulus. To establish expectancy, observers first made a demanding visual
discrimination on each of three baseline trials. Then, on a fourth, critical
trial, a single, salient and highly visible object appeared in full view at
the center of the visual field and in the absence of any competing visual
input or competing task demands. Surprisingly, fully half of the partici-
pants were unaware of the solitary object in front of their eyes. Yet in a
control condition these same observers easily detected the same object in
the same screen position. Dramatically, observers were even blind when
the only stimulus on display was the face of U.S. President Barack Obama.
We term this novel, counterintuitive phenomenon, Barack Obama Blind-
ness (BOB). Employing a method that rules out putative memory effects by
probing awareness immediately after presentation of the critical stimulus,
we demonstrate that the BOB effect is a true failure of conscious vision.

24.16, 3:45 pm Bayesian ideal observer predicts weak forms of
blindsight in normal observers Megan Peters' (peters.megan@gmail.

com), Hakwan Lau'; 'Psychology Department, University of California
Los Angeles

It has been reported that damage to V1 can lead to “blindsight”: such
patients can discriminate simple visual stimuli above chance and yet
allegedly report no conscious visual percept. It has also been suggested
that similar forms of “unconscious vision” can be demonstrated in normal
observers, i.e. under certain experimental conditions (e.g. low-contrast
masked stimuli) subjects can perform above-chance discrimination even
when rating confidence/stimulus visibility at the lowest level. However,
from a signal detection theoretic (SDT) perspective, these findings may be
trivial: subjects may report low confidence/invisibility only because the
signal falls below an arbitrary confidence/visibility criterion, rather than
being truly invisible. We therefore investigated whether perceptual dis-
crimination without subjective awareness can be demonstrated unequiv-
ocally by the rigorous standards of ideal observer analyses. To bypass the
criterion problem mentioned above, we probed confidence with a 2-inter-
val forced-choice procedure (Barthelmé & Mamassian, 2009, PLoS CB):
normal observers viewed paired intervals of masked stimuli, discriminated
the orientation of each (left/right tilted), and then chose which decision
they were more confident in (Expt 1) or which stimulus was more visi-
ble (Expt 2). Importantly, in one interval the stimulus had zero contrast,
meaning above-chance orientation discrimination was impossible. Strong
evidence for blindsight would consist of subjects” discriminating the stim-
ulus above-chance yet failing to consistently select it as more confident/
visible relative to the blank interval. Such suboptimal behavior would vio-
late common models of perception. In both experiments, intriguingly, we
found that observers judged confidence/visibility with lower sensitivity
than they could discriminate orientation, according to SDT measures, sug-
gesting there may be evidence for compromised subjective awareness. Cru-
cially, however, a Bayesian ideal observer model predicts similar behav-
ior. We argue that traditional SDT analyses make unrealistic assumptions
about what observers can do in these tasks, and show with simulations
how misleading results could be obtained via conventional procedures.

24.17,4:00 pm Inattentional blindness reflects limitations on per-
ception, not memory: Evidence from repeated failures of aware-

ness Emily Ward' (amyunimus@gmail.com), Brian Scholl’; 'Department
of Psychology, Yale University

Perhaps the most striking phenomenon of visual awareness is inattentional
blindness (IB), in which a surprisingly salient event right in front of you
may go completely unseen when unattended. Does IB reflect a failure of
online perception, or only of subsequent encoding into memory — a form of
“inattentional amnesia” (e.g. Wolfe, 1999)? Previous work has been unable
to answer this question, due to a seemingly intractable dilemma: ruling out
memory requires immediate perceptual reports, but soliciting such reports
fuels an expectation that eliminates IB. Here we introduce a way to escape
this dilemma, reporting two experiments that evoke repeated IB in the same
observers, in the same session, and even when unexpected events must be
immediately reported, mid-event. We employed a sustained IB task: after
several trials of a demanding primary tracking task, an Unexpected Event
(UE) occurred: a new object (with a novel shape, color, and motion direction
compared to everything else in the display) appeared, after which observers
were asked (in various ways) whether they had noticed it. Subsequently,
observers had to immediately press a key any time (throughout the rest

of the experiment) they saw something different or unexpected. Observers
made use of such keypresses when the very same UE was later repeated,
but when an equivalent UE with entirely new features (now differing in
color, shape, and motion direction from all of the other objects and from the
previous UE) subsequently appeared, observers failed to report it — even
mid-event, during the 5 seconds that it traversed the display. Thus, observ-
ers fail to see salient events not only when they have no expectation, but
also when they have the wrong expectations. These experiments demon-
strate that IB is aptly named: it reflects a genuine deficit in moment-by-
moment conscious perception, rather than a form of inattentional amnesia.

Perception and Action: Reaching, grasping

and tracking

Saturday, May 16, 2:30 - 4:15 pm
Talk Session, Talk Room 2
Moderator: Joan Lopez-Moliner

24.21, 2:30 pm Continuous Psychophysics: measuring visual sen-
sitivity by dynamic target tracking Lawrence Cormack'?* (cormack@
mail.utexas.edu), Kathryn Bonnen??, Johannes Burge*, Jacob Yates??,

Pillow Jonathan®, Alexander Huk'??; "Department of Psychology, The
University of Texas at Austin, *Institute for Neuroscience, The University
of Texas at Austin, *Center for Perceptual Systems, The University of
Texas at Austin, “Department of Psychology, The University of Pennsyl-
vania, *Department of Psychology and Princeton Neuroscience Institute,
Princeton University

We introduce a novel framework for estimating visual sensitivity using a
continuous target-tracking task in concert with a dynamic internal model
of human visual performance. In our main experiment, observers used a
mouse cursor to track the center of a 2D Gaussian luminance target as it
moved in a Brownian walk in a field of dynamic Gaussian luminance noise.
To estimate visual sensitivity, we fit a Kalman filter to the tracking data
assuming that humans behave roughly as Bayesian ideal observers. Such
observers optimally combine prior information with noisy observations to
produce an estimate of target location at each point in time. We found that
estimates of human sensory noise obtained from the Kalman filter model
were highly correlated with traditional psychophysical measures of human
sensitivity (R2 > 0.97). Because data can be collected at the display frame
rate, the amount of time required to measure sensitivity is greatly reduced
relative to traditional psychophysics. While our modeling framework pro-
vides principled estimates of sensitivity that are directly comparable with
those from traditional psychophysics, easily-computed summary statistics
based on cross-correlograms of the tracking data also accurately predict rel-
ative sensitivity, and are thus good empirical substitutes for the more com-
putationally-intensive Kalman filter fitting. As a second example, we show
contrast sensitivity functions quickly determined using target tracking.
Finally, we show that psychophysical reverse-correlation can also be quickly
done via tracking. We conclude that dynamic target tracking is a viable and
faster alternative to traditional psychophysical methods in many situations.

Acknowledgement: NIH (LKC, ACH, JB, JY, JP), NSF (KLB, JP)

24.22, 2:45 pm Sensory-motor adaptation is (mostly) linear Todd
Hudson' (hudson@cns.nyu.edu), Jay Lee?, Michael Landy"; 'Psychology

& Center for Neural Science, New York University, Phillips Exeter Acad-
emy

Sensory-motor adaptation is usually conceived as an automatic process
that maintains the calibration between motor plans and movement out-
comes. Viewed as a mechanism that monitors disturbances and produces
compensatory motor outputs, sensory-motor adaptation can be thought of
as a filter. The first question one normally asks regarding filter performance
is whether it is linear. We test homogeneity and additivity using a sinu-
soidal sensory-motor perturbation of reach endpoints (Landy & Hudson,
VSS 2012). Methods: Subjects made center-out reaches on a tabletop with
fixed starting point, and with target direction and distance chosen to fall
randomly within an annulus centered on the start position. Feedback was
shown on a frontoparallel display. During each reach, only the target was
shown. Fingertip endpoint was shown (shifted) on reach completion. The
amount of shift was either a single or the sum of two sinewaves (over
trials), with a peak shift of never more than 6 mm. Homogeneity was tested
by measuring the response to sinewave-perturbed endpoints following
a single sinusoidal disturbance with amplitude A and, in a separate ses-
sion, 2A. As a test of additivity, the adaptive response to two sinewaves (A
and B, of different frequencies) measured separately was compared to the
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response to perturbation using their sum. Results: The sensory-motor adap-
tive response to perturbations in (Cartesian) x- and y-dimensions are consis-
tent with linearity, in that the response to A and B sinusoidal perturbations
measured in isolation predict the adaptive response to the 2A and the A+B
perturbations. By the same criteria, the polar gain dimension also displays
linearity. However, the polar angle dimensions displays a small but statis-
tically significant deviation from linearity in its phase response in the addi-
tivity condition: its response to the A+B perturbation lags differently than
predicted by its response to the A and B perturbations applied separately.

Acknowledgement: NIH EY08266

24.23, 3:00 pm Online vision of the hand supports accurate grasp
performance in illusory contexts Evan Cesanek’ (evan_cesanek@
brown.edu), Carlo Campagnoli', Claire Walker', Fulvio Domini'?
'Department of Cognitive, Linguistic, and Psychological Sciences, Brown
University, ?Center for Neuroscience and Cognitive Systems@UniTn,
Italian Institute of Technology

Grasping is a flexible human motor behavior coordinated on the basis of
perceptual information about the structure of surfaces in reachable space.
In two original experiments, we investigated the perceptual information
supporting accurate grasp performance. Participants in these experiments
reached-to-grasp target objects that were situated in illusory contexts
under two perceptual conditions: a natural closed-loop condition with
full visual feedback and a modified closed-loop condition which selec-
tively prevented online vision of the hand. In natural closed-loop grasp-
ing in an illusory context, we found that the anticipatory opening between
the forefinger and thumb (grip aperture) reflected the illusory perceptual
size in early stages and the veridical physical size in late stages. Dynamic
analysis of grip aperture scaling revealed a clear mid-flight correction,
suggesting that additional information for motor control was made avail-
able during grasp execution. Based on this finding, we conducted a fol-
low-up experiment in which we prevented online vision of the hand. In
contrast to the natural closed-loop condition where maximum grip aper-
ture (MGA) was tuned to veridical physical size, in the modified closed-
loop condition we found that MGA was tuned to illusory perceptual size.
This work focuses on the implications of these results for the perceptual
control of action, arguing that they cannot be accounted for by explana-
tions that posit specialized vision-for-action processes capable of extract-
ing metrically accurate, Euclidean spatial information akin to a 3D depth
map of the local environment. As an alternative, the results suggest that
online control processes based on visual comparison of hand and target
positions could support accurate grasp performance in illusory contexts.

24.24, 3:15 pm Automatic adjustments to grasping movements from
unconscious visual information Zhongting Chen' (u3001782@hku.hk),
Jeffrey Saunders'; 'Department of Psychology, University of Hong Kong

We investigated whether control of hand movements can be driven by
visual information that is not consciously perceived. Previous studies
have shown that subjects can make corrective responses to perturbations
during hand movements even when they do not notice the perturbations.
We tested whether movements can be affected by visual information that
is not perceived at all, using backward masking to prevent conscious per-
ception. Subjects performed reach-to-grasp movements toward 2D virtual
objects that were projected onto a rigid surface. They were instructed to
touch the projection surface at the locations that they would use to pick
up the object. On perturbed trials, the target object was briefly shown
(33 ms) at an orientation that was #20° from the original orientation, fol-
lowed by a 200 ms mask. Perturbations were triggered when the index
finger was 20 cm away from the target. After the mask, the original target
reappeared and remained visible until completion of movement. Thus,
the task did not require any response to the perturbations. Unperturbed
trials were identical except that the orientation of the target remained con-
stant. None of the subjects reported noticing the masked perturbations,
and a follow-up test found that half of the subjects could not reliably dis-
criminate the perturbations even when trying. Despite the lack of aware-
ness, the brief views of the rotated targets caused detectable changes in
the grip axis during movement. Approximately 200 ms after perturbation
onset, the grip axes in perturbed trials began to rotate in the direction of
the target rotation, reaching a maximum deviation of 1.2° after another
200 ms. These biases were corrected during the final movement, so that
the final grasp axes were not significantly different across perturbation
conditions. The results demonstrate that visual information can affect
control of hand movement even when it is not consciously perceived.

Acknowledgement: supported by the Hong Kong Research Grants Council, GRF
753211H

24.25, 3:30 pm Evidence for a functional and anatomical disso-
ciation in the use of size constancy for perceptual report and
goal-directed grasping Robert Whitwell'?3, Irene Sperandio?, Gavin

Buckingham?®, Philippe Chouinard®, Melvyn Goodale**”; 'The Graduate
Program in Neuroscience, The University of Western Ontario, London,
Canada, *The Department of Psychology, The University of Western
Ontario, London, Canada, *The Brain and Mind Institute, The University
of Western Ontario, London, Canada, “School of Psychology, University

of East Anglia, Norwich, UK, *Department of Psychology, Heriot-Watt
University, Edinburgh, UK, ¢School of Psychological Science, La Trobe
University, Melbourne, Australia, "The Department of Physiology and
Pharmacology, The University of Western Ontario

On a moment-to-moment basis, we experience the visual world as perma-
nent and unchanging despite the fact that the retinal image size of objects in
the scene change with changes in viewing distance. After all, to the ‘naked
eye’, the real size of objects rarely changes over short time scales and our
visual system faithfully delivers this experience in terms of visual object-
size constancy. Arguably, visual size constancy operates during prehension
as well: objects can vary in retinal image size at different positions within
reachable space and yet the visuomotor system codes grasping movements
on the basis of the target’s real size. Previous evidence from our labora-
tory, however, suggests that visual size-constancy for perception and for
goal-directed grasping are not unitary. Here, we demonstrate conclusively
that visual size constancy for perception and for grasping are functionally
and anatomically dissociable. We tested a cortically blind patient, MC, who
has large bilateral lesions encompassing almost the entire occipital lobe.
We first demonstrate that MC’s verbal and manual reports of target size
depend entirely on retinal image size. Next, we show that despite MC’s reli-
ance on retinal image size for explicit reports of target size, her grasps are
tuned to trial-to-trial changes in the real size of the targets - even when their
retinal image size remain constant. Critically, for both perceptual report
and grasping, the targets were presented at eye level in the absence of any
environmental cues. We conclude that MC’s spared size-constancy for pre-
hension depends on the dorsal visual pathway’s privileged access to shifts
in horizontal gaze angle and/or accommodation to calibrate her grasps.

24.26, 3:45 pm Humans maintain probabilistic belief states when
tracking occluded objects Matjaz Jogan' (mjogan@sas.upenn.edu),

Alan He?, Alexander Tank? Alan Stocker'; 'Department of Psychology,
University of Pennsylvania, 2Department of Bioengineering, University of
Pennsylvania, *Department of Statistics, University of Washington

Humans are quite accurate in tracking moving objects whose trajectories
are occluded. An intuitive sense for the laws of physics (so-called “intuitive
physics”) allows us to predict the future position of a dynamic object based
on initial information about its motion. Recent experimental results sug-
gest that these predictions reflect the outcome of a probabilistic inference
process based on noisy observations and an accurate physics model of the
world. However, it remains unknown whether humans mentally track
and update i) an estimate or ii) a full probabilistic description of the object
position (belief state). We designed a set of psychophysical experiments
to specifically distinguish the two hypotheses. Subjects were first asked to
predict the collision location of a moving object with a hidden wall. The tra-
jectory of the object was occluded and subjects were only given the object’s
initial motion and an acoustic signal at the precise time of collision. Sub-
jects exhibited clear biases in their location estimates that indicated that
they were performing probabilistic inference using prior expectations over
speed and location. Subjects then repeated the experiment receiving, how-
ever, an additional spatial cue about the hidden wall location. By intro-
ducing different levels of uncertainty associated with this cue we expected
subjects to assign different relative weights in combining the cues if they
were maintaining full belief states while tracking. More specifically, by
measuring subjects performance for each cue alone we were able to indi-
vidually predict optimal behavior and verify whether it matched sub-
jects” actual behavior. We found that subjects” behavior was indeed well
predicted by a Bayesian belief state model that optimally combined cues
across space, time, and object motion. Our results suggest that humans
maintain and update full belief states when predicting object trajectories.

Acknowledgement: Office of Naval Research

24.27,4:00 pm Depth modulations for reaching across superior
parietal lobule Patrizia Fattori' (patrizia.fattori@unibo.it), Kostas Hadji-

dimitrakis? Giulia Dal Bo"', Annalisa Bosco', Rossella Breveglieri', Clau-
dio Galletti'; "Dept. Pharmacy and Biotechnology, University of Bologna,
Italy, 2Dept. Physiology Monash University, Melbourne, Australia
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Single cell recordings in the awake monkey have so far neglected the depth
dimension of visuomotor transformations for reaching. In the few cases
where depth has been taken into account, direction has been left apart.
The coexistence of depth and direction information for reaching requires
further studies, as usually our reaching movements in real life occurr by
changes in the distance and laterality of our hand positions in periper-
sonal space. Here, we investigated how reach depth and reach direction
interact at single cell level in two areas of superior parietal cortex (SPL):
area V6A and PEc, located caudally in the SPL, in a region of the poste-
rior parietal cortex medial to area MIP/PRR. Two macaque monkeys per-
formed a fixation-to-reach task in 3-dimensional space, toward foveated
targets located at different distances and lateralities. We analized the spa-
tial tuning of about 200 neurons per area in several phases of this delay
reaching task: target fixation, early and late delay period, movement and
holding times. We found that depth and direction signals influenced jointly
alarge number of neurons in both areas in all epochs of the task considered,
with PEc showing more independent processing of depth and direction,
especially before the arm movement onset. In PEc, the effect of direction
was more prevalent than depth before reaching execution while the reverse
was true for depth. In V6A, depth and direction similarly influenced neural
activity for the entire trial. These findings suggest the involvement of
both areas in visuospatial and action representations in 3D peripersonal
space, with a caudo-rostral trend from a joint processing of depth and
direction signals for eye position and reach execution in V6A to an encod-
ing of depth related mostly to arm movement in PEc. These data reflect
a rostro-caudal trend similar to that observed in human fMRI studies.

Acknowledgement: Firb 2013 N. RBFR132BKP, PRIN by MIUR, Fondazione del
Monte di Bologna e Ravenna

Development

Saturday, May 16, 5:15 - 6:45 pm
Talk Session, Talk Room 1
Moderator: Rowan Candy

25.11, 5:15 pm Vergence Sensitivity in 5-10 Week-0Id Infants Eric
Seemiller' (eric.seemiller@gmail.com), T. Candy’; 'Indiana University
School of Optometry

Introduction Fine motor alignment of the two eyes is necessary for appro-
priate binocular experience, yet in adults it appears that binocular pro-
cesses are responsible for fine motor alignment. There is substantial evi-
dence that infants start to respond to binocular retinal disparity (a primary
cue for motor alignment) at 3-5 months of age. However, rudimentary
eye alignment is possible from birth and matures with age. How does eye
alignment develop in the absence of adult-like binocular processes? Here
we investigate the sensitivity of vergence eye movements in 5-10 week
old humans to a target moving in depth, while addressing the possible
influence of accommodation. Methods Infants (5-10 weeks) and adult con-
trols viewed a naturalistic movie stimulus on a screen that moved sinu-
soidally in depth at three different amplitudes (1.0, 0.5 and 0.25 MA) at
0.1 Hz. A photorefractor measured horizontal eye position and refractive
status at 25 Hz. FFTs provided the amplitude spectra of both vergence and
accommodation responses for comparison with the stimulus spectrum.
Signal plus noise : noise ratios (SNRs) were calculated by dividing the
response at the stimulus frequency by the mean of the adjacent frequen-
cies. Results Vergence SNRs were significantly different from 1 (signal +
noise equals noise) at even the smallest amplitudes tested (mean SNR =
2.10; p =0.03). suggesting that infants of 5-10 weeks could generate a ver-
gence response to a full cue stimulus moving in depth at 0.25 MA (~30
minutes of disparity) Accommodation responses were only significant for
the two larger amplitudes (mean SNRs = 2.84, 1.47; p = 0.04, 0.03). Adult
SNRs were all significant for accommodation and vergence (p < 0.002).
Discussion Infants make vergence responses to 0.25 MA stimulus move-
ments at least one month prior to the documented onset of disparity sen-
sitivity. Implications for development of eye alignment will be discussed.

Acknowledgement: NIH(RO1EY 14660, P30EY019008)

25.12, 5:30 pm Characterizing Perceptual Alternations During
Binocular Rivalry in Children Amanda Beers' (beersam@mcmaster.

ca), Michael Slugocki', Terri Lewis', Allison Sekuler', Patrick Bennett';
'Department of Psychology, Neuroscience & Behaviour, McMaster Uni-
versity

Although binocular rivalry has been examined thoroughly in young adults,

we know relatively little about its developmental trajectory. To address
this issue, we created a child-friendly task, in which we presented pairs of

orthogonal, oblique sine wave gratings to 7-, 9-, 11-year-olds, and young
adults (mean = 21.25 years). Stimulus size (diameter = 1.4 or 4.4) and con-
trast level (0.2 or 0.8), factors with well-known effects on rivalry in young
adults, varied across trials. On each trial, participants recorded their alterna-
tions among percepts (each of the two exclusive, mixed, and fading/other)
with a handheld button box. To measure accuracy of reported percepts,
we intermixed pseudo-rivalry with experimental trials. For experimental
trials, dependent measures included the average duration and proportion
of time participants reported viewing each type of percept. Children spent
a significantly greater proportion of time viewing exclusive percepts and
less time viewing mixed percepts compared to young adults, a finding that
provides evidence against the prediction of increased mixed percepts in
children (Kovacs & Eisenberg, 2005). Sequential patterns of alternations
between percepts also varied between children and young adults. For
example, the proportion of return transitions increased from childhood to
adulthood, specifically for low contrast conditions. Average durations for
exclusive percepts did not differ significantly across age groups, contrary
to previous reports suggesting faster alternation rates in children (Kovacs
& Eisenberg, 2005; Hudak et al., 2011). Average durations for mixed per-
cepts were shorter in children compared to young adults. No differences
were observed between 7-, 9-, and 11-year-olds for any dependent measure.
These are the first reports of several characteristics of binocular rivalry in
children, specifically measures of mixed percepts and sequential transitions.
Acknowledgement: National Sciences and Engineering Research Council of
Canada and Canada Research Chairs Program to A.B.S. and PJ.B., Canadian Insti-
tutes of Health Research to A.B.S, PJ.B,and T.L.L., and Vanier Canada Graduate
Scholarship to A.M.B.

25.13, 5:45 pm A short period of visual deprivation at birth triggers
long-lasting crossmodal reorganization of the occipital cortex in
humans Olivier Collignon' (olivier.collignon@unitn.it), Giulia Dormal?,

Adelaide de Heering?, Franco Lepore?, Terri Lewis?, Daphne Maurer?
'Centre for Mind/Brain Science (CIMeC), University of Trento, Italy,
*Centre de Recherche en Neuropsychologie et Cognition (CERNEC),
Université de Montréal, Canada, *Visual Development Lab, Department of
Psychology, Neuroscience and Behaviour, McMaster University, Canada.

The study of sensory deprivation is a striking model to reveal the role
experience plays in sculpting the functional architecture of the brain. Here
we used functional Magnetic Resonance Imaging to characterize brain
responses to auditory stimuli in 11 adults who had been deprived of all
patterned vision at birth by dense congenital cataracts in both eyes until
they were removed surgically at 9 to 238 days of age. When compared to
a control group with typical vision, the cataract-recovery group showed
enhanced auditory-driven activity in two focal bilateral visual regions
(the superior occipital gyrus and the cuneus) classically considered ret-
inotopic. The crossmodal activation of occipital regions correlated neither
with visual acuity nor with the duration of deprivation in the cataract-re-
covery group. A combination of dynamic causal modeling with Bayesian
model selection indicated that this auditory-driven activity in the occipi-
tal cortex was better explained by direct cortico-cortical connections with
primary auditory cortex than by subcortical reorganizations. These results
demonstrate that a short period of visual deprivation during the early
sensitive period of brain development leads to enduring large-scale cross-
modal reorganization of the brain circuitry typically dedicated to vision.
Acknowledgement: This research was supported in part by the Quebec Bio-Im-
aging Network ‘pilot project’ grant (FL, OC), the Canadian Institutes of Health
Research (FL), the

25.14, 6:00 pm Deficits in integration of global motion and form in
noise is associated with the severity and type of amblyopia. Mahesh

Joshi' (Mahesh.Joshi@gcu.ac.uk), Anita Simmers', Seong Jeon'; 'Vision
Research Group, Department of Vision Sciences, Glasgow Caledonian
University

Motion and form processing along the functionally differentiated dorsal
and ventral stream is reported to be abnormal in amblyopia; however lim-
itations in previous stimuli have made analogous comparison of the out-
puts from these two streams difficult. In the current study, we characterise
both functions in amblyopia using equivalent stimuli for fine global motion
and orientation discrimination in the presence of noise. Anisometropic
(n = 6) and strabismic (n = 6) amblyopes, and 12 visually normal subjects
monocularly estimated the mean direction of motion of random dot kine-
matogram (RDK) and orientation of Glass pattern (Glass), whose direc-
tions/orientations were drawn from normal distributions with a range
of means and variances that served as external noise. Two levels of noise
were tested to obtain direction/orientation discrimination threshold in the
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absence of noise then threshold variance at the multiples of the direction/
orientation threshold. For all subjects the thresholds for Glass were higher
than RDK. The direction/orientation thresholds were higher for ambly-
opic eye (AE) in the strabismic group compared to the fixing eye (FE) and
normal observers (NE) but not for anisometropic group. The MANOVA
for the strabismic group revealed significant effect of both eyes (p < 0.01)
and stimulus type (p < 0.01) but no interaction (p > 0.1), with thresholds
significantly higher for the AE than both FE and NE (ps < 0.05) on pairwise
analysis. The MANOVA for the anisometropic group showed no signifi-
cant effect of eyes (p > 0.1) but a significant effect of stimulus type (p <
0.001) with no interaction (p > 0.1). Our results show a deficit in motion and
form perception only in subjects with dense strabismic amblyopia, irrespec-
tive of noise levels. The thresholds will be modelled to parse out the influ-
ence of local and global processing mechanisms in the respective streams.

25.15, 6:15 pm Visual cortex of congenitally blind individuals
responds to symbolic number Shipra Kanjlia' (skanjlil@jhu.edu),
Connor Lane’, Lisa Feigenson', Marina Bedny'; 'Department of Psycholog-
ical and Brain Sciences, Johns Hopkins University

Numerical processing is considered to be a highly visual capacity. Like
other early visual features, numerosity is susceptible to visual adapta-
tion. Numerosity-selective neurons naturally emerge in the dorsal visual
stream of monkeys. Math abilities are predicted by both visual numerical
estimation abilities and visuospatial abilities. Math calculation also acti-
vates the intraparietal sulcus (IPS), which responds to visual numerosity.
Do numerical processing abilities depend on visual experience? We asked
whether the cortical circuits involved in numerical processing develop nor-
mally in individuals who are blind from birth. While undergoing fMRI,
17 blind and 19 sighted participants heard pairs of equations (e.g. X-2=5,
X-4=3) and judged whether the value of “X” was the same. Equations
were either simple (single-digit, e.g. X-2=7) or complex (double-digit, e.g.
X-12=17). In a control task, participants judged whether pairs of sentences
had the same meaning. In a second experiment, participants heard syn-
tactically simple and complex sentences and answered yes/no questions
about them. Just as in sighted individuals, the IPS in blind individuals
responds more to math than sentences and is sensitive to math complex-
ity. In blind individuals the typical IPS activity extended posteriorly into
“visual” occipital cortex. We found responses to auditory number symbols
in the anatomical territory of dorsal V1 to V3. The response profile of this
“visual” number area was similar to the IPS: 1) it responded more to math
than sentences 2) was sensitive to math difficulty and 3) was not sensitive
to syntactic complexity. We find that blind individuals develop typical
IPS responses to number. This suggests that numerical representations
in the IPS are not tied to visual processing abilities. Blind but not sighted
individuals also activate “visual” cortical areas during numerical tasks.
Together with prior data from our lab, these results suggest that higher
cognitive functions expand into deafferented visual cortex of humans.

25.16, 6:30 pm The causal link between magnocellular-dorsal path-
way functioning and dyslexia Simone Gori'? (simone.gori@unipd.it),
Aaron Seitz?, Luca Ronconi'?, Sandro Franceschini'?, Andrea Facoetti '
'Developmental and Cognitive Neuroscience Lab, Department of General
Psychology, University of Padua, Padova 35131, Italy, 2Developmental
Neuropsychology Unit, Scientific Institute “E. Medea”, Bosisio Parini,
Lecco 23842, Italy, *Department of Psychology, University of California -
Riverside, Riverside, CA, USA.

Impaired auditory-phonological processing is widely assumed to char-
acterize dyslexic individuals. However, the magnocellular-dorsal (MD)
pathway deficit theory, while controversial, has long been argued to play
an important role in developmental dyslexia. The debate has centered on
the critique that the visual MD deficit found in individuals with develop-
mental dyslexia could just be a consequence of an impoverished reading
experience. Here, we employ a comprehensive approach that incorporates
all the accepted methods required to test the relationship between the MD
pathway and developmental dyslexia: (i) a comparison with reading level
controls, that are younger controls who read at the same level as the dys-
lexics (Experiment 1); (ii) a prospective-longitudinal approach, in which
MD functioning was measured in pre-readers and a correlation then estab-
lished with the future reading development (Experiment 2); and (iii) two
remediation studies, in which the MD pathway is specifically trained and
reading improvement is established (Experiment 3 and 4). The results of all
the four experiments point strongly in the direction of a causal relationship
between MD deficit and developmental dyslexia. Since an MD dysfunc-
tion can be diagnosed much earlier than a reading and language disorders,

our findings pave the way for low resource-intensive, early prevention
programs that could drastically reduce the incidence of reading disorders.

Face Perception: Flexible coding
Saturday, May 16, 5:15 - 6:45 pm

Talk Session, Talk Room 2

Moderator: Tamara Watson

25.21, 5:15 pm Face-selective areas sensitive to motion are also
selective to human voice Jonathan Oron' (oronjonl@mail.tau.ac.il),
Galit Yovel'?; 'Sagol School of Neuroscience, Tel Aviv University, 2School
of Psychological Sciences, Tel Aviv University

Human perception must deal in many cases with dynamism. In face
processing dynamism conveys rich social information including facial
expression, eye gaze and mouth movements. To examine the response to
dynamism within the neural face-processing system, we first identified
several face-selective regions using a dynamic face localizer. In addition to
the “core” face network, which includes the OFA, FFA and pSTS-FA, the
dynamic localizer revealed two additional face areas - the anterior Supe-
rior Temporal Sulcus (aSTS-FA) and the Inferior Frontal Gyrus (IFG-FA). A
few recent electrophysiology studies in monkeys and neuroimaging stud-
ies in humans have shown that areas in the STS and IFG are responsive
to voices suggesting a common mechanism for the processing of dynamic
visual and auditory information from faces. To assess this predication, we
presented subjects with dynamic stimuli of mute faces and audio clips of
human speech. Our results show no significant response to human speech
in the OFA and FFA while the pSTS-FA, aSTS-FA and IFG-FA showed
a significant response to human speech. To further assess whether these
areas are selective to human voices we examined their response to human
vs. non-human auditory stimuli. The pSTS-FA, aSTS-FA and IFG-FA
showed a significantly higher response to human auditory stimuli. In
conclusion, our data suggest a clear distinction between two face-selec-
tive pathways - the ventral face-selective network including the OFA and
FFA, encoding uni-modal, static form information and the dorsal network
including the pSTS-FA, aSTS-FA and IFG-FA, encoding dynamic multi-
modal information. These findings are inconsistent with the prevalent
neural model that defines the pSTS-FA as part of the core face system and
instead suggest a clear functional distinction between the pSTS-FA, which
is part of a separate network that additionally encodes vocal informa-
tion, and the OFA and FFA, which represent the visual aspects of a face.

25.22, 5:30 pm Seeing faces with your ears activates the left fusi-
form face area, especially when you’re blind Paula Plaza’ (paulapla-

zakin@gmail.com), Laurent Renier?, Anne De Volder?, Josef Rauschecker’;
'Laboratory of Integrative Neuroscience and Cognition Department of
Neuroscience, Georgetown University Medical Center, Washington, DC,
U.S.A., “nstitute of Neuroscience, Université Catholique de Louvain,
Belgium.

Restoring vision in blind people is an important goal and can be achieved
in certain cases, for instance by performing cataract surgeries in children.
However, reconnecting the visual system alone is not sufficient; the visual
cortex needs to be rewired. In order to fully appreciate visual informa-
tion, a mental representation of the world needs to be created. Here we
are presenting fMRI data from the visual cortex of blind people when they
were perceiving faces, houses, and geometric shapes encoded into sounds
by means of a sensory substitution device (SSD). Specifically, we focused
on selective visual brain areas related to this perception: the fusiform face
area (FFA), the lateral occipital complex (LOC) and the parahippocampal
place area (PPA). Each area was identified in sighted subjects under visual
conditions using a functional localizer consisting of pictures of famous per-
sons, visual 2-D geometric shapes and real houses. Then, region-of-interest
analyses were performed on the data acquired in both Congenitally Blind
(CB) and Sighted Control (SC) subjects when the SSD was used to dis-
criminate schematic drawings of faces, geometric shapes and houses. Our
results indicate that the left LOC was activated under all three conditions
in both groups, while the left FFA was activated in CB subjects selectively
during the SSD-face discrimination condition. No significant brain activity
was found in the PPA in CB or SC subjects at the group level. The specific
recruitment of the FFA during the perception of sound-encoded faces in CB
subjects shows that they can extract visual information from sound-encoded
objects and such perception activates the appropriate module in the visual
cortex. Our study also represents new evidence about the developmental
constraints on functional specialization in the absence of visual inputs.

Acknowledgement: NEI
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25.23, 5:45 pm The resilience of face recognition to early life stress
Laura Germine'?? (Igermine@fas.harvard.edu), Erin Dunn'?, Katie
McLaughlin?, Jeremy Wilmer®, Jordan Smoller'? 'Center for Human
Genetic Research, Massachusetts General Hospital, Department of
Psychiatry, Harvard Medical School, *Department of Psychology, Har-
vard University, ‘Department of Psychology, University of Washington,
*Department of Psychology, Wellesley College

Individuals vary substantially in their ability to recognize faces, and these
differences affect social functioning. But which aspects of nature and
nurture impact face recognition? Early life stress is a likely candidate, as
adverse childhood environments impact the development of many major
cognitive, social, and affective functions. At the same time, evidence from
twins suggests that variation in face recognition ability is due primarily
to variations in genes and not environments. Here, we use a combined
individual differences and epidemiological approach to directly assess
whether variations in early life stress are linked with face recognition abil-
ity. We define early life stress as exposure to one of 25 forms of common
childhood adversity before the age of 18. In approximately 4,000 adults,
we show that face recognition ability is not significantly associated with
variations in early life stress (including neglect, socioeconomic depri-
vation, physical abuse, and sexual abuse). Complex emotion percep-
tion ability, on the other hand, was reduced among individuals with a
range of early life stress experiences. Our findings indicate that face rec-
ognition ability is uniquely resilient to variations in early life stress and
childhood environment, thus ruling out domain general and process gen-
eral accounts of the impact of early life stress on cognitive development.

25.24, 6:00 pm Investigating the face inversion effect in adults with
Autism Spectrum Disorder using the fast periodic visual stimula-
tion paradigm Buyun Xu' (xubuyun@uvic.ca), James Tanaka'; 'Depart-
ment of Psychology, University of Victoria

Fast periodic visual stimulation (FPVS) is a powerful method for investigat-
ing the brain activity underlying human face processing. Previous studies
have shown that FPVS provides a reliable index of the face inversion effect
(FIE) (Liu-Shuang et al., 2013) and individual differences in face recognition
ability (Xu et al., 2014). In the current study, the FPVS method was used to
compare the discrimination of upright and inverted faces of 6 adults with
Autism Spectrum Disorder (ASD) and 6 age-matched typically developed
(TD) control participants. A repeated face stimulus (A) was presented at
a frequency of 6Hz (F) for a 60-second block with a different oddball face
(B, C, D) interspersed at every 5th cycle of presentation (F/5=1.2Hz) (i.e.,
AAAABAAAACAAAAD....). Faces within each 60-second block were pre-
sented either in their upright or inverted orientations. It is hypothesized that
the 6Hz response reflects sensitivity to stimuli belonging to the generic face
category whereas the 1.2Hz oddball response indicates sensitivity to a par-
ticular individuated face. The results showed that the repeated face stimuli
produced an enhanced EEG signal at the fundamental 6Hz frequency and
its harmonics (12Hz, 18Hz, etc.) with the largest activation found at medi-
al-occipital electrode sites. Both the ASD and TD groups showed the FIE in
which upright faces elicited a greater EEG amplitude than inverted faces.
At the 1.2Hz frequency and its harmonics (2.4Hz, 3.6Hz, etc.) , participants
in the TD group showed the FIE where a greater signal was generated by
the upright oddball face than the inverted oddball face. In contrast, partic-
ipants in the ASD group exhibited the same EEG response to the upright
and inverted oddball face. The lack of the FIE to the individuated oddball
face in the ASD group is consistent with the behavioral findings indicat-
ing that adults with ASD have difficulty discriminating individual faces.
Acknowledgement: Natural Sciences and Engineering Research Council of
Canada, Temporal Dynamics of Learning Center supported by the National
Science Foundation, Autism Speaks

25.25, 6:15 pm Uncertainty and bias in estimation of the sex and
age of faces Tamara Watson' (t.watson@uws.edu.au), Yumiko Otsuka?,
Colin Clifford? 'School of Social Sciences and Psychology, University of
Western Sydney, “School of Psychology, UNSW Australia

Prior expectation may influence our perception of people at the first meet-
ing. For example, it has been shown that we are more likely to categorise
a person as ‘male’ or to estimate their age as closer to our own. This could
be due to perceptual effects and/or cognitive response bias. Here we use
a forced choice task to reduce cognitive influence and a Bayesian model-
ling approach to estimate perceptual biases inherent in our decisions about
the sex and age of faces. Two identities were presented to participants
simultaneously, both of the same age or sex. One face was presented for
1000msec while the other was presented for either 250ms or 500ms (more/

less uncertainty). Participants were asked to indicate which face appeared
more male/female (n=40) or younger/older (n=20). The proportion of trials
on which the briefer stimulus was chosen as more male/older indicated
that under conditions of increasing uncertainty participants were more
likely to respond ‘male’ and ‘older’. For both judgements this is consistent
with the operation of a Gaussian prior with a peak towards male and older
faces and with the prior becoming more influential under conditions of
increased uncertainty. This finding was supported by the results of a rating
task. Here uncertainty was induced by jittering the phase spectrum of the
face images. The equivalent shift in the rating of the noiseless version of
each face that would be required to match the ratings of the phase jittered
faces was also consistent with a Gaussian prior with a peak towards male
and older faces. This demonstrates a biased expectation, operating at a per-
ceptual level, that faces will be male and older. As this effect is not due to
cognitive response bias, it represents a true inaccuracy in the experienced
percept which we anticipate will be impenetrable to cognitive control.

Acknowledgement: This research is supported by an Australian Research Coun-
cil grant to CWGC and TLW (DP150100516)

25.26, 6:30 pm Visualizing the Spatiotemporal Dynamics of Neural
Representations of Individual Face Identities Mark Vida' (vidamd@
mcmaster.ca), Marlene Behrmann'; 'Department of Psychology, Carnegie
Mellon University

Individual face identities are represented in the human brain by spatially
distributed patterns of neural activity (e.g., Nestor et al., 2011). We investi-
gated the spatiotemporal dynamics of this representation. An adult human
viewed well-controlled color photographs of 91 male face identities (two
expressions and 104 trials per identity), while brain activity was recorded
with magnetoencephalography (MEG). For 47 time points 10-470 ms after
stimulus onset, and two regions-of-interest (ROIs) commonly implicated
in face processing (right and left posterior fusiform gyrus [pFG]), we used
linear SVM classification to measure neural discrimination of all possible
face pairs, across facial expression. We then used multidimensional scaling
to identify statistical dimensions underlying the neural discrimination data.
For each dimension and time point, we constructed a “classification image”
(CI), which displays visual information captured by the dimension. Cls
were constructed by computing the difference between weighted averages
of faces on each side of a given dimension, and then applying a permutation
testtoisolate statistically significant pixels. Across all face pairs, leftand right
pFG displayed the best classification performance at 180-200 ms. For both
ROIs, the proportion of significant pixels in the Cls was highest at around
200 ms, with smaller peaks at around 100 and 350 ms. Hence, information
about face identity was captured most clearly at around 200 ms. Pixel-wise
correlations between Cls for the two ROIs were small to moderate (r range =
-.03-.28), with correlations peaking at around 200 ms. This pattern suggests
that left and right pFG carry partially overlapping information about face
identity, with the greatest overlap at around 200 ms. Together, these results
suggest that visual information about face identity is represented maxi-
mally, but not exclusively, at around 200 ms in pFG, and that the spatial
properties of the information represented differ between left and right pFG.

Acknowledgement: University of Pittsburgh/UPMC Presby seed fund for MEG
research
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Poster Session, Banyan Breezeway

26.3001 The long and short of it: Size influences saccadic and
pursuit behavior for objects moving in depth. Helen Clark' (hclark@

waikato.ac.nz), John Perrone’; 'School of Psychology, The University of
Waikato, Hamilton, New Zealand

A size-speed illusion has been demonstrated for trains and cars approach-
ing from the side whereby the longer trains are judged to be moving slower
than shorter cars (Clark, Perrone & Isler, AAP, 55, 2013). We have also
shown that this size-speed effect could be caused by observers saccading
to, and tracking a point further from the front of longer objects, compared
to shorter objects (Clark & Perrone, VSS, 2014). However it is currently
unknown which visual aspect of the approaching objects instigates the
change in eye movement behavior. Findlay (Vis Res., 22, 1982) measured
saccades made toward two static squares separated horizontally and pre-
sented in the near periphery. He found that saccadic landing position was
determined by the gap between the two squares. These findings were based
on stationary stimuli but may provide insights into our size-speed effect and
explain why observers look further from the front of long objects moving in
depth thus generating slower pursuit velocities compared to short objects.
We therefore tested Findlay’s theories with motion-based stimuli. Eye posi-
tion and velocity were recorded as the observers judged the relative speed
of two sequentially presented pairs of lines approaching from the periphery.
Each pair in the sequence varied in the gap separation between lines (5.8°
vs 2.2° deg). Results showed gap spacing had a significant effect on saccadic
behavior; saccades landed further from the front line for large gaps than for
small gaps. This is consistent with the static Findlay effect and the saccadic
behavior observed with trains and cars. We also tested pairs of lines with
different amounts of linear perspective but no significant differences were
found in average eye position. These findings suggest that it is the length
of objects in motion, rather than their perspective characteristics that deter-
mines saccadiclanding positions and hence the perceived speed of the object.

26.3002 Sensorimotor adaptation of size perception. Cécile
Eymond’ (cecile.eymond@gmail.com), Céline Paeye', Marianne Duyck’,

Patrick Cavanagh', Thérése Collins'; 'Laboratoire Psychologie de la Per-
ception, Université Paris Descartes, CNRS UMR 8242

Sensorimotor adaptation is the process by which new associations between
movements and their perceptual effects are learned. Previous work reported
that the visual system learns associations between peripheral (coarse) and
foveal (highly defined) images of objects to achieve feature constancy
across eye movements (e.g., Cox et al., 2005). Here we investigated the abil-
ity to learn perceptual associations between peripheral and foveal object
size across saccades. In a pre-adaptation phase, participants made saccades
to a peripheral disk. During these saccades this disk was replaced with a
bigger or smaller disk. Participants had to decide whether the post-saccadic
(foveal) disk was bigger or smaller compared to the pre-saccadic (periph-
eral) disk. For each participant, we defined the critical size change that led
to 75% correct performance. In the following 30-min adaptation phase, sub-
jects made saccades to the peripheral disk. During the saccade, the disk was
modified by the critical size change measured individually. The post-ad-
aptation phase was identical to the pre-adaptation phase except that adap-
tation trials were interleaved to maintain the level of adaptation. Prelim-
inary results on 5 participants showed a significant shift of the PSE after
adaptation in the direction of the adapted size change. For example, after
adapting to a small-to-large trans-saccadic size change, the post-saccadic
target had to be slightly larger than the pre-saccadic target to appear as
matched in size, while objects that did not change size during the saccade
were seen as slightly shrinking. This suggests that a new trans-saccadic cor-
respondence of object size was learned and that perhaps, like the trans-sac-
cadic correspondence of object position (saccadic adaptation), the trans-sac-
cadic correspondence of object size and other features might be adaptable.

Acknowledgement: This research was supported by an ERC grant to P.C.

26.3003 Perisaccadic changes in perceived heading and their
neural correlates Jan Churan’ (jan.churan@physik.uni-marburg.de),

Dirk Hofmann', Philipp Hesse', Markus Lappe?, Frank Bremmer'; 'AG
Neurophysik, Philipps-University Marburg, 2Institute of Psychology,
Wilhelms-University Miinster

Visual perception across eye-movements is not veridical. As an exam-
ple, saccadic eye-movements modulate the perceived location of a briefly
flashed stimulus leading to a perceptual compression of space. During
everyday-life eye movements occur also during navigation through an
environment, thereby challenging the perception of self-motion direction
(heading). Here we asked if saccades influence also the perceived head-
ing in humans. We found a perisaccadic compression of perceived head-
ing and aimed to identify a neural correlate of this new perceptual phe-
nomenon in the animal model (macaque monkey). Human subjects were
presented brief (40ms) visual sequences simulating self-motion across
a ground-plane (random dots) in one of five different directions during
fixation or perisaccadically. After each trial the subjects had to indicate
their perceived heading. Eye-movements were monitored by an infrared
eye-tracking system. During fixation perceived heading was not perfectly
veridical but shifted centripetally. In saccade trials performance was very
similar to fixation trials for motion onsets long (>100ms) before or after a
saccade. Around the time of the saccade, however, perceived heading was
strongly compressed towards the straight-ahead direction, being equiva-
lent to a compression of heading space. Precision of behavioral judgments
was not modulated perisaccadically. In search for a neural correlate of the
perceptual effect, recordings were performed in two dorsal stream areas of
two macaque monkeys (areas MST and VIP, respectively). In a first step,
we aimed to decode self-motion direction from population discharges of
both areas. Heading could be decoded veridically during steady fixation
and during tracking eye-movements. During saccades, however, decoded
heading was compressed towards straight-ahead. We conclude that sac-
cades compress not only perceived space, but also perceived heading. This
newly described perceptual phenomenon could be based on the visual pro-
cessing in cortical areas being responsive to self-motion information. Func-
tional equivalents of both areas have been previously identified in humans.

Acknowledgement: Supported by DFG-CRC/TRR-135/A2

26.3004 Time course of the P300 Eye-Fixation Related Potential
during the visual search for a target embedded in natural scenes
Hélene Devillez', Emmanuelle Kristensen', Nathalie Guyader', Bertrand
Rivet', Anne Guérin Dugué’; 'GIPSA-lab, Grenoble-Alpes University and
Grenoble National Institut of Polytechnic

The Event Related Potential P300 has been intensively studied for over
forty years (Polish, 2012). It is elicited at each updating of the stimulus
representation, reflecting a cascade of cognitive processes engaging atten-
tional and memory mechanisms. This potential is a positive component,
appearing 300ms after stimulus onset, with maximal amplitude in cen-
tro-parietal regions. This study is mainly concerned by the analysis of the
appearance and evolution of the P300 elicited by the onset of successive
fixations recorded during a visual search using an ecological experimental
paradigm. This goal is achieved through the co-registration of electroen-
cephalographic (EEG) and eye-tracking (ET) signals. EEG and ET signals
were recorded for thirty-four observers when exploring natural scenes
during 5 sec to answer if a target object was or not present. To solve the
main difficulty due to overlaps between the observed Eye Fixation Related
Potentials (EFRP) elicited by consecutive fixations, we have used a new
methodology based on the xDawn algorithm (Rivet, et al.; 2009). From
each trial, a temporal window of 2s centered on the first fixation inside the
Region of Interest (target). This duration was chosen to include five consec-
utive fixations (two before the first entrance, and two after). The fixations
were tagged depending to their rank and position (inside/ outside) the ROI.
Neural activities were modelled as a cumulative response of specific latent
responses elicited by each fixation with the corresponding onset. After
xDawn estimation, the topographic maps have shown a potential identified
as the P300 component elicited by the visual input through the consecu-
tive fixations landed on the ROI. This result confirms previous studies but
has been obtained for the first time on ecological paradigm thanks to the
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co-registration of EEG and ET signals and a new methodology to denoise
potentials from overlaps of potentials elicited by consecutive fixations.

Acknowledgement: This work was supported by a grant from the ANR project

26.3005 Eye Gaze Position before, during and after Percept
Switching of Bistable Visual Stimului Celia Gagliardi' (gagliard@

bu.edu), Arash Yazdanbakhsh'; 'Vision Laboratory, Center for Computa-
tional Neuroscience and Neural Technology, Boston University, Boston,
Massachusetts

A bistable visual stimulus, such as the Necker Cube or Rubin’s Vase, can
be perceived in two different ways which compete against each other and
alternate spontaneously. Percept switch rates have been recorded in past
psychophysical experiments, but few experiments have measured per-
cept switches while tracking eye movements in human participants. In
our study, we use the Eyelink II system to track eye gaze position during
spontaneous percept switches of a bistable, structure-from-motion (SFM)
cylinder that can be perceived to be rotating clockwise (CW) or counter-
clockwise (CCW). Participants reported the perceived direction of rotation
of the SFM cylinder using key presses. Reliability of participants’ reports
was ensured by including unambiguous rotations. Unambiguous rotation
was generated by assigning depth using binocular disparity. Gaze posi-
tions were measured 50 - 2000 ms before and after key presses. Our pilot
data show that during ambiguous cylinder presentation, gaze positions for
CW reports clustered to the left half of the cylinder and gaze positions for
CCW reports clustered to the right half of the cylinder between 1000ms
before and 1500ms after key presses, but no such correlation was found
beyond that timeframe. These results suggest that percept switches can be
correlated with prior gaze positions for ambiguous stimuli. Our results fur-
ther suggest that the mechanism underlying percept initiation may be influ-
enced by the visual hemifield where the ambiguous stimulus is located.

Acknowledgement: CELEST (NSF SBE-0354378 and OMA-0835976), Office of
Naval Research (ONR N00014-11-1-0535)

26.3006 How transsaccadic predictions shape the perception of
shape Arvid Herwig'? (aherwig@uni-bielefeld.de), Katharina Wei3'?,
Werner Schneider'? 'Department of Psychology, Bielefeld University,
Bielefeld, Germany, *Cluster of Excellence, “Cognitive Interaction Tech-
nology,” Bielefeld University, Bielefeld, Germany

Introduction. Human vision is characterized by consistent shifts between
fixations and saccadic eye movements. With each saccade, internal object
representations change their retinal position and spatial resolution which
raises the question as to how extra-foveal perception is affected by upcom-
ing saccadic eye movements. Recently, we suggested that saccades are
accompanied by a prediction of their perceptual consequences—i.e.,
the foveation of the target object (Herwig & Schneider, 2014, Journal of
Experimental Psychology: General). Accordingly, extra-foveal perception
should be biased toward previously associated foveal input. Up to now,
effects of transsaccadic feature prediction on extra-foveal perception have
been exclusively reported for surface features (i.e., color and spatial fre-
quency) which are known to play an important role in establishing object
correspondence while moving the eyes. In the present study, we tested
whether also the extra-foveal perception of visual shape is partly based
on predicted postsaccadic foveal input. Methods. Sixteen participants in
an eyetracking experiment first underwent a 30 min acquisition phase,
where, unnoticed by most participants, one out of two objects systemati-
cally changed its shape during saccades. In the following test phase, par-
ticipants had to judge the shape of briefly presented peripheral saccade
target objects. Results. Peripheral saccade targets were perceived as less
curved for objects which previously changed from more circular in the
periphery to more triangular in the fovea compared to objects which did
not change during acquisition. Likewise, shapes were perceived as more
curved for objects which previously changed from triangular- to circu-
lar-like. Conclusion. This result indicates that the extra-foveal perception
of shape is specifically biased toward previously associated postsaccadic
foveal input. Thus, extra-foveal perception seems to depend not solely
on the current input but also on memorized experiences enabling pre-
dictions about the perceptual consequences of saccadic eye movements.

Acknowledgement: This work was supported by a grant from the German
Research Council (Deutsche Forschungsgemeinschaft DFG) to A.H. and W.S.
(He6388/1-1)

26.3007 Effects of Simulated Scotomas on Pre-saccadic Fixation

Durations Harold Greene' (greenehh@udmercy.edu), James Brown?;
'University of Detroit Mercy, 2University of Georgia

Altitudinal scotomas from visual cortex injuries are rare, and upper visual
field (UpVF) scotomas are rarer than lower visual field (LoVF) scotomas.
Simulation of scotomas provides insight on adaptive behavior in defective
visual fields. For example, fixation durations increase in the presence of
simulated peripheral-surround scotomas. While useful, peripheral-sur-
round scotomas do not address functional specialization in specific visual
field areas. Electrophysiological and functional data suggest that process-
ing of visual information below fixation (i.e., LoVF) is typically superior
to processing of information above fixation (i.e., UpVF). An exception is
the case of the saccadic system, where an UpVF bias is evident for pre-sac-
cadic fixation durations (PSFDs) in visual search tasks. PSFDs are briefer
when the ensuing saccade is directed upwards. Generally, the LoVF is
biased towards global/sensory detection processing near the body, and
the upper visual field is biased towards local/saccadic checking of dis-
tant objects. Here we examined how an UpVF/LoVF scotoma affects
PSFDs. The superiority of LoVF processing suggests a LoVF scotoma may
indiscriminately prolong PSFDs. However, given the specialization of
the UpVF in saccadic behavior, a LoVF scotoma may be expected to pro-
long PSFDs only for downward-bound saccades. Eye movements were
monitored as observers engaged in visual search with either no scotoma
(N=12), an UpVF scotoma (N=12), or a LoVF scotoma (N=12). Scotomas
blocked the entire UpVF or LoVF, 2 deg from the current fixation point.
PSFDs associated with saccades directed within 90 deg visual field bins
were compared. Contrast analyses revealed a vertical field asymmetry
for each task, such that PSFDs were briefer for saccades directed upwards
than downwards. Importantly, while the UpVF scotoma prolonged
PSFDs only for upward-bound saccades, the LoVF scotoma prolonged
PSFDs for both upward- and downward-bound saccades. The results
demonstrate the importance of LoVF processing, even in a saccadic task.

26.3008 Saccade adaptation and saccadic suppression of dis-

placement David Souto'? (ds572@le.ac.uk), Karl Gegenfurtner', Alexan-
der Schiitz'; 'Department of Psychology, Justus-Liebig-University Giessen,
Germany, *School of Psychology, University of Leicester, United Kingdom

When an error is injected to saccade endpoints by displacing the target mid-
flight during saccades, observers typically adjust their saccade amplitudes
on later trials to reduce landing error. Since target displacements are much
harder to see during a saccade than during fixation (termed “saccadic sup-
pression of displacement”), it is often assumed that observers are unaware
of the manipulation for typical displacement amplitudes. Different concep-
tions of saccade adaptation predict different effects of target visibility on
learning rates. One states that when displacements are less likely to be seen
the error is attributed to the motor system instead of the external world
and learning should be faster. Another one gives no role to visual error
attribution itself, but predicts that learning rates are a function of the uncer-
tainty of the visual error and the uncertainty in the visuomotor mapping.
In the latter case learning rates should increase with the visibility of the
target. We tested the effect of target visibility on learning rates by mea-
suring saccade adaptation towards targets of different contrasts (10 and
100%). The target was 12 degrees of visual angle (dva) from the fixation
point and was displaced 1.5 dva backward during the adaptation phase. On
the same session we measured psychometric functions for discriminating
between forward and backward target displacements. Learning, indexed
by the time-constant of exponential fits, was slower for observers who
had higher perceptual thresholds, favoring the signal uncertainty account.

Acknowledgement: Alexander von Humboldt fellowship (DS)

26.3009 Saccadic compression in natural scenes Maria Matziridi'

(Maria.Matziridi@psychol.uni-giessen.de), Karl Gegenfurtner'; 'Depart-
ment of Psychology, Justus-Liebig-University Giessen

Stimuli that are briefly presented around the time of a saccade tend to sys-
tematically be misperceived in a wrong location. In the total absence of
visual references, this mislocalization reveals a uniform shift in the direc-
tion of the saccade. When visual references are available, a spatial com-
pression of the stimuli’s apparent locations towards the saccade target
location or the endpoint of the saccade is revealed. A lot of research has
been devoted on the role of visual references on perisaccadic compres-
sion, using a broad range of abstract stimuli on uniform backgrounds. We
wanted to test whether saccadic compression also occurs when viewing
natural scenes, making saccades between different objects contained in the
scene. We presented an image of a natural scene with ample visual refer-
ences, and asked participants to make a saccade from a fixation object to
a target object, both of which were part of the natural scene. Around the
time of the saccade, another object of the scene (previously absent) was
briefly flashed. It could be presented at one of five possible horizontal and
three possible vertical locations. Participants were asked to localize it by
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touching the screen at its perceived location. The results show a strong
compression around the time of the saccade. We compared this finding
with a control condition, where participants performed the same task with-
out the references of the natural scene, but only with the fixation, target
and flashed objects presented on a blank screen. The magnitude of com-
pression was similar in the two conditions. Our results indicate that the
numerous landmarks contained in the natural scene do not aid in the cor-
rect localization of a briefly presented flash around the time of a saccade.

26.3010 Contributions of Eye Movement Transients to Spatial
Vision Michele Rucci'? (mrucci@bu.edu), Martina Poletti’, Jonathan
Victor?, Marco Boi'; 'Department of Psychological & Brain Sciences,
Boston University, *Graduate Program in Neuroscience, Boston Univer-
sity, *Brain and Mind Research Institute, Weill Cornell Medical College

Background: Under natural viewing conditions, fast relocations of gaze
(saccades) separate brief periods of “fixation”, in which microscopic eye
movements continually occur. It is well known that the visual system is
highly sensitive to temporal transients, and we have previously shown
that fixational instability equalizes the amplitude of the luminance mod-
ulations to the retina over a broad range of spatial frequencies (Kuang
et al., 2012). However, little attention has been paid to the visual conse-
quences of the natural alternation between macroscopic and microscopic
eye movements. How does this recurring sequence of transients affect
spatial vision and its dynamics? Methods: We investigated this question
by combining three different approaches: spectral analysis of the spatio-
temporal input signals to the retina, neural modeling of the responses of
retinal ganglion cells, and psychophysical experiments with precise con-
trol of retinal stimulation during normal eye movements. Results: We
show that saccades and fixational drift yield temporal modulations with
highly different spatial distributions. Whereas drift equalizes power
across spatial frequency, as previously reported, saccadic transients lead
to power at low spatial frequencies. In a model based on the responses of
simulated retinal ganglion cells, the transition between these two spec-
tral distributions yields specific predictions regarding the dynamics of
contrast sensitivity: fixational eye movements enhance sensitivity to high
spatial frequencies, while saccades mainly contribute to vision at low
spatial frequencies. Measurements of contrast sensitivity with controlled
retinal input show that elimination of saccadic transients and fixational
modulations selectively affects sensitivity at low and high spatial frequen-
cies, respectively. Conclusions: These findings suggest that the interplay
between saccadic and fixational eye movements results in a coarse-to-
fine dynamics of visual perception within each intersaccadic interval.

Acknowledgement: NIH EY18363, NIH EYO7977, NSF 1127216, NSF 1420212

26.3011 Contrast sensitivity of microsaccade rate signature Chris

Scholes' (chris.scholes@nottingham.ac.uk), Neil Roach', Marcus Nystrom?,
Paul McGraw'; 'School of Psychology, University of Nottingham, NG7
2RD, Nottingham, UK, Humanities laboratory, Lund University, Helgo-
nabacken 12, 22362, Lund, Sweden

During periods of steady fixation, individuals make small ballistic eye
movements (microsaccades) at a rate of around 1-2 per second. Presenta-
tion of a visual stimulus triggers a biphasic modulation in microsaccade
rate - an initial inhibition followed by a period of elevated rate and a
subsequent return to baseline. The magnitude and latency of this charac-
teristic ‘rate signature’ have previously been shown to change with large
manipulations of stimulus contrast (Rolfs et al., 2008). Here, we examine
the contrast sensitivity of the rate signature and its relationship to indi-
viduals” psychophysical detection thresholds. Observers were required to
fixate on a central dot, while large Gabor patches (SF = 0.33 ¢/deg; 11.8
deg. full-width/half-height) of varying contrast were presented briefly (12
ms), centered on fixation. On a subset of trials within each run, observers
were cued to discriminate the orientation of the Gabor (#45°). Binocular
eye position was recorded at 500Hz using an Eyelink-1000 and micro-
saccades were identified using criteria described by Engbert & Kliegl
(2003) and Engbert (2006). Data were obtained for seven observers at 11
contrast levels; each observer completed at least 900 passive trials per
contrast. Analysis of passive trials revealed statistically reliable rate sig-
natures across a range of contrasts. For each observer, oculometric func-
tions were constructed from changes in the magnitude and/or latency of
the rate signature, or using pattern classification techniques. Resulting
estimates of contrast sensitivity approached those obtained psychophysi-
cally. These findings indicate that stimulus-induced modulations of micro-
saccade rate are highly sensitive to absolute contrast. As a consequence,
the rate signature could provide a novel means of quantifying visual
sensitivity without the need for observers to make a stimulus judgment.

26.3012 A unified network model for microsaccade and macrosac-
cade generation Ruobing Xia' (ruobing_xia@brown.edu); 'Department
of Neuroscience, Brown University

Featured by small amplitude and involuntariness, microsaccade shows
similar profiles with normal saccade (macrosaccade) otherwise. For
instance, despite the stochastic nature of microsaccade generation, its fre-
quency and direction can be regulated by covert attention. Recent stud-
ies suggested that microsaccade generation might share the same circuit
with macrosaccade. However, whether and how these two motor types
are processed remains unclear. With this question, we built a continuous
attractor network model to simulate both microsaccade and macrosac-
cade generation. In this network, neurons with various spatial preferences
(from -90° to 90°) were organized in a one-dimensional axis, whose activ-
ity controlled the timing and target of saccades using a threshold mech-
anism. The recurrent connection pattern contained two components: a
homogeneous pattern where connection weights decrease monotonically
with the distance between neighboring neurons, which produced continu-
ous attractor properties in the network; and a clustered connection pattern
between neurons tuned to foveal regions, which built a point attractor so
as to provide a tendency of keeping fixation. Additionally, a global inhibi-
tion mechanism was used to maintain stability and to generate competition
between potential saccadic targets. In the simulation, each neuron received
a small Poisson-noise input, and a peripheral visual input was present to
a group of neurons to mimic the cueing effect in a covert attention task.
We found that, while large visual input induced macrosaccades directly,
microsaccades could be generated from noisy foveal activities. Interest-
ingly, a small visual input would not lead to macrosaccades, but might
bias the foveal activity indirectly due to the continuous attractor proper-
ties, and thus influence the frequency and direction of microsaccades. The
simulation successfully replicated the signature of microsaccade distribu-
tion in covert attention experiments, indicating that this model could be
used as a potential solution for explaining the attentional effect on micro-
saccade and unifying the microsaccade and macrosaccade generation.

26.3013 Characterizing ocular drift and tremor: contributions to
the retinal input Hee-kyoung Ko' (heekko@gmail.com), Donald Snod-

derly', Murat Aytekin?, Martina Poletti?; '"Department of Neuroscience,
Institute for Neuroscience, and Center for Perceptual Systems, University
of Texas at Austin , 2Department of Psychological and Brain Sciences,
Boston University

When we view a scene, saccades separate brief periods of fixation during
which the information is acquired and processed. Mounting evidence indi-
cates that the retinal motion introduced by fixational drift enhances fine
detail, but physiological studies have not analyzed its effect. Responses
of visual neurons to natural images are generally studied as if the eye is
stationary during fixation. One reason for this situation is the challenge of
measuring ocular drift with high accuracy and precision. Here we assess
precision and resolution of two eyetracking systems, an eye coil (Remmel
labs EM6) and a dual-Purkinje image eyetracker, (DPI v.6), to support
neural and psychophysical studies of natural images with high precision
during drift periods. We examined these systems noise with a model eye
and eye coil mimicking the signal from a real eye. The impact of system
noise on the measurements was characterized. The optimized eye coil
system with a bandpass of 0-320 Hz had an RMS noise level of 0.18'~0.27/,
and the slow drift over a period of 7 min was 0.52" + 0.16" (N=10). The RMS
noise level of a DPI eyetracker was of 0.35" for both the horizontal and the
vertical axes, and the slow drift over a period of 10 min was 0.7 + 0.20’
(N=6). By comparing the power spectrum of the system noise with ocular
drift recorded from human subjects and a monkey, we determined the opti-
mal filter to characterize drift speed. We also identified a high frequency
tremor that varied between 50 and 100 Hz. Our results across the humans
and the monkey consistently showed that ocular speed during fixation is
much faster than previously thought, and tremor is sometimes larger than
expected. These results can facilitate the development of standard proce-
dures for optimizing study of the dynamics of microscopic ocular motion.

Acknowledgement: NSF 10S-0843354

26.3014 Signal-Detection Analysis of Neural Impairment using Ocu-

lomotor Assessment Dorion Liston'? (dorion.b.liston@nasa.gov), Leland
Stone'; 'NASA Ames Research Center, ?San Jose State University

Various types of brain disorders affect visuomotor processing and generate
characteristic patterns of deficits in oculomotor behavior (e.g., Leigh & Zee,
2006). Whereas current clinical tests that assess static foveal acuity, perim-
etry, and contrast sensitivity provide early indicators of visual pathology,
the oculomotor system may also provide sensitive and reliable signals that
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can be used to detect disease onset and track the severity of functional
impairment. Methods. We developed a 15-minute test that derives a ten-el-
ement vector of metrics from the oculomotor responses to direction-and-
speed randomized radially moving stimuli, including pursuit initiation and
steady-state tracking, as well as direction-tuning and speed-tuning metrics
(Liston & Stone, JOV, in press). Using this task, we collected data from a
baseline population of normal observers (N=41) and a few observers with
retinal pathology (glaucoma N=2; retinitis pigmentosa N=1, sampled twice
over an interval of 17 months). For each metric, we normalized the raw mea-
surements into a standard normal distribution. For a given pathology, we
defined the oculomotor “disease vector” as the distance between the aver-
age vector for a patient population and the mean of the normal population.
The inner product between a disease vector and the vector from any indi-
vidual patient yields a linear detection metric of the severity of their impair-
ment or their “impairment index”. Results. For two glaucoma patients
tested, we observed significant impairment in one observer (index: 2.27; p<
0.05), but not in the other (index: 0.70; p>0.05). For our single retinitis pig-
mentosa patient, we observed significant impairment at both time points
(indices: 2.28 and 3.86, p< 0.05 and p< 0.01) with the index changing sig-
nificantly over time (p< 0.01, bootstrap test). Conclusions. Using a multi-di-
mensional performance vector computed using our oculomotor assess-
ment test, “disease vectors” and “impairment indices” can be constructed
to characterize, detect, and track the progression of visuomotor pathology.

Acknowledgement: Office of Naval Research

26.3015 Spatial phase dependence in motion mechanisms serving
Ocular Following Responses Andrew Isaac Meso' (andrew.meso@univ-

amu.fr), Guillaume S Masson'; 'Institut de Neurosciences de la Timone,
CNRS/ Aix-Marseille Université

The fast, reflexive Ocular Following Response to large field motion (OFR)
is thought to be driven by low level motion energy computation. When
moving images contain broadband spatial frequencies, localised interac-
tions between them can result in features like edges. Spatial phase invari-
ant motion energy models should remain agnostic to such features. Here,
we tested that assumption considering OFR as highly sensitive to contrast
and total energy. We sought to create well controlled phase-varied stim-
uli to probe differences in the eye speed of human volunteers recorded
with a video eye tracker over a 250ms task epoch from stimulus onset. We
exploited Phase Congruency (PC): a dimensionless measure of the local-
ised alignment of sinusoidal luminance components at different scales. PC
is proportional to local luminance energy, normalised by the sum of the
local amplitudes of the separate composite frequencies, making it awk-
ward to compute and susceptible to noise. We used dynamic luminance
noise textures as stimuli and exploited published PC estimation methods
implemented with appropriately adjusted filters and sensitivity parameters
(Morrone & Burr, 1988, Proc.Roy.Soc.B 235:221-245; Kovesi, 2000 Psych.
Res 64:136-148). We ranked 250 stimulus cases based on PC repeating
this to build a test bank of 2-6 octave bandwidth stimuli. Parameterised
movies running from low to high phase coherence were used in an OFR
task with trials containing motion at 24deg/s preceded by a centralising
saccade. For the narrower (2 octave) bandwidth there was no difference in
eye traces over the 250ms. Stronger responses for high-PC stimuli emerged
after 140ms for images with over 3 octaves of bandwidth, relatively late
in a computation with an 80ms latency from onset. The early 60ms is con-
sistent with motion energy computation; phase sensitivity emerges later
possibly from a dynamic accumulation of broadband signals necessary for
the neural implementation of a separate motion feature sensitive process.

Acknowledgement: Speed ANR-13-SHS2-0006

26.3016 A Computational Model to Study the Dynamics of Updating
of Remembered Visual Targets During Rapid and Slow Eye Move-
ments Yalda Mohsenzadeh' (myalda@yorku.ca), J. Crawford'? 'Centre
for Vision Research, York University, Toronto, ON, Canada, Canadian
Action and Perception Network and NSERC CAN-ACT CREATE Program
, ?Neuroscience Graduate Diploma Program and Departments of Biology,
Psychology, and Kinesiology & Health Sciences, York University, Toronto,
ON, Canada

After an intervening eye movement, or saccade, humans and animals are
able to localize previously perceived visual targets (spatial updating).
Although efforts have been made to discover the mechanism underlying
spatial updating, there are still many unanswered questions about the neu-
ronal mechanism of this phenomenon. State space model is an effective
method for modeling dynamical systems and it can represent the internal
behaviour of these systems. Therefore, we developed a state space model for
updating target-related spatial information in gaze-centered coordinates.

We considered three types of input in our proposed model: 1) an effer-
ence copy signal, inspired by motor burst in SC, 2) an eye position signal,
found in LIP, VIP, MT and MST areas and 3) visual topographic maps of
visual stimuli, located in SC. To model the internal neuronal behaviour of
the system, we developed a radial basis function neural network (RBFNN)
which can be trained with an Extended Kalman filter method. This
RBFNN represents the state space and we can obtain a topographic map
of the remembered target in its hidden layer. From our proposed model,
the output obtained is the decoded location of the remembered target.
To explore the internal mechanism underlying the updating process, we
trained this model on a double-step saccade-saccade or pursuit-saccade
task. After training, the receptive fields of state-space units replicated both
predictive remapping during saccades (Duhamel et al. Science 1992) and
continuous eye-centered updating during smooth pursuit (Dash et al.
Current Biology, in press). In addition, during trans-saccadic remapping,
receptive fields also expanded (to our knowledge, this predicted expan-
sion has not yet been reported in the published literature). In the future,
we plan to incorporate this framework within a more comprehensive
model of trans-saccadic integration of both spatial and feature information,
and use this framework to construct a physiologically plausible model.

Acknowledgement: NSERC Discovery Grant and the NSERC CAN-ACT CREATE
Program

26.3017 A common cortical detection mechanism for perception
and movement Alex White' (alex.white@bcen-berlin.de), Martin Rolfs';
'Bernstein Center for Computational Neuroscience & Department of Psy-
chology, Humboldt University Berlin

Visual input is shared by many perceptual, cognitive, and motor functions.
We can study the architecture of the brain by determining when these
streams of sensory processing diverge. We took this approach to investi-
gate two fundamental perceptual and motor functions: visual detection and
microsaccadic inhibition. Microsaccades are small, spontaneous eye move-
ments that occur during attempted fixation. They are briefly and reflexively
inhibited following the onset of a visual stimulus. Does microsaccadic inhi-
bition rely on the same detection mechanisms as conscious perception, or
an independent, possibly subcortical processing stream? Observers fixated
a small point and detected a Gabor stimulus flashed briefly on a random
half of trials. We measured perceptual sensitivity (d’), and oculomotor
sensitivity for the same stimulus, derived from the drop in microsaccade
rates following stimulus onset. In a first experiment, we found that foveal
contrast thresholds for perceptual and oculomotor responses were very
similar. In fact, microsaccades were inhibited if and only if the observer
reported seeing a stimulus, even when no stimulus was present. This find-
ing suggests a strong link between perception and oculomotor control: they
share a source of internal noise. We then used orientation-specific adapta-
tion to determine whether the signal triggering microsaccadic inhibition
goes through visual cortex. In two experiments using foveal and periph-
eral targets, respectively, each trial began with several seconds of adapta-
tion to a flickering grating. The target Gabor, flashed after the adaptor on
50% of trials, either had the same (adapted) or the orthogonal (unadapted)
orientation. Consistent with classic phenomena known to rely on orienta-
tion-selective cortical neurons, perceptual sensitivity was reduced for the
adapted orientation. Oculomotor sensitivity followed the same pattern:
microsaccadic inhibition was less pronounced for the adapted than the
orthogonal orientation. We conclude that even the most reflexive oculomo-
tor responses rely on the same cortical detection mechanisms as perception.

Acknowledgement: Emmy Noether program of the Deutsche Forschungs-
gemeinschaft (RO 3579/2-1)

26.3018 Lights, camera, action - CUT! How film cuts influence eye

movements Esther Wu'"?, Fook-Kee Chua?, Shih-Cheng Yen'3; 'Singa-
pore Institute for Neurotechnology (SINAPSE), National University of
Singapore, ‘Department of Psychology, National University of Singapore,
*Department of Electrical and Computer Engineering, National University
of Singapore

When watching a movie, viewers are likely to find a cut from one shot to
another more jarring if the two shots differed by only a small margin com-
pared to two very different shots. According to Walter Murch, the small
change may not be sufficient to compel viewers to re-evaluate the scene,
but sufficient to indicate that something has changed. One interpretation
is that the failure to detect a global context change, and the detection of a
local change produce discomfiture. In the current study, we conducted two
experiments that examined how abrupt scene transitions affected eye fix-
ation patterns. Pairs of natural scene images were presented such that the
first scene was shown for several seconds before a blank screen appeared for

62 Vision Sciences Society

See page 3 for Abstract Numbering System



VSS 2015 Abstracts

Saturday Afternoon Posters

15 ms during a fixation, followed by the second scene. In a subset of trials,
the first scene was re-presented after the blank screen. In Experiment 1, we
observed a shift of the eyes towards the scene center in the first saccade
following the transition. This shift was greater when the scene changed, but
was present to a smaller degree when the scene remained the same, suggest-
ing rapid identification of global context changes before the first saccade.
In Experiment 2, we varied the magnitude of scene changes by presenting
pairs of scenes that overlapped to different degrees horizontally. At very
small levels of scene change (1%), there were no changes in the shift of the
eyes to the center, indicating a failure in detecting a global context change.
Atlarger levels of scene change (>10%), the shift to the center increased sig-
nificantly. Our results suggest that the detection of a global context change
may be required to trigger a re-evaluation of the scene, and explains the dis-
comfort when local changes are not accompanied by global context changes.

Acknowledgement: NUS grant #R-581-000-136-112

Attention: Neural mechanisms
Saturday, May 16, 2:45 - 6:45 pm
Poster Session, Banyan Breezeway

26.3019 Attentional modulation interacts with orientation anisot-
ropies in contrast sensitivity. llona Bloem'? (im.bloem89@gmail.com),

Taryn Janati', Sam Ling'??; 'Department of Psychological & Brain Sciences,
Boston University, 2Center for Computational Neuroscience and Neural
Technology, Boston University, *Donders Institute for Brain, Cognition
and Behaviour, Radboud University, Nijmegen, The Netherlands

The magnitude of attentional modulation in the LGN has recently been
shown to depend on stimulus orientation, whereby oblique orientations
yield larger attentional effects than cardinal orientations - a pattern of
effects that is absent in visual cortex (Ling, Pratte & Tong, 2013). Here,
we examined what impact, if any, this orientation-based anisotropy in
subcortical attentional modulation may have on behavior. To do so, we
first established the effect of stimulus contrast on the strength of the ori-
entation sensitivity, by mapping the contrast psychometric functions for
oblique and cardinal orientations. Participants performed a fine orientation
discrimination task on a grating (4°; 7 cpd) varying in contrast from trial-
to-trial, oriented either cardinally (0° or 90°) or obliquely (45° or 135°) at
fixation. Results revealed a robust oblique effect, consistent with a multi-
plicative attenuation of contrast responses for oblique orientations. Next,
we evaluated how orientation interacts with attention by measuring the
same psychometric functions while varying the attentional load. The low
attentional load condition consisted solely of a fine orientation discrimi-
nation task at fixation, while the high attentional load condition consisted
of participants performing the same orientation discrimination task, con-
current with a demanding RSVP task at fixation. Results suggest that
attentional load affects the sensitivity for cardinal and oblique orientations
differently. Specifically, while attentional load only marginally affects the
contrast response function for cardinal orientations, both the response gain
and sensitivity decrease when attentional load increases for obliques. In
sum, the magnitude of the effect of attention on the contrast response func-
tion seems to depend on the orientation of the stimulus. This is consistent
with previous neuroimaging findings, showing that attention seems to
strengthen the orientation-selective responses for oblique orientations to
a larger degree than responses for cardinals within LGN, suggesting that
early attentional modulation may have a substantial impact on behavior.

26.3020 Mouse Saliency - a New Method for Low-Cost Large-Scale
Attentional Data Collection Ming Jiang' (mjiang@nus.edu.sg), Sheng-

sheng Huang', Juanyong Duan', Qi Zhao'; 'Department of Electrical and
Computer Engineering, National University of Singapore

Eye tracking is commonly used in visual neuroscience and cognitive sci-
ence to answer related questions such as visual attention and decision
making. We envision that bigger eye-tracking data can advance the under-
standing of these questions due to the inherently complex nature of both
the stimuli and the human cognitive process. The scale of current eye-track-
ing experiments, however, are limited as it requires a customized device
to track gazes accurately. Low-cost data collection with general-purpose
webcams is not yet accurate enough, especially in uncontrolled environ-
ments. We present a new method to allow the collection of large-scale
attentional data using a gaze-contingent multi-resolutional mechanism.
Subjects can move the mouse to direct the high-resolutional fovea to where
they find interesting in the image stimuli. The stimuli encoded the visual
acuity drop-off as a function of retinal eccentricity. The mouse-contingent
paradigm motivated mouse movements, to reveal interesting objects in the

periphery with high resolution, similarly as humans shift their gazes to
bring objects-of-interest to the fovea. The mouse trajectories from multiple
subjects were aggregated to indicate where people look most in the images.
The new paradigm allowed using a general-purpose mouse instead of an
expensive eye tracker to record viewing behaviours, thus enabling large-
scale attentional data collection. We propose a crowdsoucing mechanism
to collect mouse-tracking data through Amazon Mechanic Turk, and a
proof-of-concept dataset of 60 subjects “free-viewing” 10,000 images from
the recent Microsoft COCO dataset. The crowdsourcing allowed us to
easily collect and compare various data with different top-down instruc-
tions. Our results suggested that the large-scale mouse-tracking data were
much more similar to the eye-tracking data than those predicted from the
state-of-the-art computational saliency models. They were also shown to
be a good source as ground truth for the evaluation of saliency algorithms.

26.3021 Contrasting Bottom-up Saliency and Top-Down Attention
in the Early Visual Pathway Sonia Poltoratski'? (sonia.poltoratski@
vanderbilt.edu), Sam Ling?, Frank Tong'?; 'Department of Psychology,
Vanderbilt University, 2Vanderbilt Vision Research Center, *Department
of Psychological & Brain Sciences, Boston University

The visual system employs a sophisticated balance of attentional mecha-
nisms: individuals can willfully guide attention to serve their goals, but still
notice salient information in the environment outside of their current locus
of attention. At its simplest, this saliency can be defined as a measure of
feature contrast across the visual field, such that a local region that is unlike
its surrounding context along one or more feature dimensions is deemed
salient. Here, we used high-resolution fMRI at 7T to investigate whether
the effects of bottom-up saliency and top-down voluntary attention operate
independently or interactively in the human visual system, and to determine
the stages of visual processing at which these mechanisms first emerge. We
measured BOLD responses to a near-peripheral Gabor grating, presented
among a field of other gratings. Depending on its orientation relative to the
contextual patches, this stimulus patch could be either salient - for exam-
ple, a vertically oriented Gabor patch amongst horizontal patches - or not
salient, sharing all of its features with the surrounding context. To concur-
rently manipulate top-down attention, observers performed a demanding
task that directed covert spatial attention to either the salient or non-salient
patch. This design allowed us to directly compare the magnitude of BOLD
responses to salient and non-salient items, and to attended and non-at-
tended items. We found evidence of independent, additive effects of top-
down attention and bottom-up saliency in retinotopic visual areas V1, V2,
V3, and hV4. In contrast, fMRI response amplitudes in the lateral geniculate
nucleus (LGN) showed significant enhancement due to top-down attention,
but showed no evidence of reliable modulation by orientation saliency. We
conclude that saliency representation emerges in feature-selective pop-
ulations of neurons at early cortical stages of visual processing, and can
be distinguished from independent effects of top-down spatial attention.

Acknowledgement: NSF Graduate Research Fellowship to SP, NSF grant BCS-
1228526 to FT

26.3022 Structural and functional connectivity of visual and audi-
tory attentional networks: insights from the Human Connectome
Project David Osher’ (osher@bu.edu), Sean Tobyne?, Keith Congden’,
Samantha Michalka??, David Somers'??; 'Psychological & Brain Sciences,
Boston University, 2Graduate Program for Neuroscience, Boston Univer-
sity, *Center for Computational Neuroscience and Neural Technology
(CompNet), Boston University

Recent work in our laboratory has suggested that human caudal lateral
frontal cortex contains four interleaved regions in each hemisphere that
exhibit strong sensory-specific biases in attention tasks (Michalka et al,
2014). Two visually-biased attention regions, superior and inferior pre-cen-
tral sulcus (sPCS, iPCS), anatomically alternate with two auditory-biased
attention regions, caudal inferior frontal sulcus (cIFS) and the transverse
gyrus intersection the precentral sulcus (tgPCS). These small regions were
identified in fMRI studies in a small number of individual subjects. Here,
we have investigated these regions and their putative networks by mining
the WashU-Minn Human Connectome Project (HCP) dataset. We used data
from the 482 HCP participants with both diffusion-weighted imaging and
resting-state fMRI. We defined seed regions from our individual subject
data in a task that contrasted auditory and visual spatial attention. Probabi-
listic activation maps were constructed and thresholded to generate ROls.
These ROIs served as seed regions for resting state and tractography anal-
yses of the HCP dataset. Stronger functional connectivity was observed for
the sPCS and iPCS than for tgPCS and cIFS with superior parietal lobule
visual attention regions, and conversely stronger connectivity was observed
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for the tgPCS and cIFS than for sPCS and iPCS with superior temporal lobe
auditory attention regions. A similar pattern was observed with tractogra-
phy for all ROIs, except for tgPCS. We next analyzed the whole-brain con-
nectivity patterns of these ROIs using a multivariate approach; we found
that the modality of sensory-bias can be predicted well above chance in both
hemispheres at a voxelwise scale (L:71%, R:80%), using only the connectiv-
ity pattern of an individual voxel. A long-term goal of this analysis is to
develop reliable methods for identifying fine-scale brain networks in large
population datasets, which could have important clinical applications. Our
preliminary results reveal both successes and challenges of these efforts.

Acknowledgement: National Institute of Health Grant RO1EY022229, National
Science Foundation Grant SMA-0835976, Rafik B. Hariri Institute for Computing
and Computational Science & Engineering

26.3023 Cortical circuit for tracking dynamic object locations and
identities Lauri Oksama' (loksama@utu.fi), Lauri Nummenmaa?, Jukka

Hyona?®; "National Defence University, 2Aalto University, *University of
Turku

During real-world vision observers often need to attend and track sev-
eral moving objects. Sometimes the objects also have different identities
(such as individual players in a football game), thus the observer needs
to bind the object identities to their movement trajectories to know where
each object is currently located. It has been proposed that dynamic iden-
tity-location binding is based on serial attention shifting with the help of
working memory (Oksama & Hyond, 2008). However, the brain mecha-
nisms supporting tracking of object locations (multiple object tracking;
MOT) and their identities (multiple identity tracking; MIT) have remained
unresolved. Here we reveal cortical circuits supporting MIT and MOT
while viewing moving objects with distinct identities. Twenty-four par-
ticipants tracked identities (MIT) or locations (MOT) of 0, 2 or 4 moving
targets while their haemodynamic brain activation was measured with
functional magnetic resonance imaging (fMRI). Concurrent eye tracking
revealed that participants made more saccades in the MIT versus MOT
condition. Both MIT and MOT tasks engaged similar components of the
dorsal attention system, yet MIT task resulted in increased activity in
frontocortical circuits supporting working memory and temporal areas
involved in object recognition, as quantified on separate localizer scans.
Additional activations were observed in intraparietal regions involved in
attention shifting. Only the latter regions’ activity was modulated by the
number of saccades made during trials, suggesting that eye movements do
not confound frontal and temporal responses. We conclude that MIT task
relies on interactions between executive functions and ventral visual areas.

Acknowledgement: Academy of Finland #266144 , Academy of Finland
#265915 and ERC #313000

26.3024 Post-stimulus alpha oscillations influence visual discrim-
ination performance Stephanie Nelli'? (smnelli27@gmail.com), Sarah

Fraley?, John Serences'?; 'Neurosciences Graduate Program, 2Department
of Psychology

Visual attention allows organisms to more efficiently process behavior-
ally relevant stimuli. Several studies indicate that pre-stimulus alpha
oscillations adjust the state of visual (Van Dijk et al 2008, Busch et al 2009,
Mathewson et al 2009) and somatosensory (Haegens et al 2011) systems
through top down attentional control (Capotosto et al 2009). Specifi-
cally, alpha band activity is involved in the engagement and disengage-
ment of specific regions according to anticipated processing needs (Thut
et al 2006), perhaps via an anticipatory desynchronization that regulates
inhibition. However, most previous paradigms investigated the role of
alpha oscillations during pre-stimulus attentional orienting, and did not
address whether alpha is involved in mediating processing during deci-
sion making. In the current study, subjects participated in a 2AFC task in
which they were asked to report the orientation of a temporally unpre-
dictable and briefly flashed (~8 ms) orientated grating. The contrast of
this grating was determined before the experiment for each subject to
fix accuracy at 65%. Importantly, subjects were not cued to the possible
stimulus location. As reported previously in the literature, behavioral per-
formance was slightly lower on trials with higher parieto-occipital alpha
power in the 200 ms before stimulus onset. However, logistic regression
revealed that alpha power had the largest modulatory impact on behav-
ior 200-700 ms post-stimulus, with lower alpha power predicting correct
responses. This result suggests that alpha oscillations are involved in
mediating information processing at multiple stages of visual perception.

26.3025 The footprint of spatial attention in V4 receptive fields
Alexandria Marino'? (alexandria.marino@yale.edu), James Mazer'*%;
Yale Interdepartmental Neuroscience Program, *Yale Medical Scientist
Training Program, *Yale Department of Neurobiology, *Yale Department
of Psychology

Spatial attention modulates responses of visual neurons at virtually all
levels of cortical processing. Studies of attentional modulation of neural
selectivity for stimulus properties like orientation and contrast have found
that directing attention into a V4 receptive field (RF) alters neuronal gain.
Little, however, is known about how attention affects the spatial structure
of V4 RFs. Nor do we know how, or even if, attentional modulation is con-
strained to neurons with RFs within the attentional focus (AF). To address
these questions we recorded from V4 neurons in monkeys performing a
spatiotopic attention task where they responded to targets appearing
at a cued location in space. On alternating blocks of trials, the attended
location was either in the lower or upper visual field. One of three fixa-
tion points was chosen at random on each trial to control the spatial rela-
tionship between the RF and AF. Ignored low contrast probe stimuli were
displayed in and around RFs during trials. Neuronal responses to probe
stimuli were used to characterize the spatiotemporal RF. Over half of V4
neurons showed significant attentional modulation (attend-in vs -out), with
70% of neurons showing facilitation and 30% suppression. We observed
both multiplicative and additive modulatory effects. Interestingly, the sign
of these effects were often in opposite directions. About half of the atten-
tionally modulated neurons were modulated only when the RF fell inside
the AF, consistent with behavioral performance. The remaining neurons
were modulated even when the RF was located more than one diameter
outside the AF, suggesting that at the neuronal level attention can spread
beyond the AF, as defined by enhanced behavioral performance. Consis-
tent with proposed ventral stream contributions to spatiotopic process-
ing, we found activity in >70% of the V4 neurons studied was also mod-
ulated by gaze angle position, reminiscent of dorsal stream gain fields.

Acknowledgement: Supported by NEI RO1-EY025103 and NIMH F30-MH102010

26.3026 Rapid and Parallel Allocation of Attention to Shapes

Michael Jenkins' (mjenki02@mail.bbk.ac.uk), Anna Grubert’, Martin
Eimer'; 'Department of Psychological Sciences, Birkbeck, University of
London

In real-world visual environments, many objects can appear simultane-
ously or in rapid succession and often guide attention based on features
such as colour and shape. There is continuing debate as to whether atten-
tion is allocated in serial or in parallel; however, previous research by
Eimer and Grubert (2014) used event-related brain potential (ERP) mark-
ers of attentional allocation to show that attention could be allocated rap-
idly and in parallel to new items. Since colour is known to be a particu-
larly strong guiding feature (Wolfe, 2007), it is possible that this effect is
unique to colour. The current research aimed to replicate these findings
using targets defined by shape in order to generalise this attentional phe-
nomenon. Participants were presented with trials containing two rapidly
presented displays with a stimulus-onset asynchrony (SOA) that varied
between conditions (10, 20 and 50ms). Each display contained one target
shape and one distractor shape. Participants were instructed to compare
the orientations of lines presented inside the target shapes. EEG data were
collected from each participant and the N2pc ERP component was anal-
ysed as a marker for the deployment of attention to a location in the con-
tralateral visual hemifield. As found by Eimer and Grubert, differences
between N2pc onset latencies in each of the two displays closely matched
the objective SOA in each condition, demonstrating that attention can
also be allocated rapidly to new target objects when they are defined by
shape, and two separate foci of attention can be maintained in parallel.
These results suggest that the ability to maintain attention at one location
whilst allocating it to a new location is not confined to colour, but may in
fact be a phenomenon that exists also for other attention-guiding features.

Acknowledgement: This work was supported by grant ES/K006142/1 from the
Economic and Social Research Council (ESRC), UK.

26.3027 Single trial decoding of visual attention from local field
potentials in the primate lateral prefrontal cortex Guillaume
Doucet' (guillaume.doucet2@mail.mcgill.ca), Sebastien Tremblay?,

Roberto Gulli?, Florian Pieper, Adam Sachs*, Julio Martinez-Trujillo®;
'Department of physiology, McGill University, 2Integrated program in
neuroscience, McGill University, *Inst. for Neuro- & Pathophysiology,
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Univ. Med. Ctr. Hamburg-Eppendorf, “Div. of Neurosurgery, Dept.
of Surgery,The Ottawa Hosp. Res. Institute, Univ. of Ottawa, *Robarts
Research Institute, University of Western Ontario

It has recently been shown that attention can be decoded from the spik-
ing activity of ensembles of neurons in area 8A of the monkey lateral pre-
frontal cortex (Tremblay et al., 2015). As spikes are believed to reflect the
output of a given brain region and local field potentials (LFPs) its input and
local activity, we used a decoding approach to investigate the role of area
8A in visual attention. To do so, we used simultaneously recorded LFPs
from chronically implanted multi-electrode arrays to decipher the target
of visual attention. However, when attempting to decode the informa-
tion content of an LFP signal, conventional filtering techniques (low-pass
at 250 Hz) are insufficient in segregating spikes components from other
LPF sources. Indeed, multiple studies have shown that spike waveforms
recorded from the same electrode contaminate LFP signals above 80 Hz
(Zanos et al., 2012), biasing the decoded information. Using a previously
published spike removal algorithm (Zanos et al., 2011), we compared the
decoding performances of spike-free LFPs and spiking data. Our results
demonstrate that LFPs in the mid to high gamma range (> 80 Hz) offer
comparable performance to spikes in decoding accuracy, while the lower
frequencies are unreliable. We further show that the information content of
high-frequency LFPs is entirely redundant with the one contained in locally
recorded action potentials. These results first demonstrate that LFP signals
can be used to decode the allocation of attention across the visual field. Sec-
ondly, recent work by Ray and Maunsell (2011) proposed that the higher
LFP frequencies (> 80 Hz) reflect the neuronal firing around the electrode
and are independent of lower gamma oscillations. This suggests that our
decoding accuracy is only dependent on the local spiking activity of area 8A
and not from its input, placing it as a potential source for attentional signals.

26.3028 Attentional switching of connectivity between visual and
memory systems Natalia Cordova'? (ncordova@princeton.edu), Alexa

Tompary?, Nicholas Turk-Browne'? 'Princeton Neuroscience Institute,
Princeton University, 2Department of Psychology, Princeton University,
*Department of Psychology, New York University

Attention amplifies neural responses within areas coding for goal-relevant
information and also strengthens the coupling between these areas. This
modulation has been found repeatedly in ventral visual cortex and linked
to the behavioral effects of attention on perception. However, attention also
has a powerful effect onlearning and memory behavior, suggesting thatsuch
modulation may impact the medial temporal lobe (MTL) memory system.
Here we investigated this possibility by examining how visual input into the
MTL gets prioritized based on top-down attentional goals. In particular, we
focused on two cortical structures, perirhinal cortex (PRC) and parahippo-
campal cortex (PHC), which project to the entorhinal cortex and hippocam-
pus. These regions are thought to belong to different pathways, with PRC
involved in face and object processing and PHC involved in scene and spa-
tial processing. However, in addition to these static networks, we hypoth-
esized that these regions would dynamically couple with ventral visual
cortex depending on whether attention is directed to their preferred con-
tent — that is, visual cortex would be more coupled with PRC when attend-
ing to faces and with PHC when attending to scenes. To test this prediction,
subjects were exposed to blocks of composite images containing both face
and scene information, but attended to only one category. We measured
background connectivity between PRC, PHC, and ventral visual cortex sep-
arately during the face and scene attentional states. Region-of-interest and
voxelwise analyses revealed an interaction consistent with our prediction,
with visual cortex coupling relatively more with PRC during face attention
and PHC during scene attention. Interestingly, the degree to which atten-
tion modulated a voxel’s connectivity was negatively correlated with the
voxel’s category selectivity — voxels with mixed selectivity had the most
malleable connectivity. These findings suggest that attention determines
which MTL structures receive the most input from ventral visual cortex.

Acknowledgement: NIH RO1 EY021755

26.3029 Controlled Attentional Suppression Nancy Carlisle' (nancy.

carlisle@gmail.com), Aleksander Nitka'; 'School of Psychology, University
of Leicester

When participants are given a cue about the color of distractors in an
upcoming array, they are faster to find a target then when no distractor cue
is given (Arita, Carlisle, & Woodman, 2012). While the benefit of this cue
is not as large as the benefit for a cue that indicates the color of the target,
it indicates participants can engage in active suppression of a specific color
features. However, other evidence suggests that participants may first need
to attend to the distractor color in order to suppress it, a ‘search and destroy’

mechanism (Moher & Egeth, 2012). In this study, we used the N2pc ERP
component to evaluate the conflicting proposals from these two explana-
tions. We used an array that contained 6 items of one color in the left visual
hemifield, and 6 items of another color in the right visual hemifield. Partic-
ipants were provided with a neutral cue (color will not appear in array), a
negative cue (color will be distractor), or a positive cue (color will be target).
The active suppression hypothesis predicts the cued distractors will be
avoided in the negative cue condition, leading to an N2pc toward target
features. The search and destroy hypothesis predicts the cued distractors
will first be attended, leading to an N2pc toward the cued distractors. We
found no evidence of an N2pc toward the cued distractors, in contrast
to the prediction of the search and destroy hypothesis. Both the positive
and negative cues led to N2pcs toward the target color. The latency of the
N2pc response was much faster for the positive cue condition, leading to
an interaction of early vs. late window and cue type. Overall, these results
show that in some conditions participants can actively avoid a cued dis-
tractor feature, suggesting the possibility of active attentional suppression.

26.3030 Using the N2pc to compare the timing of attentional
shifts to categorical and featural targets. Chloe Callahan-Flintoft'

(ccallahanflintoft@gmail.com), Brad Wyble'; 'Department of Psychology,
Pennsylvania State University

When a target is presented on one side of a visual display, EEG will record
a brief negativity from posterior locations on the contralateral scalp about
200ms after target onset. This component, called the N2pc, is thought to
reflect the deployment of attention towards the target. The present study
contrasted the N2pcs produced by targets defined by feature or by category.
Participants viewed two RSVP streams with a 150ms SOA. The distractors
were black letters and the targets were either red letters (differing from
distractors in feature) or black digits (differing in category). Trials either
had one target or two (T1 and T2), with T2 always presented immediately
after and on the same side as T1 in all possible combinations of target types.
The presentation of the target(s) was followed by another string of distrac-
tors and subsequently participants were asked to report what targets they
had seen. We found that the N2pc onset was later when T1 was defined by
category (digit) versus feature (red letter). From this we predicted that the
delay in the localization of attention from a category target would delay the
subsequent encoding of that target, such that participants would swap the
T1 and T2 in their report more often whenever the first target was specified
by category rather than feature. The behavioral data confirmed this predic-
tion. Additionally, in an unexpected finding, the lowest accuracy in report-
ing both targets involved a categorical T1 (slow localization) followed by
a featural T2 (fast localization). This arrangement may have caused the
attentional processes evoked by the two attentional sets to collide, thus
producing less efficient encoding of the targets from the RSVP stream. The
reverse order (feature followed by digit) produced much higher accuracy.

Acknowledgement: NSF 1331073

26.3031 Cerebellar Contributions to Visual Attention and Visual
Working Memory Revealed by Functional MRI and Intrinsic Func-
tional Connectivity James Brissenden' (brissend@bu.edu), Emily Levin’,

David Osher', Maya Rosen', Mark Halko?, David Somers'; 'Boston Univer-
sity, Department of Psychological and Brain Sciences, Harvard Medical
School and Beth Israel Deaconess Medical Center

The study of cerebellum function has been traditionally limited to the
motor domain. Recent research, however, has begun to characterize the
cerebellum’s role in cognition (see Schmahmann, 2010) and has demon-
strated intrinsic functional connectivity between cerebral cortical net-
works and distinct cerebellar regions (Buckner et al., 2011). Here, in two
separate fMRI experiments, we investigated whether cerebro-cerebellar
connectivity of dorsal attention network (DAN) predicts cerebellar acti-
vation during visual attention and visual working memory (VWM) task
performance. In experiment 1 (N=8), subjects performed a multiple-object
tracking task. In experiment 2 (N=9), subjects performed a VWM change
detection task using oriented bars. Memory load was varied across blocks
(set size: SS0, SS1, or SS4). Both experiments employed resting-state func-
tional connectivity analysis using cortical network seeds (Yeo et al., 2011)
to parcellate cerebro-cerebellar networks in individual subjects. In exper-
iment 1, a region-of-interest analysis revealed a robust attentional effect
within cerebellar regions functionally connected to the cortical DAN (p<
.01). Conversely, cerebellar regions functionally connected to the cortical
default mode network (DMN) showed reliable deactivation (p< .001). In
experiment 2, contrasting SS4 with SS0 and SS1 resulted in a similar pattern
of competitive interaction between cerebellar nodes of the DAN and DMN.
Load-dependent activation spatially corresponded with cerebellar DAN
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nodes (554-55S0: p< .005; SS4-SS1: p< .0001) and load-dependent deactiva-
tion was observed within cerebellar DMN nodes (S54-5SS0: p< .005; SS4-
SS1: p<.0005). Across both experiments the strength of intrinsic functional
connectivity, with either the cortical DAN or the cortical DMN, signifi-
cantly predicted the response of individual cerebellar voxels (Experiment
1: rpan =.67, rpmn =-.71; Experiment 2: rpan =.60, rpun =-.56). Our results
indicate that cerebellar nodes of the DAN contribute to network func-
tion across a diverse range of attentive and working memory conditions.

Acknowledgement: This work was supported by the National Institutes for
Health (NIH RO1EY022229)(D.C.S.), National Science Foundation Graduate
Research Fellowship Program (DGE-1247312)(J.A.B.), and the Sidney R. Baer Jr.
Foundation Fellowship (M.A.H.).

26.3032 Whole-brain, sub-second data collection for task-evoked
fMRI studies using simultaneous multi-slice/multiband acqui-
sition Stephanie McMains' (smcmains@fas.harvard.edu), R. Matthew
Hutchison'?, Ross Mair'?; 'Center for Brain Science, Harvard University,
?Athinoula A. Martinos Center for Biomedical Imaging, Harvard Medical
School, Massachusetts General Hospital

Slice-accelerated EPI using multiband (MB) RF pulses that allow for simul-
taneous multi-slice (SMS) acquisition of BOLD contrast images can signifi-
cantly enhance the temporal and spatial resolution of fMRI by acquiring
up to 8 non-contiguous slices at the same time, thus enabling whole-brain
sub-second TRs. Here we studied visual cortex response at a variety of
MB accelerations and TR reductions to investigate whether there were any
costs associated with parameters that allowed for whole-brain, sub-second
data collection at 2mm resolution. 6 subjects were scanned (3.0T Siemens
Tim Trio) with a 32-ch head coil while subjects performed a fixation task
and blocks of flashing checkerboards were presented to alternating visual
fields. BOLD scans were acquired at 3mm and 2mm isotropic resolutions,
a max TR of 3s, and MB accelerations of 0 (conventional BOLD sequence),
1, 4 and 8 (Siemens WIP 770A). Beta and t-statistics were extracted from
regions localized in visual cortex. With a TR of 3s, there were 91 timepoints,
while for TR= 1.25/0.75/0.7s, there were 184/307/328 timepoints. There
were no significant differences in betas for any parameters, or in t-statistics
for levels of MB when holding the TR constant. Shortening the TR increased
t-statistics significantly. This advantage was reduced when temporal auto-
correlations in the noise were modeled. An event-related study was also
conducted for 2mm voxels to compare 3s TR (MB1) versus 750ms TR (MBS).
Betas were larger for the MBS scans, likely due to improved characteriza-
tion of the hemodynamic response, even though stimulus onset was jittered
to the TR. The results suggest that whole brain coverage with high spatial
and temporal resolution can be achieved using SMS with little to no cost
in terms of BOLD signal sensitivity, as measured by betas and t-statistics,
even though time-series SNR decreased significantly at high MB factors.

Object Recognition: Parts and features
Saturday, May 16, 2:45 - 6:45 pm
Poster Session, Banyan Breezeway

26.3033 The Role of Color and Spatial Frequency in Perceptual
Expertise Training Tim Curran’ (tim.curran@colorado.edu), Matthew
Mollison', James Tanaka?, Lisa Scott?’; 'Department of Psychology and
Neuroscience, University of Colorado Boulder, Department of Psychol-
ogy, University of Victoria, *Department of Psychology, University of
Massachusetts

Recent research with bird experts indicates that their subordinate-level cat-
egorization of species is influenced by image color (Hagen et al., 2014) and
spatial frequency characteristics (Hagen et al., 2015). The present research
sought to examine how these same characteristics influenced learning and
subsequent discrimination of species in novice participants trained at the
subordinate species level (e.g., “Nashville Warbler” vs. “Wilson’s War-
bler”). Six training days included unaltered images (color congruent, all
spatial frequencies) of 10 species of birds. During the pre- and post-training
tests, images were manipulated to examine the influence of color (congru-
ent, incongruent, or grayscale) or spatial frequency (all frequencies, high
spatial frequencies above 8 cycles/image (cpi), or low spatial frequencies
below 8 cpi) during a serial species-matching task. Results suggest that,
prior to training, congruent and incongruent color did not differ and gener-
ally improved discrimination relative to grayscale images. Presumably these
pre-training effects reflect the importance of color in part segmentation for
novices. However, after training, participants performed best with congru-
ent colors relative to the incongruent and grayscale images. These findings
highlight the importance of color knowledge in correct subordinate-level

identification. Unlike color, the effects of spatial frequency did not change
with training. Training improved performance for allimage types. However,
accuracy before as well as after training was ordered: all special frequencies
> high spatial frequency > low spatial frequencies. In general, post-training
results were similar to real-world bird experts who perform best with con-
gruent colors and all spatial frequency images, and who rely on high spatial
frequencies more than low spatial frequencies for discrimination. The pres-
ent results suggest that color congruency effects were dependent on learn-
ing, whereas the effects of spatial frequency did not change with learning.

Acknowledgement: This work was supported by ARI grant W5J9CQ-11-C-0047.
The view, opinions, and/or findings contained in this work are those of the
authors and should not be construed as an official Department of the Army
position, policy, or decision.

26.3034 The roles of structure-based and function-based action
knowledge in object recognition Ye Liu' (liuye@psych.ac.cn), Long

Ni', Xiaolan Fu'; 'State Key Laboratory of Brain and Cognitive Science,
Institute of Psychology, Chinese Academy of Sciences

In recent years, a growing body of research has shown that action knowl-
edge is an important part in the representation of object concepts and plays
a role in the recognition of manipulable objects (Lin, Guo, Han, & Bi, 2011;
Matheson, White, & McMullen, 2014). Action knowledge of manipulable
objects regards how an object could be grasped, moved, and used. Further
evidence from neuropsychological and brain imaging research has sug-
gested that there are two kinds of action knowledge: function-based and
structure-based action knowledge (Bub & Masson, 2013). Structure-based
action refers to grasping an object and moving it, and function-based
action refers to functionally using an object. Both types of action knowl-
edge could be activated automatically during object processing, and they
are independent of each other functionally and neuroanatomically (Bub &
Masson, 2013; Jax & Buxbaum, 2010). However, their respective roles in
object recognition is still unclear. In the present two experiments, static
action pictures (Experiment 1) and dynamic action videos (Experiment 2)
of structural versus functional hand gestures were used as primes to exam-
ine their respective roles in the recognition of manipulable target objects.
Experiment 1 found that structural and functional hand gestures could
facilitate the naming of manipulable objects to the same extent. However,
Experiment 2 found that the prime effect of functional hand gestures on
the naming of manipulable objects was much stronger than the effect of
structural hand gestures. The findings indicated that both function-based
action and structure-based action knowledge did play important roles in
object recognition, but the facilitation effect of dynamic function-based
action was more significant. The present research provided further evi-
dence for the role of the dorsal pathway in object recognition that pre-
viously considered subserved only by the ventral pathway, and the dis-
tinction between the two action systems: “Grasp” and “Use” systems.

Acknowledgement: This research was supported in part by grants from
National Basic Research Program of China (2011CB302201) and the National
Natural Science Foundation of China (90820305, 61075042).

26.3035 The effect of familiar and unfamiliar context in periph-

eral object recognition Derrick Schlangen' (dschlang@fau.edu), Elan
Barenholtz'; 'Psychology Department, College of Science, Florida Atlantic
University

Previous research on peripheral recognition has largely concerned artificial
stimuli (e.g., letters or gratings) shown in isolation or in an uninformative
context (e.g. surrounded by flankers). Under these conditions, recognition
abilities decline rapidly with eccentricity due to crowding and a decrease in
visual acuity. Under typical viewing conditions, however, the larger con-
textual scene in which an object appears may carry high levels of informa-
tion about the identity of the object, particularly if the environment is famil-
iar. This contextual information may serve to improve recognition ability in
the periphery. To examine this potential role of context and familiarity, we
tested participants’ ability to identify pictures of objects across the visual
field. A wide variety of objects were used as target objects. On each trial,
participants maintained fixation on a point while a photographed object in
the periphery was cued by a flashing dot. The task was to identify the cued
object. Fixation was moved progressively closer to the target until it could be
successfully recognized. Using this technique, we compared performance
when the object was shown within its entire contextual scene vs. when the
image of the object was isolated. In addition, we compared performance
when the contextual scene was familiar to the participants vs. when it was
unfamiliar. The same set of objects, shown at the same eccentricities, was
used across the three conditions (Familiar Context, Unfamiliar Context, No
Context). Results showed an effect of contextual condition, with successful
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recognition in the Familiar Context condition at dramatically higher eccen-
tricities than in the Unfamiliar Context condition (~20 degrees), which, in
turn yielded higher eccentricities than in the No Context condition. Overall,
these findings demonstrate that contextual information—and particularly a
familiar context—allows for recognition of objects even in the far periph-
ery, despite the constraints imposed by crowding and lowered acuity.

26.3036 Object-based perception of orientation in the Ter-
nus-Pikler display Andreas Wutz' (andreas.wutz-1@unitn.it), David
Melcher'; 'CIMeC, Center for Mind/Brain Sciences, University of Trento

Early visual processing is based on orientation-selective receptive fields in
a retinotopic reference frame. Perception of visual features over longer time
scales, exceeding this fast feedforward encoding, has been demonstrated
to involve object-based, rather than only retinotopic coordinates (Fra-
casso et al., 2010; Boi et al., 2011). For example, non-retinotopic encoding
has been found using the Ternus-Pikler (T-P) apparent motion display in
which object identity is mapped across the object motion path given the
inter-stimulus interval (ISI) is sufficiently long (Boi et al., 2009). Here, we
report evidence that feature integration over time can involve an object-
based frame of reference, even for the perhaps most paradigmatic example
of retinotopically defined features: orientation. We presented observers
with repeated series of T-P displays, in which the perceived rotation of
Gabor patches depended on the combination of Gabor orientations in either
retinotopic or object-based coordinates across display frames. We report
that the frequency of perceived retinotopic rotations linearly decreases
with increasing ISI between T-P display frames. For very short ISIs (< 50
ms) perceived rotation is strongly biased towards retinotopic processing
but on longer time scales (exceeding ISIs around 100 ms) the rotation per-
cept appears ambiguous or predominantly non-retinotopic for individual
observers. In addition to these temporal factors, we show that in percep-
tually ambiguous T-P displays (constant ISI; 200 ms) the perceived rota-
tion can be strongly biased towards either retinotopic or non-retinotopic
integration based on object grouping. Cueing either static spatial object
position or apparent motion resulted in robust element- or group motion
percepts, respectively, and the frequency of retinotopic vs. non-retino-
topic rotation reports depended strongly on the perceived object match-
ing. Our results indicate that temporal integration of even basic, low-level
visual features like orientation can be biased towards non-retinotopic pro-
cessing in order to support the perceived constancy of objects in motion.

Acknowledgement: European Research Council Grant (agreement 313658)

26.3037 The canonical upright in the representation of object
orientation Miles Hatfield', Emma Gregory?, Michael McCloskey?; 'Johns
Hopkins University, Department of Cognitive Science, ]Johns Hopkins
University, Department of Cognitive Science, *Johns Hopkins University,
Department of Cognitive Science

Some objects are mono-oriented, possessing a canonical or “preferred
upright” orientation (Palmer at al., 1981; Jolicoeur, 1985). The implica-
tions of canonical orientations for theories of object recognition have been
widely discussed (Rock, 1974; Tarr & Pinker, 1989; Ghose & Liu, 2013), but
it remains unclear how “canonical” orientations fit into a theory of object
orientation representation. How does the orientation representation for an
object differ in canonical versus non-canonical orientations? Eight “hori-
zontal” and 8 “vertical” objects (Fig. 1) were each presented in 16 different
orientations (canonical and non-canonical) (Fig. 2). On each trial, partic-
ipants (under working memory load) viewed an object in a “target” ori-
entation and subsequently attempted to select the target from an array of
that object in 16 different orientations. In previous research with poly-ori-
ented (no preferred orientation) objects (Gregory and McCloskey, 2010),
participants often selected the object primary-axis (OPA) reflection of the
target: an “OPA error” (Fig 3a). We predicted that if the “uprightness”
of a mono-oriented object is specifically encoded, OPA errors should be
affected by canonical orientation: for canonically-oriented vertical targets,
an OPA error maintains “uprightness” (Fig. 3b); for a canonically-ori-
ented horizontal target, an OPA error would result in an “upside-down”
orientation (Fig. 3c). Indeed, OPA errors were modulated by an Object
type (vertical vs. horizontal) X Orientation (canonical vs. not) interac-
tion (F(1,13) = 16.70, p< .05): for vertical objects, OPA errors were equally
common for canonical and non-canonical targets (t(13) = .16, n.s.); for hor-
izontal objects, they were significantly reduced for canonical targets (t(13)
=4.01, p< .05) (Fig. 4). Participants apparently represent the “uprightness”
of a stimulus, thereby avoiding otherwise common errors that contra-
dict this representation. These results suggest that the canonical orienta-
tion of an object affects not just the cognitive processes underlying object
recognition but also those involved in representing spatial information.

26.3038 Invariant object recognition enhanced by object per-
sistence Mark Schurgin' (maschurgin@jhu.edu), Jonathan Flombaum';
'Psychological and Brain Sciences, Johns Hopkins University

The same object can look different to an observer because of changes in
viewpoint, lighting, and other parameters. This makes object recognition
that is invariant to viewing condition a staggering challenge. It has been
suggested that spatiotemporal association can support invariant learning;
combining information gained during distinct encounters can improve
one’s estimates of an object’s true features. But spatiotemporal associa-
tion is insufficient; one needs to know whether spatiotemporally close
encounters include the same object. We hypothesized that spatiotempo-
ral association should therefore be constrained by the rules of object per-
sistence, the object physics thought to make up core knowledge in infants
and known to guide online perception of token identity. We tested this
hypothesis with an incidental-encoding paradigm followed by a recogni-
tion test. During each encoding trial a single object appeared twice, via an
apparent motion manipulation, in a way that made it look like encoun-
ters with two distinct individuals (discontinuous motion) or that made it
look like two encounters with the same individual (continuous motion).
Participants then judged test objects each as old, similar, or new. Signal
detection measures of recognition were used to compare performance as a
function of motion continuity. In Experiment 1, encoding involved encoun-
ters with an object embedded each time in independent noise. In Experi-
ment 2, encoding occurred without noise, but test images were embedded
in varying degrees of noise. And in Experiment 3, each encoding encounter
included the object oriented differently, with old objects at test appearing
at a third, never-before-seen orientation. (Additional control and extension
experiments were run as well). In all three experiments, objects encoun-
tered through continuous motion were recognized significantly better
than objects encountered through discontinuous motion. These results
demonstrate how invariant object learning is supported by constraints
from object physics that control the online perception of token identity.

26.3039 Object dissimilarities in visual search: the whole is equal

to the sum of parts RT Pramod'? (pramodrt@ece.iisc.ernet.in), Sripati
Arun?'; 'Department of ECE, Indian Institute of Science, Bangalore, India,
*Center for Neuroscience, Indian Institute of Science, Bangalore, India

A fundamental question in vision science is whether objects can be under-
stood in terms of their parts. If the whole is the sum of parts, it suggests
that dissimilarities between whole objects can be explained using dissimi-
larities between their constituent parts. Here we set out to investigate this
problem by studying dissimilarity relations in a set of abstract objects. We
measured perceived dissimilarity by asking subjects to find the oddball
item in a visual search array. The reciprocal of the time taken by humans to
find one object among homogeneous distracters was taken as a measure of
dissimilarity between the two objects. In Experiment 1, we created two-part
objects joined by a stem. Each side of the stem could be occupied by one of
seven parts, resulting in a total of 49 objects. Subjects performed searches
involving all possible 1,176 pairs (49C;) of these objects. We then asked
whether these search dissimilarities could be explained using a smaller set
of 21 (7C,) part-part dissimilarities. Our main finding is that dissimilari-
ties between a pair of objects is a linear sum of the dissimilarities between
every pair of their constituent parts (r = 0.88, p < 0.0005). Thus, for objects
AB and CD, their overall dissimilarity is a linear sum of the dissimilari-
ties between AC, BD, AD, BC, AB and CD. In Experiment 2, we confirmed
that this result holds for three-part objects (r = 0.90, p < 0.0005). The only
systematic deviation between observed and predicted dissimilarities was
for searches involving symmetric objects. For pairs of symmetric objects,
the predicted and observed dissimilarities were tightly correlated but offset
by a fixed amount. This suggests that symmetry confers an additional but
fixed distinctiveness to objects. Taken together, our findings reveal a sur-
prising and systematic linear rule by which objects are related to their parts.

Acknowledgement: Wellcome Trust-DBT India Alliance

26.3040 Faster than the speed of rejection: Object identification
processes during visual search for multiple targets Michael Hout'
(mhout@nmsu.edu), Hayward Godwin?, Steven Walenchok?, Joseph
Houpt*, Stephen Goldinger?; 'Department of Psychology, New Mexico
State University, 2School of Psychology, University of Southampton (UK),
*Department of Psychology, Arizona State University, ‘Department of Psy-
chology, Wright State University

When engaged in a visual search for two targets, participants are slower
and less accurate in their responses, relative to their performance when
searching for singular targets. Previous work on this “dual-target cost” has
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primarily focused on the breakdown of attention guidance when looking
for two items. Here, we investigated how object identification processes
are affected by dual-target search. Our goal was to chart the speed at which
distractors could be rejected, in order to assess whether dual-target search
impairs object identification. To do so, we examined the capacity coefficient,
which measures the speed at which decisions can be made, and provides a
baseline of parallel performance against which to compare. We found that
participants could search at or above this baseline, suggesting that dual-tar-
get search does not impair object identification abilities. We also found sub-
stantial differences in performance when participants were asked to search
for simple versus complex images. Somewhat paradoxically, participants
were able to reject complex images more rapidly than simple images. We
suggest that this reflects the greater number of features that can be used
to identify complex images, a finding that has important consequences
for understanding object identification in visual search more generally.

26.3041 Shape recognition: convexities, concavities and things in
between Gunnar Schmidtmann' (gunnar.schmidtmann@mcgill.ca), Ben

Jennings', Frederick Kingdom'; '"McGill Vision Research, Department of
Ophthalmology, McGill University

Previous studies on shape recognition have drawn different conclusions
regarding the importance of specific object features, such as convexi-
ties, concavities and intermediate points. Some studies found evidence
for a predominant role of convexities, whereas others favored concavi-
ties or intermediate parts. However, most studies have employed famil-
iar objects or simple geometric shapes not necessarily containing curves
(polygons) as their stimuli. Here we present a novel set of shapes with
well-defined convexities, concavities and points between convexities
and concavities. The shapes were composed of the sum of three differ-
ent radial frequency (RF) components with random phases, segmented
to remove all but variable lengths of contour centred on the feature of
interest. Observers were required to match the segmented test shape to
one of two subsequently presented whole-contour re-scaled test shapes.
Observers were never presented with the same shape twice. Results show
that for short (dot-sized) segment lengths, performance was significantly
higher for convexities than for either concavities or intermediate points.
For the convexities, performance remained constant as a function of seg-
ment length, and although performance improved with segment length
for concavities and intermediate points, it only reached convexity perfor-
mance at the largest lengths tested. No significant differences between
concavities and intermediates were found. We present a model by which
positions of convexities are extracted and connected to form shape prim-
itives (polygons) that are matched to the test shapes. These results indi-
cate that these closed shapes are encoded from the positions of convexi-
ties, rather than from the positions of either concavities or intermediates.

Acknowledgement: Natural Sciences and Engineering Research Council of
Canada grant #RGPIN 121713-11 given to FK.

26.3042 Mapping eye movements in 3D: Preferential fixation of
surface curvature minima during object recognition in stereo

viewing. Charles Leek' (e.c.leek@bangor.ac.uk), Stephen Johnston?, Filipe
Cristino'; 'School of Psychology, Bangor University, Bangor, UK, ?School
of Psychology, Swansea University, Swansea, UK

The recognition of 3D object shape is a fundamental issue in vision science.
Although our knowledge has advanced considerably, most prior studies
have been restricted to 2D stimulus presentation that ignores stereo dis-
parity. In previous work we have shown how analyses of eye movement
patterns can be used to elucidate the kinds of shape information that sup-
port the recognition of multi-part 3D objects (e.g., Davitt et al., JEP: HPP,
2014, 40, 451-456). Here we extend that work using a novel technique for the
3D mapping, and analyses, of eye movement patterns under conditions of
stereo viewing. Eye movements were recorded while observers learned sets
of surface-rendered multi-part novel objects, and during a subsequent rec-
ognition memory task in which they discriminated trained from untrained
objects at different depth rotations. The tasks were performed binocularly
with or without stereo disparity. Eye movements were mapped onto the
underlying 3D object mesh using a ray tracing technique and a common
reference frame between the eye tracker and 3D modelling environment.
This allowed us to extrapolate the recorded screen coordinates for fixations
from the eye tracker onto the 3D structure of the stereo-viewed objects.
For the analysis we computed models of the spatial distributions of 3D
surface curvature convexity, concavity and low-level image saliency. We
then compared (fixation) data - model correspondences using ROC curves.
Observers were faster and more accurate when viewing objects with
stereo disparity. The spatial distributions of fixations were best accounted

for by the 3D surface concavity model. The results support the hypothe-
sis that stereo disparity facilities recognition, and that surface curvature
minima play a key role in the recognition of 3D shape. More broadly,
the novel techniques outlined for mapping eye movement patterns in 3D
space should be of interest to vision researchers in a variety of domains.

Acknowledgement: Economic and Social Research Council (ESRC) RES-062-23-
2075

26.3043 Structural, not spectral, representation of shape in lateral
occipital complex Haluk Tokgozoglu' (htokgozl@jhu.edu), Anthony

Sali?, Brian Anderson?, Steven Yantis?, Charles Connor?; 'Department of
Computer Science, Johns Hopkins University, 2Department of Psycholog-
ical and Brain Sciences, Johns Hopkins University, *Solomon H. Snyder
Department of Neuroscience, Johns Hopkins University, Zanvyl Krieger
Mind/Brain Institute

Neural recording studies in monkeys have shown that shape representation
in high-level ventral pathway cortex (including inferotemporal cortex or
IT) is structural: ensembles of neurons encode shapes as spatial configura-
tions of structural fragments. The putative homologue for IT in the human
brain is the lateral occipital complex (LOC), which is defined by differential
responses to intact and scrambled object photographs. Here, we used fMRI
to test whether shape representation in human LOC is similarly structural,
or is better explained by spatial frequency tuning, which has been the stan-
dard quantitative model for shape sensitivity in human cortex. Our stimuli
were letter-like combinations of medial axis fragments (straight and curved
line segments). Stimuli were presented in random order while subjects per-
formed a one-back shape-matching task. We used a generalized linear model
(GLM) to estimate the response pattern of each LOC voxel across stimuli.
We parameterized the stimuli as combinations of medial axis fragments,
defined by their curvatures, orientations, and object-relative positions. For
each voxel, we used stepwise regression to fit a structural tuning model
that explained stimulus responses in terms of sensitivity to component
fragments. Model complexity was limited to components that explained
at least 5% additional variance. Typical models comprised 3-6 components
and explained 45-65% of the response variance across stimuli. In contrast,
comparable spectral models, based on components from a Gabor wavelet
pyramid decomposition of the stimuli, typically explained only 5-15% of the
response variance. The explanatory power of the structural models suggests
that LOC represents shapes as configurations of structural components.
These results also support the homology between human LOC and monkey
IT, where neural mechanisms of shape coding can be studied in detail.

26.3044 Feature fragments and evidence accumulation in object
and face perception Maxim Bushmakin'? (mbushmak@indiana.edu),
Thomas James'? 'Department of Psychological and Brain Sciences, Indi-
ana University, ?Cognitive Science Program, Indiana University

Recognition and identification of objects is ubiquitous in the daily lives of
human beings, yet despite its importance we still do not understand how
visual information arriving at the retina is processed by the human visual
cortex (and the rest of the brain) in such a fast and flexible manner. There is a
large body of neurophysiological work with non-human primates showing
that certain neurons in the posterior and middle regions of the inferior tem-
poral gyrus (area TE) respond preferentially to specific features of objects.
Further studies exploring the brain’s response to a large set of objects
decomposed into simpler shapes led a number of researchers to suggest
that part of TE was organized in column-like structures with all neurons
in a column having preferential tuning for specific shapes. Assuming that
object features are presented similarly in humans, the current study aimed
to discover the features of objects and faces that produce the fastest and
most accurate categorization responses. Participants viewed many single
fragments selected from random locations in images of a set of objects and
attempted to classify the fragment based on object category. Accuracy and
reaction time measures were analyzed using a sequential sampling frame-
work, specifically Drift Diffusion and Linear Ballistic Accumulator models
(Brown & Heathcote, 2008; Ratcliff & Rouder, 1998). Modeling results
showed that the variability in reaction times across features was accounted
by the rate of perceptual evidence accumulation, which is dependent on
the amount of information in the fragment. The current study represents
a fundamental step toward evaluating the functional organization of the
human ventral visual stream within a feature-based theoretical framework.

26.3045 Correlating Beauty and Two Measures of Pleasure Lauren
Vale' (lauren.vale@nyu.edu), Gernot Gerger?, Helmut Leder? Denis Pelli';

'Psychology Dept. and Center for Neural Science, New York University,
“Faculty of Psychology, University of Vienna
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When you look at your beauty and I look at mine, do we have the same
feeling? Kant (1764) and Santayana (1896) say that the experience of
beauty is pleasure, with qualifications. So we measure pleasure. Observ-
ers use Google Images to find an image that is beautiful to them. The
observer is asked to look at that image and rate pleasure by continually
adjusting the spread of two fingers to track the decaying pleasure they
feel from the image. We record both the finger spread rating (on smart-
phone screen using our emotiontracker.net) and facial muscle activ-
ity (fEMG, facial electromyography of M. corrugator supercilii and M.
zygomaticus major). We find a high correlation between the feeling of
beauty (or liking) and fEMG and finger-rating responses. The rating
correlation is 80% until 90 s after stimulus offset. This consistent find-
ing across observers suggests that the two physiological responses,
one overt and the other automatic, both track the pleasure of beauty.

26.3046 Is the Visual System Tuned to Perceive Ratios in Bodies?
Sara Barth' (sbarth225@gmail.com), Kathryn Scherf'; 'Pennsylvania State
University

Men reportedly have a strong preference for women’s bodies with a waist-
to-hip ratio (WHR) of 0.70. Based on the well-established relationship
between women’s WHR and fecundity, this preference has been inter-
preted to reflect sensitivity of the human visual system to perceive a phys-
ical signal of fertility and mate potential. However, the bulk of research
supporting this claim did not use ecologically valid stimuli nor system-
atically vary the WHR within the normal range in the population, which
is between 0.67-0.80 for adult fertile women. Here, we hypothesized that
if the WHR is truly a visual signal used to identify potential fertile part-
ners, men should be able to detect differences in WHR within this normal
range in realistic female bodies. Furthermore, given that a woman’s WHR
decreases by approximately .01-.015 during the luteal phase of the men-
strual cycle, men might also be able to identify such minute changes in
WHR. To address these questions, exclusively heterosexual young men
and women performed a preference task and a visual discrimination task
on images of a woman’s body and pairs of parallel line stimuli. The WHR
and ratio between line stimuli systematically varied by .01 from .66-.90.
Men and women participants exhibited different patterns of preferences
for the body, but not line, stimuli. In contrast to previous findings, men
preferred a wider range of WHRs between 0.66-0.82. Women had much
sharper preferences that were focused on WHRs between 0.66-0.71. Men
and women both had great difficulty discriminating ratios at the fine-
grained level in the discrimination task; however, they were more accu-
rate at detecting these differences in WHRs than in ratios between line
stimuli. These findings indicate that the visual system may be biased to
detect minute variations in ratios within bodies, like it does within faces,
which may provide important social information about conspecifics.

26.3047 Holistic Processing of Body Postures Catherine Reed'
(clreed@cmc.edu), Daivik Vyas', Alison Harris'; 'Claremont McKenna
College

Although research supports the idea that faces are processed holistically,
less evidence exists for the holistic processing of bodies. The body has more
degrees of freedom, making it a challenge to distinguish between holistic
and configural processing via traditional tests of holistic processing (e.g.,
the composite effect). Here, we test for the holistic processing of body pos-
tures using a stereoscopic manipulation to create either the percept of a
whole body occluded by a set of bars or segments of body floating in front of
a background. Despite having identical low-level properties, only the first
stimulus is perceived holistically due to filling-in via amodal completion.
These stimuli were presented in a modified version of the whole-versus-part
superiority paradigm (Tanaka & Farah, 1993) in which subjects were asked
to identify body parts either in isolation or within the context of a body. In
line with previous results for faces, our current data suggest that recogni-
tion performance was better for body parts in the whole-body condition,
relative to isolated parts and for conditions where the body was perceived
to be whole behind the bars. Additionally, it appears that the whole-part dif-
ference is greater for stereoscopic conditions where the body is perceived to
be intact behind the bars rather than as floating body segments. These find-
ings support the idea that bodies, like faces, can be processed in a holistic
manner, laying the groundwork for further research using this paradigm.

26.3048 Relationships between eating disorder tendency and body
imaged-related size perception Moe Nagahata', Miki Onoda?, Eiichi
Mito?, Masamitsu Harasawa?, Hiroshi Ishikane'?; 'Graduate School of the
Humanities, Senshu University, Department of Psychology, Senshu Uni-
versity, *Science & Technology Research Laboratories, Japan Broadcasting
Corporation

The excessive concern for body shape is considered as one of the most pow-
erful risk factor for eating disorders (EDs). Previous studies reported that
patients with EDs showed body image disturbance and speculated that the
disturbance might be derived from distorted visual perception or visual
memory of body images. It has been suggested that patients with EDs
overestimated their own body in visual memory. However, it is not clear
whether the tendency of EDs affects the perception of human body. We
investigated the relationships between ED tendency and characteristics of
body image-related size perception. Undergraduate female students par-
ticipated in the experiment. The participants were divided into two groups
by their ED tendency using the subscale of Eating Disorder Inventory-91
(EDI-91). They were asked to adjust the length of the horizontal line seg-
ments of the standard stimulus to fit to the length of comparison stimuli,
the horizontal line segments which were superimposed on a human body
pictures or a rectangular. The comparison stimulus and the standard stimu-
lus were simultaneously presented on a LCD side by side. The comparison
line segments were positioned over the waist of body picture or the center
of the rectangle. Three types of body pictures were used; underweight,
normal weight and class-2 obesity. The ratio of the reported length of the
comparison stimulus to the standard stimulus was analyzed using mixed
repeated measures ANOVA. The results showed that 1) all participants
overestimated the length of the line segment superimposed on the human
body pictures against to the line segments over the rectangles, 2) partici-
pants with higher EDI-91 score perceived the line segments over the obese
body picture longer than participants with lower EDI-91 scores did. These
results suggest that ED tendency should affect body picture perception.

Acknowledgement: This study was supported in part by a grant of Strategic
Research Foundation Grant-aided Project for Private Universities from MEXT
Japan (2011-20155S1101013).

26.3049 Gun-Embodiment Biases on Object Perception are Unaf-
fected by Prior Experience Jessica Witt' (jessica.witt@colostate.edu),

Bradley Connor', Nathan Tenhundfeld', Jamie Parnes'; 'Department of
Psychology, College of Natural Sciences, Colorado State University

Object perception is influenced by a number of non-visual factors. One
factor relates to embodied cognition: objects are more likely to be identi-
fied as the object held and used to respond. For example, observers are
more biased to see guns when they also hold and respond with a gun
than when they respond with a neutral object. In the current exper-
iments, we tested whether prior experience with guns modifies this
gun-embodiment bias. Gun owners and video game players participated
in the experiments. Gun owners were just as biased as novices to per-
ceive guns as present, and the bias was similar regardless of whether a
real gun or a toy gun was used. Video game players, on the other hand,
only showed the bias when they responded with a real gun but not with
a toy gun. The results suggest that the same object can be embodied in
different ways. However, once the object is embodied, its influence on
object perception is stable and fixed, rather than flexible and malleable.

Acknowledgement: National Science Foundation

Color and light: Neural mechanisms
Saturday, May 16, 2:45 - 6:45 pm
Poster Session, Pavilion

26.4001 Hyperspectral Evolution of Trichromatic Response Filters

Boaz Arad' (boazar@bgu.ac.il), Ohad Ben-Shahar'; 'Ben-Gurion University
of the Negev

Anatomical and perceptual findings suggest that color perception is a skill
shared among the vast majority of organisms with advanced visual systems.
Animals who possess it tend to exhibit better performance in a wide array
of high and low level visual tasks such as segmentation and object identifi-
cation. While most vertebra possess only dichromatic vision, humans and
several other higher primates are trichromatic. The advantages of trichro-
matic vision have been studied extensively across a variety of tasks, and
are quite apparent while comparing average trichromatic humans to their
dichromatic “color-blind” counterparts. Such studies often focus on the
performance gains trichromatic vision provides for tasks such as foraging,
distinguishing between edible and non-edible plants, and even social inter-
action (where differentiation between different shades of skin pigmentation
is advantageous). These studies may then proceed to claim that the spectral
tuning of primate retinal pigments has evolved in order to optimally per-
form such tasks. Although studies indicate that small mutations in the genes
encoding retinal pigments may produce large shifts in their peak response
frequency - the retinal pigments of many higher primates share similar spec-
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tral sensitivities, despite environmental and behavioral differences between
them. Therefore we examine the hypothesis that these pigments evolved
to optimize a more general tasks, namely differentiating between spectra,
rather than excel in a particular visual task. In this study standard evolu-
tionary computation methods are employed over a large data-set of real-
world spectral samples to discover optimal trichromatic filters for spectral
differentiation. When simple, naturally plausible, constraints are applied
(such as smoothness or an approximately Gaussian response curve) we
find that human-like response profiles emerge naturally as optimal detec-
tors. This strongly suggests that human and primate cone pigments are
not only tuned to excel in specific visual tasks but rather are evolutionary
optimized for differentiation between commonly occurring natural spectra.

26.4002 How does the neural retina process optical blur? Insights
from emmetropization. Timothy Gawne' (tgawne@gmail.com), John

Siegwart Jr.", Alex Ward', Thomas Norton'; 'Vision Sciences, Optometry,
UAB

Introduction Optical blur is potentially important for visual perception,
but how the retina processes blur remains unclear. We know from studies
of emmetropization (where a postnatal eye normally adjusts its growth to
achieve good focus) that the retina detects both the presence and sign of
blur (hyperopic defocus: eye too short, myopic defocus: eye too long), and
that it can do this independently of the rest of the central nervous system.
What optical cues does it use? The retina could use longitudinal chromatic
aberration (LCA), but the sparsity of short wavelength-sensitive (“blue”)
cones should make it impossible for the retina to use spatial resolution to
determine the degree to which blue images are in focus. We propose that
the retina uses the temporal flicker in blue as an animal moves itself and its
eyes as a proxy for image sharpness. Methods Four groups (n=3 per group)
of tree shrews (a diurnal cone dominated mammal closely related to pri-
mates) were exposed binocularly to either steady or flickering red (628nm)
or blue (464nm) light for 14 hours a day from 11 to 25 days after eye open-
ing. The pattern of flicker approximated the natural temporal pattern on
the back of the retina as an animal moves both its eyes and itself. Results
Compared with normal eyes, both steady (+3.8D) and flickering red light
(+6.4D) powerfully arrested eye growth. Flickering blue light produced
significant myopia (-4.5D), but steady blue light was much less myopia-
genic (-0.9D). Conclusion These results are consistent with the neural retina
using LCA to regulate eye growth during development, and with temporal
flicker being used as a proxy for spatial image focus for blue light. Does
the retina shares this information with the brain via retinal ganglion cells?

Acknowledgement: ROT1EY005922, P30EY003039, UAB Faculty Development
Grant

26.4003 Cortical Responses to Real and lllusory Surface Colors

Andrew Coia' (andrewcoia3@gmail.com), Michael Crognale'; 'University
of Nevada Reno

In addition to the dominant wavelength of light reflecting off an object, our
brain uses other visual cues to assign color to surfaces in the visual field. For
example, boundaries of an area provide contextual clues to an object’s color.
Simply outlining the shape of an object on a piece of paper can produce a
strong figure ground effect, delineating the enclosed area as the figure and
outside area as the background. Furthermore, a strong illusory color can
be seen when an area is outlined twice with two adjacent and differently
colored lines. Under certain conditions, the enclosed region can adopt a hue
similar to that of the inner line while the background often adopts a compli-
mentary color. This illusion has come to be known as the watercolor effect
by vision scientists. We have studied this illusion using the visual evoked
potential and compared the electrical recordings to behavioral responses.
By exchanging an image of the illusion with an image of a control stimu-
lus at a rate of 4 Hz, a large 2 Hz response is elicited concurrent with the
appearance of the induced color during every other image presentation.
When two control conditions are exchanged, only a large 4Hz component is
present. However when physical color is inserted into one of the controls, a
measurable 2Hz component is produced. It remains to be determined which
cortical areas in the color processing stream respond to the illusory color
and in what order (e.g. feedback vs. feed forward). Consequently, we are
currently using high density EEG to look at cortical activation, comparing
activation elicited by illusory colors with activation elicited by real colors.
In these studies, we are attempting to characterize the temporal and spatial
distribution of the neurological basis for the sensation of induced color.

Acknowledgement: Supported by National Institute of General Medical Sci-
ences of the National Institutes of Health under grant number P20 GM103650

26.4004 fMRI activation of LGN and visual cortex under photopic,
mesopic and scotopic luminance levels Mark Greenlee' (mark.
greenlee@psychologie.uni-regensburg.de), Markus Siebertz', Katharina

Rosengarth', Maka Malania?, Tina Plank'; 'Institute of Experimental Psy-
chology, University of Regensburg, 2Agricultural University of Georgia,
Thbilisi, Georgia

We investigated whether the fMRI BOLD response in the visual pathway
depends on the light adaptation level. Twelve normal-sighted participants
(4 males, 8 females; age 21-41 years) with functional magnetic resonance
imaging (fMRI) were measured under scotopic, mesopic and photopic
luminance levels. The visual stimulation consisted of a 30-degree radial
checkerboard stimulus flickering at 8 Hz. The stimuli were presented in a
block design (12 s stimulation, 12 s baseline). Photopic, mesopic and scoto-
pic luminance levels were achieved by applying 2 to 6 neutral density filters
(transmission 13%) resulting in a maximal luminance of 43 (photopic), 0.73
(mesopic) or 0.01 (scotopic) cd/m2, respectively. Dark-adapted subjects
reported a Purkinje-shift in perceived colors under mesopic conditions and
the total absence of color perception under scotopic conditions. fMRI mea-
surements were conducted using a 3T scanner (Siemens Allegra). Functional
images were acquired with a T2*-weighted gradient echo planar imaging
sequence (TR=2s, TE=30 ms, FA=90°) consisting of 34 transverse slices
(voxel size = 2.5 x 2.5 x 2.5 mm; FoV=160 x 160 mm). Data analysis was per-
formed with SPM8. Images were normalized to the Thalamus Atlas (Krauth
et al., 2010, Neuroimage, 49, 2053-2062). ROI-analysis was conducted on
the atlas-based magno (M) - and parvocellular (P) voxels of the LGN. A 2
(hemispheres) x 3 (luminance levels) x 2 ( M/P ROIs) repeated-measure-
ments ANOVA was conducted on the percent signal changes in the BOLD
signal for the LGN. Results show a significant main effect of luminance level
(decreasing BOLD response with decreasing luminance; p< .001) and a sig-
nificant interaction between luminance condition and ROI (M/P; p = .001).
In agreement with an earlier study (Hadjikhani & Tootell, 2000, Human
Brain Mapping, 9, 55-63), in retinotopically defined V1 we found no acti-
vation in the projection zone of the fovea for the scotopic luminance level.

Acknowledgement: DFG, FOR 1075

26.4005 Chromatic visual evoked potentials using customized color

space John Erik Vanston' (jvanston1206@gmail.com), Michael Crognale’;
'Psychology Department, University of Nevada - Reno

Chromatic visual evoked potential (cVEPs) and psychophysics are often
used to characterize isolated color or cone-opponent systems for various
purposes. Retinal inhomogeneities across the visual field can introduce
color shifts and luminance artifacts to uniform, large-field stimuli. It may
be useful, therefore, to design customized stimuli that correct for the reti-
nal inhomogeneities of observers. We created large-field stimuli equated
across the visual field for luminance and hue shifts using psychophysical
methods. We also evaluated the effects of applying corrected stimuli on the
waveform of the cVEP. Five subjects viewed full-field onset stimuli. Stimuli
comprised a field of gabor patches composed of colors modulated along
nominal LM- and S-axes; in some conditions, colors of the gabor patches
were customized using psychophysical settings made by the observer, such
that axis contrasts were perceptually equated by suprathreshold contrast
matching, and individuals’ tritan axes were determined using the min-
imally distinct border technique. Stimuli were equated for luminance by
flicker photometry. Isoluminance and tritan directions were determined
across five levels of retinal eccentricity, including foveal and extrafoveal
regions. cVEPs were recorded using both nominal and customized stim-
uli. Equating stimuli for perceptual salience and adjusting S-axis stimuli to
modulate along an individual’s tritan axis did not have a strong effect on
the waveform of the chromatic VEP. Compared to responses using normal
tritan stimuli, responses for “individual” tritan stimuli differed little in
latency and only moderately in amplitude. Nonetheless, waveforms for
both types of S-cone stimuli were different from those of LM-cone stimuli
in latency and amplitude. Many psychophysical techniques (e.g. threshold
measurement) are sensitive to small changes in luminance and chromaticity
and would benefit from utilizing an observer-specific color space and stim-
uli adjusted for retinal inhomogeneity. However, the cVEP appears to be
robust to retinal inhomogeneity, likely due in part to cortical magnification.

26.4006 The psychophysicist’s microscope: weak stimuli reveal
neuron-like response properties Alan Freeman', Gloria Luo-Li', David
Alais? 'School of Medical Sciences, University of Sydney, ?School of Psy-
chology, University of Sydney

Aims. 1. The visual contrast-response function in human subjects typically
has low gradient at low contrast. This is inconsistent with signal detection
theory, and we therefore aimed to measure precisely the contrast-response
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function at low contrast. 2. Recently published work shows that light dec-
rements are detected sooner than increments. We aimed to see whether
this observation held at low contrast. Methods. Visually normal adult
humans were briefly presented with horizontal grating patches. The grat-
ings were raised-cosine in form so that each presentation provided either
an increment or decrement in luminance. Either the left or right half of
the grating patch was shown and subjects indicated which half had been
shown. Stimuli were randomly timed, and response correctness and reac-
tion time were recorded. Results. There was a small range of contrasts,
centred on zero, at which contrast sensitivity was indistinguishable from
zero. Neurons in primary visual cortex have a resting membrane poten-
tial well below threshold (Tan et al., Nature, 509, 226): we propose that
the contrast sensitivity plateau indicates the minimum contrast required
to depolarise these neurons to threshold. Further, reaction times at low
contrast were about 50 ms shorter for contrast decrements than for incre-
ments. This corresponds well with recently published work showing
that off-dominated cortical neurons have shorter latencies to decrements
than do on-dominated neurons to increments (Komban et al., Neuron,
82, 224). Conclusion. Low-contrast measurements reveal behaviour that
appears to reflect the properties of single neurons in primary visual cortex.

26.4007 Comparison of fMRI measurements in LGN and Primary
Visual cortex with visual deficits in Glaucoma Sophie Wuerger'

(s.m.wuerger@liverpool.ac.uk), Joanne Powell', Anshoo Chaudhoury ',
Laura Parkes?; 'University of Liverpool, ?University of Manchester

Experimental primate glaucoma demonstrates that the retinal ganglion cell
(RGC) loss is associated with atrophies in the lateral geniculate nucleus
(LGN) and the primary visual cortex (V1). The purpose of our study was
to determine whether, in glaucoma patients, selective behavioural deficits
in the three main visual pathways (magnocellular, parvocellular, koniocel-
lular) are associated with selective changes in the neural activity in LGN
and V1. A POAG group (n=20) and a matched control group (n=20) were
examined using the following tests: Visual field loss was assessed using
standard automated perimetry (SAP); the Cambridge Colour Vision test
(CCT) was used to assess colour deficiencies; visual thresholds along the
three cardinal directions of colour space were measured (achromatic;
red-greenish; lime-violet). For a subset of the participants (n=9 in either
groups), functional Magnetic Resonance Imaging (fMRI) was used to
obtain BOLD signals in the LGN and V1 in response to supra-threshold
modulations along these three cardinal directions. We report the follow-
ing results: (1) There are significant visual threshold differences between
patients with Glaucoma and controls, in particular along the yellowish-vi-
olet (YV) cardinal direction. (2) The average BOLD signal in primary
visual cortex (V1) is lower in the Glaucoma group compared to the con-
trol group. High thresholds along the yellowish-violet colour direction
are associated with low V1 activity. (3) In contrast, the BOLD signal in
the LGN is higher in Glaucoma patients compared to the controls. Within
the Glaucoma group, more severe visual field defects are associated with
higher LGN activity. In conclusion and contrary to our expectations, the
LGN signal is increased in glaucoma patients compared to the controls.
We speculate that this may reflect feedback from primary visual cortex.

Acknowledgement: UK & EIRE Glaucoma Society

26.4008 Binocularly matched luminance contrast reduces sen-
sitivity to between-eye but not within-eye differences in hue and
saturation Ben Jennings' (ben jennings@mcgill.ca), Frederick Kingdom;
'Mcgill Vision Research, Department of Ophthalmology, McGill Univer-
sity

Detection of between-eye differences in both hue and chromatic contrast
(saturation) were measured using dichoptically superimposed colour
patches. Sensitivity was found to be highest at isoluminance and decreased
with the addition of task-irrelevant spatially contiguous binocular (i.e.
same in both eyes) luminance contrast. However, when the members of
each dichoptic pair were presented side-by-side on the screen and thus
both viewed with the same eye, the luminance contrast had no effect on
the detection of their differences. If the effect of the luminance contrast
was simply to dilute, or ‘desaturate’ the chromatic signals we would
expect thresholds to increase for the within-eye as well as the between-
eye (dichoptic) conditions. We suggest that binocular luminance contrast
reduces the interocular suppression between dichoptic colours, causing the
dichoptic colours to blend and as a result render their differences harder
to detect. Our hypothesis is that binocularly matched luminance contrast

promotes the interpretation that disparate colours are nevertheless part of
the same object, and we term this the “object commonality hypothesis”.

Acknowledgement: Canadian Institute of Health Research grant #MOP 123349
given to FK.

26.4009 Independence of color and shape processing in the
ventral visual pathway of humans and macaques Rosa Lafer-Sousa'?
(rlaferso@mit.edu), Nancy Kanwisher'?, Bevil Conway'??; 'Brain and
Cognitive Science Department, MIT, 2Neuroscience Program, Wellesley
College, *McGovern Institute for Brain Research

To what extent are color and shape processed independently of each
other in the ventral visual pathway? Color is sometimes assumed to be
just another stimulus feature for object recognition. On this view, there is
a computational advantage to multiplexing color and shape processing.
But the importance of color can sometimes be distinguished from shape:
color signals a person’s emotional state, independent of face features;
similarly, color provides independent information about fruit's edibil-
ity (bananas ripen, green to yellow, without changing shape). We asked
whether distinct regions are sensitive to color and shape by scanning 13
humans and 2 rhesus monkeys with fMRI while they viewed full-color
or achromatic movie clips of faces, objects, scenes, bodies, or scrambled
objects. We defined color, face, place, and shape-selective regions within
each subject, and measured the response magnitude of each region to the
ten conditions in independently acquired data. We confirmed the exis-
tence of three color-biased regions in humans, and determined that none
of these regions showed an interaction of color preference with stimulus
category; moreover, two of the color-biased regions showed no higher
response to intact versus scrambled objects, suggesting these regions code
color independent of shape or stimulus category. Furthermore, shape-bi-
ased cortex (LO) did not show a bias for colored objects, providing a
double dissociation of color and shape processing. Consistent with our
previous report on responses to static stimuli in monkeys, a preliminary
analysis of monkey data obtained using movie clips suggests that color-bi-
ased regions in inferior temporal cortex (IT) are no more responsive to
intact than scrambled shapes, and that IT shape-selective regions are less
sensitive to color compared to the color-biased regions. Taken together,
these data support a dissociation of color and shape processing at certain
stages of the visual-processing hierarchy in both humans and monkeys.

Acknowledgement: NIH, NSF, Whitehall Foundation

26.4010 Selective noise masking of L and M cone stimuli: unipolar
tests reveal theoretically significant asymmetries Timothy Shepard'
(timmyshepard@gmail.com), Rhea Eskew Jr.!, Comfrey McCarthy', Nicole
Ochandarena'; 'Psychology, Northeastern University

In an important study, Hansen & Gegenfurtner (2013) showed that chro-
matic masking noise placed near the corners of detection contours in the
AL/L, AM/M plane of cone contrast color space can produce selective
masking. Rather than being indicative of the existence of large numbers
of mechanisms, as they suggested, we (Eskew & Shepard, 2013) demon-
strated that this result could be accounted for by a model with a very lim-
ited number of mechanisms. Both studies used bipolar test stimuli that con-
tain equal and opposite chromatic contrasts. The symmetry of such stimuli
enforces symmetry on the threshold contour and the model fit that can
obscure the presence of asymmetric mechanisms—ones that do not form
pairs with equal and opposite cone weights. Unipolar mechanisms like this
can act as if there were more mechanisms than actually exist, since differ-
ent mechanisms can detect the two poles of bipolar stimuli independently
(Eskew, 2009). Here, for the first time, we report that detection contours for
unipolar stimuli in the LM plane may be asymmetric when masking noise
is added near the corners of the detection contour. Thresholds for stimuli
comprised of nearly equal L and M increments are, for almost all observ-
ers, higher than the thresholds for the corresponding stimuli comprised of
nearly equal L and M decrements. There are also differences in the cone con-
trast weights for the R and G mechanisms (responsible for the long flanks
of the detection contour), differences that predict selective masking, as we
previously reported, without requiring large numbers of mechanisms. A
plausible physiological reason for these asymmetries will be discussed.
A very limited number (4 to 6) of unipolar, asymmetric mechanisms may
be able to account for all the bipolar and unipolar test detection contours.

26.4011 Treating Color Vision as a Sensory Integration Problem:
Application of Nonlinear Integration and Amplification Mech-

anisms to Chromatic Brightness and Yellowness Vincent Billock'
(billock.3@osu.edu); 'College of Optometry, Ohio State University
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Information integration occurs at every sensory level and some distinc-
tions between levels seem arbitrary. For example, rattlesnakes have two
separate visual systems, one for optical information transduced by pho-
toreceptors and one for infrared stimuli transduced by heat-gated trigem-
inal neurons. This is traditionally a sensory integration problem and I've
modeled it as a binding problem (Billock & Tsou, JCNS, 2014), but how
is integration of visible and infrared light really different from integration
of wavelength selective mechanisms in human color vision? This idea is
explored by applying neural synchronization and amplification models
(developed for visual/infrared integration in rattlesnake and visual/
auditory interactions in cat) to understand broadening and amplification
of spectral sensitivity in chromatic brightness and yellowness. Nonlinear
interactions in these models amplify weak sensory signals much more
than strong signals - in sensory integration this is the famous Principle
of Inverse Enhancement. Chromatic Brightness: Chromatic brightness is
broader in spectral sensitivity than luminance and is generally modeled as
a nonlinear combination (e.g., a vector sum) of hue and luminance, but this
is problematic on neural grounds. Alternatively, chromatic brightness spec-
tral sensitivity modeled as a nonlinear amplification of luminance conforms
better to sensory integration’s Principle of Inverse Enhancement than do
most sensory integration data! Yellowness: The spectral sensitivity of the
yellow lobe of the y-b hue opponent channel is not a linear transformation
of cone spectral sensitivities, but usually shows a nonlinear amplification
of L-cone signals when M-cone signals are present, often manifesting as
a strong spike of sensitivity near 570 nm. I modeled this amplification by
substituting L+M- and M+L- neurons for the visual and auditory inputs
in Billock & Tsou’s (JCNS, 2014) sensory integration model. The model
creates a spectral sensitivity spike near 570 nm that is strongly dependent
on stimulus intensity, a prediction suitable for psychophysical testing.

26.4012 Correlation between chromatic sensitivity and higher
order color vision functions in Asperger Syndrome but not in high
functioning autism Elaine Zachi' (elainez@usp.br), Thiago Costa'?,

Mirella Barboni', Dora Ventura'; 'Experimental Psychology Department,
Institute of Psychology, Sao Paulo University, Sao Paulo - Brazil, 2Cog-
nitive Neuroscience Laboratory and Developmental Disorders Program,
Center for Health and Biological Sciences, Mackenzie Presbyterian Univer-
sity, Sao Paulo - Brazil

The assumption that Asperger Syndrome (AS) and high functioning autism
(HFA) are quantitative manifestations of the same disorder today remains
somewhat controversial. The purpose of this study was to examine possible
correlations between chromatic sensitivity and visual perception/memory
for complex detailed colored stimuli in AS and HFA patients and controls.
Ten patients with AS, 9 patients with HFA, and 12 controls were tested. The
participants were 6 to 19 years old and had normal or above-average intel-
ligence according to the Raven Matrices Test. University’s hospital psychi-
atrists made the diagnosis based on DSM-IV criteria. Short-term memory
for colored stimuli was assessed with the Delayed Matching to Sample test
(DMS) from the CANTAB battery. Color discrimination was measured
using the Cambridge Colour Test (CCT). AS participants performed signifi-
cantly better than the other groups in delayed perceptual matching (Kru-
skal-Wallis ANOVA, p< 0.05). Higher DMS total scores were significantly
correlated with lower thresholds for protan (rS= -0.75), deutan (rS= -0.86),
and tritan (r5= -0.81) axes and with narrow areas of the MacAdam ellipses
(rS=-0.89) among patients with AS. Correlations between CCT values and
DMS scores were not statistically significant for HFA participants and con-
trols. Color vision losses (defined according to previous data from our Lab-
oratory - Ventura et al., 2003) were found in 20% (2/10) of the patients with
AS and in 44% (4/9) of the HFA group. Chromatic sensitivity seemed to
influence the performance in a task that integrates color vision discrimina-
tion and complex processes including perception and memory in the AS
group. The results corroborate the superior detailed information process-
ing in Asperger Syndrome. This study supports a different profile of inter-
action between sensory and high-order cortical functions in AS and HFA.

Acknowledgement: Fundacdo de Amparo a Pesquisa do Estado de Sao Paulo
(FAPESP)
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26.4013 Interocular contrast gain control plus monocular lumi-
nance gain control can explain binocular luminance summation
Jian Ding' (jian.ding@berkeley.edu), Dennis Levi'; 'School of Optometry,
University of California, Berkeley

Interocular contrast gain-control (interocular-CG) was first used to model
binocular phase combination (Ding & Sperling 2006), and later modified to
explain both phase and contrast combination in binocular vision (Huang
et al 2010, Ding et al 2013). In the present study, we demonstrate that, by
adding monocular luminance gain-control (monocular-LG), the interocu-
lar-CG model can also explain binocular luminance summation. Luminance
disks were used as stimuli. The target luminance was either increased by
1, 2,4, 8,16 cd/m2 against a darker background (0, 2, 4, 8, 16 cd/m2) or
decreased against a lighter background (4, 8, 16 cd/m2). Experimental trials
consisted of two stimulus intervals, one with a standard luminance which
was identical in the two eyes, and the other with a test luminance presented
to both eyes. The interocular ratio of the test luminance varied from trial to
trial. The observer’s task was to judge which interval had the higher lumi-
nance increment or decrement. Consistent with previous studies, we found
that binocular luminance summation behaves very differently depending
on the background luminance. Fechner’s paradox was observed on the
equal-luminance-increment contour with the dark background (0 cd/m?2),
while an apparent winner-take-all phenomenon was observed on both
increment- and decrement-contours with the light background (16 cd/m2).
Using one set of model parameters, 3 parameters for monocular-LG and
3 parameters for interocular-CG, the combined model provides a unified
explanation of binocular combination of both luminance increments and
decrements over a large range of luminance input (reduced-chi-square =
2.35). Combined with previous studies on phase (Ding & Sperling 2006),
contrast matching (Huang et al 2010, Ding et al 2013), contrast discrimina-
tion (Ding et al 2013), stereovision (Hou et al 2013), and second-order stim-
uli (Zhou et al 2014), we conclude that the interocular-CG can provide a
unified explanation of binocular combination for multiple binocular tasks.

Acknowledgement: NEI: RO1 EY01728 & RO1 EY020976

26.4014 Luminance contrast thresholds in patients with amblyo-
pia under monocular and dichoptic viewing Goro Maehara' (goro@
kanagawa-u.ac.jp), Benjamin Thompson?, Behzad Mansouri’, Reza
Farivar*, Robert Hess*; 'Kanagawa University, 2University of Waterloo,
*University of Manitoba, “McGill University

Purpose: We investigated whether simply opening the fellow eye triggers
suppression of the amblyopic eye or whether stimulation of the fellow
fixing eye is required for suppression. Methods: We measured luminance
contrast thresholds either for the amblyopic eye or fellow fixing eye using
a haploscope. A square frame was presented to each eye to aid binocu-
lar fusion. In experiment 1, two gratings appeared within diagonal quad-
rants (e.g. top-left and bottom-right) of one eye. The other eye was either
occluded with an eye patch or viewed a black background. In experiment
2, two gratings appeared within the diagonal quadrants of one eye and
another two gratings were shown to the opposite quadrants of the other
eye. One pair of gratings were the targets to detect and the other pair were
dichoptic maskers. Results and Discussion: A two-way ANOVA with fac-
tors of eye and patching was conducted on the thresholds from experiment
1. Although thresholds were significantly higher for the amblyopic eye than
for the fellow fixing eye, the difference was relatively small. This could be
due to the low spatial frequency of the gratings. The effect of patching and
the interaction were not significant. That is, thresholds for the amblyopic
eye were only minimally elevated when the eye patch was removed from
the fellow fixing eye. On the other hand, the patients exhibited much higher
thresholds when the dichoptic masker gratings were presented in experi-
ment 2. These results suggest that just opening both eyes is not sufficient
to elicit strong suppression of the amblyopic eye and that dichoptic stim-
ulation is required to trigger suppression. Furthermore, the suppression
was not confined to the quadrants that contained the masks but extended
to the quadrants containing the targets. This suggests the presence of
long-range suppressive interactions within the amblyopic visual cortex.
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26.4015 Patterns of suppression mapping for strabismic and
micro-strabismic observers. Akash Chima' (akash.chima@anglia.
ac.uk), Sarah Waugh', Monika Formankiewicz'; 'Anglia Ruskin University

Strabismic amblyopes experience constant interocular suppression during
habitual binocular viewing to avoid diplopia and confusion. We mea-
sured depth and extent of suppression across the visual field of strabis-
mic and micro-strabismic observers using luminance-modulated (LM)
and contrast-modulated (CM) noise stimuli. LM and CM noise ring stim-
uli extended across 24 deg of the visual field. Nine strabismic observers
made forced-choice judgements about the strength of a dichoptically
presented sector that was positioned systematically around the rings
within the stimulus field. Suppression for both LM and CM stimuli was
assessed as CM stimuli have revealed greater depths of suppression in
normal eyes with inter-ocular blur differences and may be more sensitive
to true binocular disruption, such as in strabismus. Both strabismics and
micro-strabismics showed deeper suppression for CM than LM stimuli
(p< 0.05). Suppression was central or combined with a broader horizon-
tal hemispheric asymmetry, depending on the stimulus used. A signif-
icant positive correlation was found between amblyopia (inter-ocular
visual acuity difference) and suppression depth (r~+0.70); stereo-acuity
level and suppression depth were negatively correlated (r~-0.85). Unlike
inter-ocular blur suppression, the mapping procedure in strabismic observ-
ers revealed more localised regions of suppression, indicating selective
suppression mechanisms. CM stimuli revealed greater levels of suppres-
sion than did LM stimuli in observers with degraded binocularity. Sup-
pression can therefore be more sensitively measured and monitored by
combining stimulus types during diagnosis and treatment of amblyopia.

26.4016 The effects of eccentricity and separation on interocular
positional judgements in amblyopia Zahra Hussain' (zahra.hussain@

nottingham.ac.uk), Ben Webb', Paul McGraw'; 'Psychology, University of
Nottingham

Positional judgements are distorted in the central and peripheral visual
field of amblyopic subjects. We have previously shown that bisection and
alignment of spatially separated targets is more impaired near the fovea
than in the periphery. Here, we examined whether the pronounced cen-
tral deficit is due to foveal presentation per se, or due to the smaller sep-
aration of targets at smaller eccentricities. Observers performed a two-di-
mensional free-localization task along three axes (diagonal, horizontal and
vertical). Each positional judgement comprised simultaneous bisection and
alignment of a comparison stimulus relative to a target stimulus, using
the central fixation cross as a reference. Target eccentricity (1 - 7 deg) and
target-comparison separation (0.76 - 13 deg) were varied independently.
The stimuli were broadband dots viewed dichoptically and the fixation
cross was viewed by both eyes. Visually normal and amblyopic observ-
ers were tested. We calculated the precision (standard deviation) and bias
(mean displacement) of responses as a measure of performance in all con-
ditions. For normal observers, performance declined with eccentricity, and
showed a modest dependence on stimulus separation at each eccentricity.
Conversely, amblyopic observers showed a larger dependence on stimu-
lus separation than on eccentricity: Although performance of amblyopes
was poorer in the central visual field compared to the periphery (consis-
tent with previous findings), performance was disproportionately worse
at small stimulus separations at all eccentricities. These results suggest the
presence of interocular interference for spatially proximal stimuli through-
out the near-peripheral visual field in amblyopia. The strength of intero-
cular suppression in amblyopia may depend less on visual field position
than on the distance between competing stimuli viewed by both eyes.

Acknowledgement: The Leverhume Trust

26.4017 Age-related changes in accommodation predict percep-
tual tolerance to vergence-accommodation conflicts in stereo

displays Simon Watt' (s.watt@bangor.ac.uk), Louise Ryan'; 'School of
Psychology, Bangor University, Wales, UK

Conventional stereoscopic imagery presents conflicting stimuli to vergence
and accommodation. With sufficient conflict, vergence-accommodation
coupling causes inaccurate responses in one or both systems, impairing
stereoscopic depth perception, or preventing it altogether. We examined
tolerance of stereo depth perception to stimuli presented in-front-of and
behind the screen, and examined factors that might predict it, including
phoria, and decreased ability to accommodate with age (presbyopia). We
characterised accommodation of observers aged 20 to 68 years using the
slope of the linear portion of their stimulus-response functions. We also
measured phoria, AC/A and CA/C ratios, visual acuity, and motor fusion

limits. We determined a ‘zone of good stereo” for each observer around
screens at 1.3, 0.7, and 0.1 dioptres. We first measured their stereoacuity at
each distance, using a random-dot-defined sinusoidal corrugation in depth
(2-AFC task). These data were used to specify a no-conflict stimulus (coin-
cident with the screen surface) for each observer for which performance
was 90% correct. Adaptive staircases then controlled the stimulus position
in-front-of and behind the screen to determine the point at which stereo
performance was reduced by a criterion amount, yielding boundaries of the
‘zone of good stereo’. Tolerance of stereo depth perception to vergence-ac-
commodation conflict was related to accommodation ability. The ‘zone of
good stereo” was largest for presbyopes. In younger observers phoria was
predictive of the symmetry of the zone, as reported for discomfort in stereo
displays (Shibata et al., 2011). These results are counter to the belief in the
stereo industry that older viewers are more affected by stereo viewing than
younger viewers. They are consistent instead with the idea that presbyopes
are better matched to viewing stereoscopic imagery because their normal
behaviour is to vary vergence with fixed accommodation. The results are
relevant for optimising stereo hardware and content for different audiences.

26.4018 Sensory eye dominance varies within the visual field Kevin

Dieter' (kevin.dieter@vanderbilt.edu), Randolph Blake'?; 'Vanderbilt
Vision Research Center & Dept. of Psychology, Vanderbilt University,
“Department of Brain & Cognitive Sciences, Seoul National University

Binocular combination of monocular inputs transpires within cortical neu-
rons that vary in ocular dominance, owing to developmental and experien-
tial influences that govern the strengths of innervation from the two eyes1.
Accordingly, binocular experience may vary within the visual field due
to regional imbalances that impact effective signal strengths from the two
eyes. Rather than having a single dominant eye, people may have regional
differences in sensory eye dominance (SED)2,3. Using binocular rivalry, a
competitive phenomenon with dynamics sensitive to the stimulus strength
of competing monocular images, we mapped patterns of SED in observers’
visual fields. Observers tracked perceptual alternations while dichoptically
viewing dissimilar monocular stimuli imaged at various visual field loca-
tions. Results reveal that the relative predominance of the two eyes can vary
widely across the visual field, with some locations promoting equal balance
and others strongly biased toward one eye (see Figure). Results were reli-
able across sessions (r=0.55, p< 0.0001), especially for regions of strong SED
imbalance (locations with >10% difference in predominance on both runs,
r=0.70, p< 0.0001). Importantly, SED appears to function like a reduction
in effective contrast for the weaker eye - the amount of balancing contrast
required by the weaker eye to equate predominance for the two eyes is
closely predicated by the magnitude of SED imbalance (r=0.85, p< 0.01).
These results indicate that SED relies on local mechanisms that are idio-
syncratic within the visual fields of typical observers. Such naturally occur-
ring variability in the effective contrast contributed by the two eyes may
have widespread impact on binocular functions such as stereopsis, where
contrast imbalances produce impaired stereoacuity. Within a subset of
observers tested, stereopsis is indeed impaired in regions of the visual field
with pronounced SED. Continuing investigations are exploring the impact
of regional inter-ocular contrast variations on other binocular functions.

Acknowledgement: Korean Ministry of Education, Science, and Technology NIH
NEIT32 EY 007135-19 (to VVRC)

26.4019 Using the symmetry of false matches to solve the corre-
spondence problem Cherlyn Ng' (cherlynjng@gmail.com), Bart Farell';
'Institute for Sensory Research, Syracuse University

Sensing stereoscopic depth requires that image points be binocularly
matched. Therein lies the correspondence problem: how are true matches
distinguished from false ones? Conventional algorithms select true matches
on the basis of correlated features and adherence to natural statistics, while
rejecting false matches as noise. We propose here an alternative that uses the
signals present in false matches to delineate the true solution. When visu-
alized in a Keplerian array, binocular matches are symmetrically reflected
about an axis that represents a potential solution. Surface properties such
as slant and curvature are encoded the transformation that describes how
one-half of the matches reflects across the symmetry axis onto the other. To
implement this strategy, we convolved left and right images with Gauss-
ian kernels of various standard deviations (spatial frequencies). We then
produced Keplerian arrays by comparing filter responses across left and
right spatial-frequency combinations. Responses that are minimally differ-
ent across the eyes gave rise to regions of high symmetry; response position
within the Keplerian array gave the location of a solution in space. Solutions
possessing natural surface regularities consistently showed minimal differ-
ences for one left : right spatial frequency ratio, which is correlated with
the local surface slant. As a result, combining responses within particular
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ratio families can distinguish true matches from false ones. True matches
tend to be elongated and smoothly contoured, with symmetry preserved
across all members of a ratio family from low to high spatial-frequency
combinations. This approach is efficient; preprocessing is minimal since no
feature extraction is involved. It can be implemented in machine vision to
solve the correspondence problem for depth sensing algorithms. It is robust
when tested against perfectly camouflaged surfaces in random dot stereo-
grams and consistent with physiological data showing that false match
signals are propagated to higher cortical areas along the dorsal pathway.

Acknowledgement: NSF Grant BCS-1257096

26.4020 Interactions among contrast, spatial displacement, and
dichoptic viewing during binocular combination in global motion
perception Lanya Tianhao Cai'? (tcai@sunyopt.edu), Alexander Yuan',
Benjamin Backus'? 'Graduate Center for Vision Research, SUNY College
of Optometry, ’SUNY Eye Institute

The percent coherence threshold in a random-dot kinematogram (RDK)
global motion task depends on contrast and dot displacement. Does thresh-
old also depend on whether signal and noise dots are presented to same or
different eyes? We compared performance under three binocular viewing
conditions in a 2AFC net motion discrimination task (up vs. down). Ina 7
degree circular aperture at a 114 cm viewing distance, coherently moving
signal dots and randomly moving noise dots were displayed to either eye
entirely ( “monocular” ), or to the two eyes respectively ( “dichoptic” ),
or mixed among the two eyes equally ( “binocular” ). Threshold percent
coherence was estimated from a 3-down-1-up staircase procedure and con-
verted to signal-to-noise ratio (SNR). Dot lifetime was strictly 2 frames at
30 Hz (2-frame motion), and the stimulus duration was 300 ms. Trials from
different viewing conditions were randomly intermingled. We tested at
two contrast levels (33%, 6%) and three displacements (0.04, 0.11, and 0.27
degree/frame) for a total of 3x2x3 = 18 viewing conditions. All 7 subjects
had normal binocular vision. Five of our subjects replicated Seitz, Pilly,
and Pack (2005), who reported that high luminance contrast was helpful
when the displacement of dots was large, but harmful when small; how-
ever, two of our subjects showed little reduction in their high-contrast
advantage even at the smallest displacement. Remarkably, dichoptic view-
ing was significantly better than monocular or binocular viewing at high
contrast, and significantly worse at low contrast; this interaction was most
dramatic for large displacements. We conclude that global motion mecha-
nisms are variable within the population and that different pathways may
operate to combine motion signals across the eyes depending on contrast.

26.4021 Grouping of optic flow stimuli is driven by monocular infor-
mation Vivian Holten' (v.holten@uu.nl), Sjoerd Stuit', Frans Verstraten'?,
Maarten van der Smagt'; 'Division of Experimental Psychology, Helm-
holtz Institute, Utrecht University, The Netherlands, *The University of
Sydney, School of Psychology, Australia

Binocular rivalry occurs when two dissimilar images are dichoptically
presented, each to a different eye. Neighboring image-parts with similar
features, such as motion or orientation, tend to be perceived together for
longer durations than image-parts with dissimilar features, i.e. grouping
occurs. Previous studies have shown that this grouping depends on a
shared eye-of-origin to a much larger extent than on image content, irre-
spective of the complexity of a static image. Here, we address the ques-
tion whether grouping of optic flow patterns is also primarily driven by
monocular information. In addition, we examine whether parameters, such
as optic flow direction, and partial versus full visibility of the optic flow
structure, affects grouping durations during rivalry. For each eye, two
apertures (diameter 1.0°) were presented above and below the fixation dot
(diameter ~0.22°). Each aperture contained either optic flow (expansion or
contraction) or incoherent motion. The speed of the dots of the optic flow
pattern increased from center (0.086°/s) to periphery (1.49°/s). The dots
were colored either white or black and observers had to track the color of
the dots they perceived in the two apertures during 1 minute trials. The
results show that, as for static images, grouping of motion information is
primarily affected by its eye-of-origin. The motion direction of the optic
flow pattern (i.e. the ‘image cue’) only affected grouping durations when
full optic flow patterns were presented within each aperture. This effect
was absent for partial optic flow parts that could be perceived holisti-
cally as a single optic flow pattern. These results suggest that grouping
during rivalry is primarily driven by monocular information even for
complex motion stimuli thought to rely on higher-level motion areas.

26.4023 Ambiguous filling-in at the blind spot resolved through
perceptual rivalry Zhimin Chen' (mandychan@pku.edu.cn), Rachel Den-
ison?, David Whitney?, Gerrit Maus? 'Department of Psychology, Peking
University, China, ?Department of Psychology, University of California,
Berkeley, *Department of Psychology and Center for Neural Science, New
York University

Visual stimulation at adjacent borders of the retinal blind spot leads to per-
ceptual filling in: a bar reaching through the blind spot, for example, is
seen as complete. When multiple stimuli are presented reaching through
the blind spot, which stimulus is to be filled in remains ambiguous. This
can be demonstrated in a novel illusion, the “jumping pen illusion”.
Hold a strip of paper horizontally and view it monocularly so that part
of it reaches through the blind spot. Then hold a pen (or another object)
vertically behind the paper where it also spans the blind spot region. The
pen appears to jump in front of the paper. The blind spot thus provides
a unique opportunity to study the resolution of perceptual ambiguity in
the absence of retinal input. Here we show that the visual system resolves
ambiguity by alternating between unambiguous percepts in which one
filled-in stimulus occludes the other. Using a haploscopic setup, we pre-
sented an orthogonal cross formed by two isoluminant bars of different
colors only to one eye, with its intersection placed in the blind spot. Observ-
ers viewed this stimulus continuously for trials of 1 minute. They indicated
with continuous key presses which of the two bars appeared in front of
the other; no key press meant unsure. Observers readily perceived one
bar in front of the other; only brief periods were associated with ‘unsure’
responses. Which bar was perceived to be in front was stochastically alter-
nating, akin to other cases of perceptual rivalry. Distributions of perceptual
dominance durations followed gamma distributions, as found for binocu-
lar and monocular rivalry (O’Shea et al., 2009). These results demonstrate
a novel situation: perceptual competition between two illusory percepts.
Further, they suggest that filling-in at the blind spot shares common
features with other mechanisms that resolve perceptual ambiguity.

26.4024 Common and shared mechanisms underlying the tempo-
ral dynamics of bi-stable perception Teng Cao'? (ctjspz@126.com),

Lan Wang', Sheng He'? 'State Key Laboratory of Brain and Cognitive
Science, Institute of Biophysics, Chinese Academy of Sciences, Bejing,
China, ?Department of Psychology, University of Minnesota, Minneapolis,
Minnesota, United States of America, *University of the Chinese Academy
of Sciences - Beijing, China

There are many forms of perceptual bi-stability where perceptual experi-
ence alternates between two (sometimes even more) different images or
interpretations. The alternation could happen between different images
(e.g., binocular rivalry, monocular rivalry, stimulus rivalry), different
viewpoint perspectives (e.g., the Necker cube), different surface depth
assignments (e.g., 3D Structure-from-Motion), or different levels of per-
ceptual organization (e.g., moving plaids vs. component gratings). These
diverse phenomena seem to have different temporal dynamics, some with
slow and others with fast alternating rates. One previous study (Suzuki &
Grabowecky, 2007) discovered that in binocular rivalry the dynamics of
perceptual switches was profoundly altered by perceptual experience, that
there were within-trial slowdown and a long-term speeding of binocular
rivalry switch when observers viewed the binocular rivalry repeatedly
over many days. In this study, we investigated whether such an experi-
ence-induced change in perceptual dynamics is unique to binocular rivalry
or is general to many forms of bi-stability, and in addition, whether there
is transfer of this long-term speeding-up of switch rate from a trained form
of bi-stable perception to other untrained forms. Over a 10-day period, in
a paradigm similar to Suzuki and Grabowecky (2007), subjects viewed
their individually assigned form of bistable stimuli for 12 trials a day, with
each trial lasting 30 seconds separated by 2 minutes rests. Results show
a consistent within-trial slowdown as well as a day-to-day long-term
speedup for all types of bi-stable stimuli tested. In addition, there was
evidence of transfer of the long-term speeding from trained to untrained
types of bi-stable stimuli. Overall, these results indicate that there are
common (e.g., adaptation) and even shared neural mechanisms under-
lying the temporal dynamics of different forms of bi-stable perception.

Acknowledgement: NSFC: 81123002, CASSPRP: XD02050001 and NSFC:
31300937
26.4025 Adapting the mechanism that initiates binocular rivalry

Sucharit Katyal' (skatyal@umn.edu), Sheng He', Stephen Engel'; 'Depart-
ment of Psychology, University of Minnesota Twin Cities
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When the two eyes receive different inputs, the visual system either fuses
the images into one coherent percept, or engages in binocular rivalry. What
neural computations decide between rivalry and fusion? If these computa-
tions compare opposing neural signals for fusion and rivalry, and adjusts
their weights based on stimulus history, then adapting to either fusion or
rivalry might bias the subsequent perception of an ambiguous, partially
fusible stimulus towards the other state. Stimuli were constructed using
0.5 contrast orthogonal square-wave gratings (+45° 0.7 cpd). There were
two types of adapters: rivaling orthogonal gratings presented dichopti-
cally, and fusible plaids (the sum of the orthogonal gratings) presented
binocularly. The ambiguous test patterns were plaids where a differ-
ent component grating in each eye was presented with reduced contrast
(0.3). During each trial, subjects viewed the adaptor for 6 s followed by
the ambiguous test for 8 s. Subjects pressed one of four buttons to report
percepts of: +45 grating, -45 grating, piecemeal mixed, or fused plaid. For
the rivalrous adapter, the test pattern was always initially perceived as a
fused plaid and then began to rival after 6.24+0.44 s (SE; n=6). For the fused
adapter, the test pattern began to rival much sooner, either immediately
upon presentation, or shortly thereafter (3.25+0.27 s). Similar results were
obtained regardless of whether the orientations of the rivalrous adapting
gratings matched that of the higher or lower contrast component of each
eye’s test plaid. These results strongly suggest that adaptation affected an
opponent neural mechanism that determines whether a stimulus fuses or
rivals. This mechanism may depend upon the ocular opponency units pro-
posed by a recent computational model of rivalry (Said & Heeger 2013).

Acknowledgement: NSF ROTEB006433

26.4026 Traveling waves of dominance in motion-induced blindness
Dustin Cox' (dcox2013@fau.edu), Sang Hong'; 'Florida Atlantic University

There is accumulated evidence supporting the idea that motion-induced
blindness (MIB) and binocular rivalry (BR) may be mediated by a common
mechanismy(s). To test this hypothesis, we examined the spatiotemporal
dynamics of perceptual switches in MIB. It is well known that perceptual
switches occur in a traveling-wave-like fashion during binocular rivalry,
meaning that a suppressed stimulus during BR regains its dominance
locally and progressively expands its dominance over space and time. If
MIB and BR share a common mechanism, their spatiotemporal dynamics
should resemble each other. In each trial, observers viewed a MIB display
consisting of a rotating grid of black crosses on a grey background and a
static, segmented, white arc presented in the periphery within protection
zones. Observers pressed and held a key once the entire arc completely
disappeared from awareness due to MIB. Target reappearance was induced
by briefly flickering a portion of the end of the arc right after it completely
disappeared. Observers released the response key when a segment of the
arc reappeared at a designated location. The target reappearance location
was systematically varied in distance from the flicker pulse along the arc
across trials. We found that the reappearance of the arc reached locations
further from the flicker pulse with greater latencies, resembling the trav-
eling-wave-like propagation of dominance observed in BR. Participants
indeed reported that reappearance of the targets appeared to propagate in
a wave-like manner along the arcs. Our results indicate that the suppressed
targets in MIB regain visual awareness in a wave-like fashion similar to
BR. The consistent spatiotemporal dynamics between BR and MIB indicates
that both visual phenomena may be mediated by a common mechanism(s).

26.4027 Object-level grouping contributes to chromatic interocu-

lar-switch rivalry Wei Wang'? (wwang3@uchicago.edu), Steven Shevell"
23, 'Psychology, The University of Chicago, “Institute of Mind and Biology,
The University of Chicago, *Ophthalmology & Visual Science, The Univer-
sity of Chicago

INTRODUCTION & PURPOSE: Chromatic interocular-switch rivalry
(CISR) occurs when two equiluminant but chromatically rivalrous stimuli
(e.g., one “purple” and one “green” circle) are presented separately to each
eye, and then swapped interocularly several times a second (e.g., 3.75Hz).
Instead of seeing the fused circle change color rapidly, the percept is a
long-lasting color that alternates between the two presented chromatici-
ties (Christiansen, D’ Antona & Shevell, VSS2014). This study investigated
whether object-level grouping contributes to the resolution of CISR when
two separate rivalrous circles, one above the other, are viewed simultane-
ously. If so, then the probability of simultaneously perceiving two spatially
separated circles having the same color would be greater than predicted
from the independent probabilities of perceiving each circle of that color.
METHODS: At each moment, two spatially homogeneous circles (one above
fixation, one below) were presented to each eye at corresponding retinal
locations. Each circle alternated over time between two equiluminant chro-
maticities along one of the cardinal color direction (either L/(L+M) or S/

(L+M)). The time-average chromaticity was always equal-energy-spectrum
(EES) “white”. To determine the independent probabilities, percepts were
measured during CISR with one spatially homogeneous circle in each eye
(either above fixation or below, in separate runs). The task always was to
report (via a gamepad) the color of the top circle and/ or the bottom circle in
the fused binocular percept. In separate runs, three different square-wave
frequencies were tested: 3.13, 3.75 and 4.69Hz. RESULTS & CONCLU-
SIONS: The probability of simultaneously perceiving two circles of the same
color was far greater than predicted from the independent probabilities of
perceiving each circle alone with that color (p< 0.01 for each of 3 observers
at each of the 3 temporal frequencies). Therefore, object-level grouping con-
tributes to resolving chromatic interocular-switch rivalry. This influence
from perceptual organization is a novel aspect of interocular-switch rivalry.

Motion Perception: Experience
Saturday, May 16, 2:45 - 6:45 pm
Poster Session, Pavilion

26.4028 The automaticity and timecourse of motion processing

Katherine Burnett' (k.e.burnett@hotmail.co.uk), Isabel Arend’, Avishai
Henik'; 'Department of Psychology, Ben-Gurion University of the Negev

Because of its biological relevance, motion processing may be prioritized,
or processed automatically. We tested this by combining shape and motion
dimensions in the same task. An arrow pointing to the left or right con-
tained a flowfield of left- or right-moving dots, and participants responded
to either arrow direction or motion direction. A congruity effect was pres-
ent for both tasks, indicating that arrow direction and motion direction are
processed automatically. There was a significant Task X Congruity inter-
action, as the arrow direction produced a larger congruity effect on the
motion task than the motion direction produced on the arrow task. Reac-
tion time (RT) was faster for the arrow than the motion task, suggesting that
the interaction may be due to the processing time associated with each task.
We therefore analysed the RT distributions using a binning procedure. For
the arrow task, a congruity effect was absent at short RTs. For the motion
task, a congruity effect was seen across RTs. We proposed that arrow direc-
tion interfered more - and earlier - with the motion task because it was
resolved more quickly. In order to test this proposal, we manipulated the
stimuli. Firstly, we removed the arrow border to increase arrow direction
RTs. Secondly, we increased the speed of motion to decrease motion direc-
tion RTs. Both manipulations altered the overall task RTs as predicted, but
did not modify the timecourse of interference on the arrow task. A final
experiment mixed the tasks into one pre-cued block, in which the Task
X Congruity interaction was significant and the timecourse asymmetries
remained. In conclusion, we present some evidence that motion process-
ing is automatic. However, interference effects from motion processing are
consistently seen later in the timecourse of a shape processing task, despite
efforts to encourage similar processing speeds for the two dimensions.

26.4029 Location of the interaction between motion and form
signals in motion-streak facilitation Mark Edwards' (mark.edwards@

anu.edu.au), Deborah Apthorp’; 'Reserach School of Psychology, ANU.
Australia, 0200

Introduction. Motion streaks are the smeared representation of a moving
object produced by the response persistence of cortical cells. They can be
treated as form cues by the visual system, and can facilitate motion process-
ing (Geisler, 1999, Nature). Here we investigated where in the visual system
this interaction between form and motion signals occurs. Two likely candi-
dates are the local (V1) and global (V5/MT or MSTd) motion levels. Meth-
ods. We used a three-frame global-motion stimulus consisting of signal and
noise dots. Strong or weak motion streaks were generated by moving a given
dot in either the same direction or a different direction on each frame transi-
tion, respectively. There were three conditions: 1) No strong motion-streaks
(No Streak); 2) Strong streaks on the signal (Signal Streak); 3) strong streaks
on the noise (Noise Streak). Thresholds were the percentage of signal dots
required to perform a 2AFC direction judgement. The Noise-Streak condi-
tion was designed to tap differences in the tuning of cells at the local- and
global-motion levels. At the global-motion level, cells are tuned to particu-
lar signal directions, so motion streaks should enhance the motion response
only when they are in that signal direction, so this would not occur in the
Noise-Streak condition. At the local-motion level, each cell is tuned to the
direction it is extracting, so if the form-motion interaction occurs here, the
noise strength in the Noise-Streak condition would be enhanced. Results.
Thresholds for the Signal Streak condition were the lowest (consistent with
Edwards & Crane, 2007, VisRes) and thresholds for Noise-Streak condition
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were the highest. Conclusions. Strong streaks in Noise-Streak impaired
motion extraction, consistent with those streaks enhancing the strength
of those noise motion-signals. This finding supports the form and motion
interactions in motion streak facilitation occurring at the local-motion level.

26.4030 Prediction of illusory motion direction from eye tracking

data Oliver Flynn'? (of4204a@student.american.edu), Arthur Shapiro'?;
'Department of Psychology, College of Arts and Sciences, American Uni-
versity, *Center for Behavioral Neuroscience, American University

The perception of motion can be generated by modulating the contrast
relationships among objects, backgrounds, and thin lines separating them
(Gregory and Heard, 1983; Shapiro et al. 2005; and others). This motion
can be called “illusory” since no elements in the image physically change
location. Here we examine a variant of this type of motion to see the extent
to which it produces eye movements and whether we can predict the
direction of illusory motion by examining only the eye movement data.
The stimulus consisted of a large mid-luminance colored diamond (visual
angle 16 degrees) bordered by thin (0.07 deg) edges and surrounded by
a background (19 deg). Both the edges and background modulated in
luminance between light and dark at 2 Hz; due to differences in timing
between these elements, the diamond appeared to move continously in
one direction (up, down, left, or right, depending on condition) though
the diamond itself did not change position (Flynn and Shapiro, 2012). An
eye tracking camera (50 Hz, Cambridge Research Systems) mounted to
a chin rest tracked the gaze of naive observers (n = 30) who were asked
simply to “watch” the stimulus on a computer monitor. Each observer
saw 50 3-second trials presented in ranomized blocks of 5 conditions (up,
down, left, right, no motion). An analysis of the slope of the eye move-
ments’change in position shows that observers’ eye movements drift
in the direction of perceived motion. Additionally, an anylsis of the eye
postion following saccades shows that observers’ gazes center around
the leading edge of the stimulus in each motion condition. We conclude
that illusions of motion appear to create reliable patterns of eye move-
ments which resemble responses to real motion. Eye tracking data can be
used to predict the direction of illusory motion perceived by the observer.

Acknowledgement: This project was supported by a grant from the National
Eye Institute (RT5EY021008) to AGS.

26.4031 Sharing Displays and Data from Vision Science Research
with Databrary Rick Gilmore' (rogilmore@psu.edu), Karen Adolph?,
David Millman?, Lisa Steiger?, Dylan Simon?®; 'Psychology, Penn State,
“Psychology, New York University, *Databrary Project, New York Univer-
sity

Open data sharing is gaining increasing attention in many areas of scientific
research and is a priority for research funding agencies. Databrary (data-
brary.org) is a web-based, digital data library specialized for storing and
sharing video files and associated metadata. Vision scientists often present
visual displays to observers and frequently collect gaze position, kinematic
data, or other physiological recordings in conjunction with participants’
viewing of the displays. In some cases, researchers collect identifiable video
recordings of participants” visual exploration and other behaviors. Data-
brary is especially well suited for handling use cases involving dynamic dis-
plays, video recordings, and other behavioral data streams. Databrary has
also developed policies to enable identifiable information to be shared with
participants” permission. This presentation will describe the structure and
features of the Databrary library and policies for access and sharing with spe-
cial focus on the challenges and promises of data sharing in vision science.

Acknowledgement: NSF 1238599 NICHD U01-HD-076595

26.4032 Measuring the effect of internal motion of a moving Gabor
on speed perception and smooth pursuit Anna Hughes' (aeh60@cam.
ac.uk), Martha Fawcett', David Tolhurst'; 'Department of Physiology,
Development and Neuroscience, University of Cambridge

We have previously shown that internal motion of the vertical stripes
within a laterally moving Gabor patch can cause subjective biases in overall
speed perception in an occlusion paradigm (Hughes, Stevens and Tolhurst,
2012). Here, we extend this result with a two-alternative-forced-choice par-
adigm, where observers chose which of two stimulus intervals contained
the faster moving Gabor patch; the patches in the two intervals differed in
the internal movement of the stripes. A Gabor patch with drifting stripes
is perceived to move faster than a non drifting standard if the stripes drift
in the same direction as the overall direction of movement. Conversely, if
the stripes drift in the opposite direction to the overall direction of move-
ment, the patch is perceived to move slower. We show that this speed
effect depends on the relationship between the stripe motion and the direc-

tion travelled; when the stripe motion is orthogonal to the overall patch
movement, no directional speed bias is seen. Similarly, adding non-di-
rectional temporal flicker to the patch does not affect speed judgements.
Finally, we show that there are differences in eye movements made to
the different types of stimuli, with smooth pursuit being faster on aver-
age if the stripes are drifting in the same direction as the overall direction
of movement compared to if the stripes are drifting in the opposite direc-
tion, which may be related to the differences in speed perception seen.

Acknowledgement: BBSRC/Dstl CASE studentship to AEH

26.4033 lllusory rotation and motion capture depend upon assign-
ment of complex motion signals. Makoto Ichikawa' (ichikawa@L.

chiba-u.ac.jp), Yuko Masakura?; 'Department of Psychology, Chiba Uni-
versity, ?School of Computer Science, Tokyo University of Technology

When viewing the concentric circles, which consist of oblique compo-
nents, the observers see illusory rotation of those circles by changing the
viewing distance. If several additional elements were superimposed on
the concentric circles, they will see the illusory rotation not only for the
circles, but also for the superimposed elements (Ichikawa et al, 2006, Per-
ception, 35, 933-946). This illusory rotation of the superimposed elements
is caused by “motion capture”. We examined the basis of the motion cap-
ture by changing the number of the superimposed elements (dots) when
the rotation of the circles was generated by the Pinna illusion, which is
generated by automatic size change of the stimulus on the display, or by
apparent motion. A CRT display presented the inner and outer circles (14.3
and 17.2 deg in diameter) each that consisted of 72 oblique lines, which
were tilted radially by 30 deg. The numbers of the dots ranged from 0 to
40. The viewing distance was fixed at 50 cm. In the Pinna illusion condi-
tion, the stimulus changed its size from 17.2 to 6.9 deg. In the apparent
rotation condition, the inner and outer circles rotated to opposite direction
by 10.0 deg and 6.0 deg, respectively. In the complex motion condition,
the inner and outer circles, which consisted of 72 radial lines, rotated to
opposite direction by 10.0 deg and 6.0, respectively, and changed its size
from 17.2 to 6.9 deg. In the Pinna illusion and complex motion conditions,
we observed the motion capture; the dots moved with the same direction
as the rotation of the inner circle. However, in the apparent rotation condi-
tion, we observed the induced motion; the dots moved with the opposite
direction to the rotation of the inner circle. These results suggest that the
motion capture depends upon the assignment of complex motion signals.

Acknowledgement: Supported by JSPS Grant-in-Aid for Scientific Research (B)
#25285197.

26.4034 Age-related changes in motion direction discrimination
in the horizontal plane Louisa Miller' (. miller@abdn.ac.uk), Hannah

Agnew', Karin Pilz'; 'School of Psychology, College of Life Sciences and
Medicine, University of Aberdeen

Motion perception, including determining the speed and direction of
motion, has been found to deteriorate dramatically during healthy ageing.
However, the extent to which ageing affects the discrimination of differ-
ent motion directions is still unknown. Here, we investigated age-related
changes in discriminating the direction of vertical and horizontal motion
using random-dot kinematograms (RDK). In a first step, older (N =
16, >60 years) and younger adults (N = 27, 18-30 years) had to discrim-
inate left/right (horizontal), or up/down (vertical) motion, with motion
coherence at 100%. We determined stimulus duration individually for
each participant with a minimum duration of 400ms. Stimulus durations
did not differ significantly between age groups or motion directions. In
a second step, using the same task with individually determined stimu-
lus durations from step one, we measured motion coherence thresholds
using the method of constant stimuli with stimulus coherences varying
between 1% and 80%. Coherence thresholds did not differ significantly
between groups but were significantly higher overall for vertical motion.
In a third step, using individually determined stimulus durations and
motion coherences, participants had to discriminate motion directions in
a two-alternative forced-choice paradigm. Two RDKs were presented suc-
cessively. In one RDK, dots moved either horizontally (right, 0°) or ver-
tically (up, 90°), in the other RDK, dots moved diagonally between 1° to
25° degrees away from horizontal or vertical. Participants had to determine
in which of the two RDKs the dots moved diagonally. Overall, accuracy
improved with increasing angular deviations and was significantly higher
in the vertical than the horizontal plane. Most interestingly however, older
adults” performance dramatically deteriorated in the horizontal plane,
whereas their performance in the vertical plane was similar to younger
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adults. These results show that healthy ageing differentially affects
motion direction discrimination along the vertical and horizontal planes.

Acknowledgement: BBSRC

26.4035 Reference-Frame Selection in Motion Perception Haluk

Ogmen'? (ogmen@uh.edu), Mehmet Agaoglu'?, Michael Herzog?; 'Depart-
ment of Electrical & Computer Engineering, University of Houston,
*Center for NeuroEngineering & Cognitive Science, University of Hous-
ton, *Laboratory of Psychophysics, Brain Mind Institute, EPFL

Motion is often perceived according to non-retinotopic reference-frames
(e.g., Duncker’s wheel; biological motion); however, how reference-frames
are selected remains to be established. The stimulus consisted of two con-
centric arcs undergoing circular motion, with the same average angular-ve-
locity, around the center of the display. The outer arc’s (target) velocity
was modulated by a sine-wave whereas the inner arc (reference) moved at
a constant velocity, except in Experiment 4. Observers’ task was to report
(yes/no) whether the target reversed its direction of rotation at any point
during its motion. The minimum velocity of the target at “50% yes” gave
the point of subjective stationarity (PSS). PSS=0 indicates a retinotopic/
spatiotopic reference-frame while a PSS equal to the average velocity indi-
cates a motion-based reference-frame with perfect vector-decomposition.
In four experiments, we varied the radial and the angular contour distances
between the two arcs, the relative radial size of the arcs and the velocity
modulation of the reference arc. The perception of motion was neither ret-
inotopic/spatiotopic nor based on perfect vector-decomposition. The effect
of the reference arc’s motion on the perception of target arc’s motion (“ref-
erence-frame effect”) decreased with increasing radial and angular contour
distances, while it was independent of the size-ratio and the absolute-level
of velocity modulation. In assessing which metric would unify all of our
findings, we considered (i) object-centered, (ii) object-nearest-contour,
(iif) motion-centered, and (iv) motion-nearest-vector reference-frames.
Our results reject the first three and strongly support the last one. In fact,
when the data from all experiments were plotted against this metric, we
found a simple linear relationship between the reference-frame effect and
the distance defined by this metric. The selection of a reference-frame for
motion perception can be explained by a field whose strength decreases
linearly as a function of the distance between the nearest motion vectors.

26.4036 Temporal subsampling counteracts motion-related visual
acuity loss in the near periphery Jonathan Patrick’ (Ipxjap@notting-

ham.ac.uk), Neil Roach', Paul McGraw'; 'Visual Neuroscience Group,
School of Psychology, University of Nottingham

While most of us rely on foveal (central) vision for high-resolution tasks,
those with macular damage or disease must view the world peripherally.
As a step towards making best use of available resolution capacity in such
patients, we investigated methods of optimising the presentation of periph-
eral stimuli in healthy observers. Resolution thresholds were measured for
Landolt C targets presented in the near periphery (10 degrees eccentricity).
Observers were required to judge the orientation of the target (4 alterna-
tives), which was either static or moving along an isoeccentric path at one
of 5 speeds. Consistent with previous findings (Brown, 1972), we found
that thresholds rose systematically as a function of target speed, indicat-
ing a motion-related loss in visual acuity. In an attempt to disrupt this
effect, we subsampled the motion path, removing frames from the stim-
ulus sequence. Interestingly, this manipulation dramatically reduced the
impairment of acuity at high speeds, despite reducing the overall informa-
tion within the stimulus. This effect persisted when the time-average con-
trast of smooth and sub-sampled paths were equated. Loss of acuity at high
speeds is often attributed to shifts in the contrast sensitivity function to
lower spatial frequencies (Burr & Ross, 1981). To explore this effect further,
we measured contrast sensitivity for a 4c/deg Gabor patch using a simi-
lar task, motion paths and range of speeds. For smooth motion, contrast
thresholds for orientation identification formed a non-monotonic function
of speed, with a marked elevation around 10 deg/s. Subsampled motion
paths, however, showed little speed dependence. For physically translat-
ing stimuli, the acuity loss for smooth paths and acuity preservation for
subsampled paths at high speeds are not easily reconciled with speed-re-
lated shifts in contrast sensitivity. Our results suggest that temporal subsa-
mpling of visual input can improve peripheral acuity for moving targets.

Acknowledgement: Fight for Sight

26.4037 How fast can a baseball spin before an observer can’t tell
the direction of rotation? Arthur Shapiro’ (arthur.shapiro@american.
edu), Jonathan Newport?, Bree DeVries®; 'Department of Psychology,
American University, Washington D.C., Department of Physics, Amer-
ican University, Washington D.C., *Department of Computer Science,
American University, Washington D.C.

In baseball, a pitcher throws a 3” ball toward a batter positioned 60.5 feet
away. Shapiro et al (2009, 2011) hypothesized that a batter’s perception of
a pitch could be influenced by changes in the ball’s retinal location (i.e.,
whether the batter views the ball centrally or peripherally). One question
concerns whether a curveball spins too fast for a batter to discern the direc-
tion of spin. To address this question, we constructed a device in which a
microcontroller spins a motor at rates up to 3000 rpm. A baseball rested on
a driveshaft extending from the motor; an LCD shutter controlled the pre-
sentation duration (set at .6 sec); steady LED lights illuminated the ball. The
observer viewed the ball from a distance of 140 cm (ball subtended 3.2 deg)
and pressed one of two buttons to indicate the direction of perceived spin.
Experiment 1: The ball was presented at rotation rates between 500 and 2500
rpm (40 trials in random order; half the trial were clockwise, half counter
clockwise). Experiment 2: Similar set up, but on different sets of trials the
observers viewed the ball either centrally or 10 deg in the periphery. Exper-
iment 3: On different sets of trials the ball was positioned on the motor in
a “2-seam” or a “4-seam” configuration. For all conditions, at rates up 1200
rpm, observers were typically correct 100% of the time, but near 2000 rpm,
observers were typically at chance. Peripheral viewing and spin configura-
tion had little effect on observer’s ability to identify spin direction. Since an
MLB curveball spins between 1400 and 1800 rpm, these pitches approach
the limit of our perceptual resolution. The minor effect of peripheral view-
ing and spin configuration suggest, surprisingly, that our ability to per-
ceive spin direction may be mediated by low spatial frequency channels.

26.4038 Human contrast normalization process operates on a local
scale Boris Sheliga’ (bms@Isr.nei.nih.gov), Christian Quaia', Edmond

FitzGibbon', Bruce Cumming'; 'Laboratory of Sensorimotor Research,
National Eye Institute, National Institutes of Health

We quantitatively assessed the strength and extent of spatial summation
in human Ocular Following Responses (OFRs). In Experiment 1 we used a
pair of 1D sine wave gratings which both drifted horizontally in the same
direction but whose vertical or horizontal spatial separation was manipu-
lated. We compared the OFRs to the pair with responses recorded when
each grating, comprising the pair, was presented in isolation. Overall, as
the separation between the gratings increased, the interaction progressed
from sub-linear summation towards pure summation and even facilitation
(in 2 out of 3 subjects), confirming earlier observations (Quaia et al, 2012).
Additionally, the strength of the suppressive interactions at each separa-
tion tested was considerably weaker in the horizontal than in the vertical
stimulus configuration. In Experiment 2 we kept the pair’s spatial sepa-
ration constant while independently varying the contrast of each grating.
For a fixed contrast of one grating (“conditioning grating”) we described
responses as a function of contrast in the other grating (“test”) with a
Naka-Rushton equation. Changing only Rmax in these fits as a function of
contrast in the conditioning grating produced excellent fits. The changes
in fitted response amplitude accounted for 92+4% of changes in observed
OFR amplitude. Conversely, when only Cso was changed with condition-
ing contrast, the fits were poor and accounted for just 14+9% of changes
in observed OFR amplitude. If the conditioning grating affected contrast
normalization for the test changes in Cso should be expected. Thus, this pat-
tern of results suggests that contrast normalization operates on a local scale.

26.4039 Similarities and differences in forward and reverse motion
extrapolation Kevin Smith' (k2smith@ucsd.edu), Joshua Davis?, Ben-

jamin Bergen?, Edward Vul'; 'Department of Psychology, University of
California, San Diego, ?Department of Cognitive Science, University of
California, San Diego

We often must not only extrapolate the future trajectory of objects (wWhere
will a thrown rock go?) but also extrapolate backwards in time (where
did the rock flying by your head come from?). We matched forward
and reverse extrapolation in two experiments to investigate similarities
and differences between extrapolation directions. Forward and reverse
extrapolation share biases and response time patterns across various tra-
jectories, but reverse extrapolation is noisier. This suggests both forms of
extrapolation share cognitive processes, and opens up further avenues
of investigation into why reverse extrapolation is noisier. In Experiment
1, participants observed a ball moving either towards (forward) or away

See page 3 for Abstract Numbering System

Vision Sciences Society 7

wv
]
-~
c
=
Q.
Q)
<
)
=




Saturday PM

Saturday Afternoon Posters

VSS 2015 Abstracts

from (reverse) a semi-circular occluder, then a mark appeared on the out-
side of the semi-circle and participants indicated whether the ball would
travel (forward) or came from (reverse) above or below this mark. 85%
accuracy was maintained by dynamically adjusting the mark for each
condition. Participants were slightly slower to respond when the occluder
was larger (F(2,32)=4.8, p=0.015), but speed was unaffected by extrapola-
tion type (F(1,16)=0.4, p=0.56). Reverse extrapolation was harder (greater
offset thresholds: F(1,16)=5.4, p=0.034), though difficulty increased at
the same rate over distance (no interaction: F(2,32)=0.04, p=0.96). These
results suggest shared processing underlies both extrapolation directions,
but do not differentiate whether reverse extrapolation is more biased or
simply more variable. In Experiment 2, participants observed a ball in
motion and indicated where on a line it would next cross (forward) or
last came from (reverse). Each forward trial had a matched reverse trial
with mirrored motion, so the line crossing would be identical. Systematic
biases were nearly identical across extrapolation directions (r=0.96) but
people were on average 30% more variable on reverse trials. This suggests
that reverse extrapolation and forward extrapolation share biases, and
that greater variability caused the increased difficulty in Experiment 1.

Acknowledgement: University of California, San Diego Interdisciplinary Collab-
oratory Fellowship

26.4040 Confidence in the mind’s eye Morgan Spence' (morgan.
spence@uqconnect.edu.au), Paul Dux? Derek Arnold’; 'Perception Lab:
School of Psychology, The University of Queensland, *Attention and Con-
trol Lab: School of Psychology, The University of Queensland

Humans intuitively evaluate their decisions by forming different levels of
confidence. It has been established that decisional confidence and accuracy
are well-correlated, but can also deviate. Understanding of the computa-
tions underlying confidence, and how these differ from computations that
limit sensitivity, is lacking. Here we show that, for visual judgments con-
cerning global motion direction, confidence and accuracy are separable
because the variance associated with a sensory signal undermines confi-
dence to a greater extent than it does sensitivity. Stimuli consisted of dots
moving in a uniform distribution of directions about a mean test value.
The critical manipulation was the range of different directions contained
in a test stimulus. Before testing, we calibrated different stimuli to equate
sensitivity in fine direction discriminations (left / right of vertical), by
manipulating the offset of the average direction from the vertical decisional
boundary. This calibration failed to equate confidence - despite constant
levels of sensitivity, people were less confident when judging more variable
direction signals. When we instead calibrated stimuli to equate confidence,
people were more sensitive when judging more variable signals. These
complementary results reveal a differential weighting of signal variance in
computations that limit visual sensitivity and decisional confidence. This
means that the precision of perceptual decisions, and levels of confidence
in those decisions, rely on independent transformations of sensory input.

26.4041 Contribution of the ventral visual pathway to Perception of
Wriggling Motion Trajectory Illusion: an fMRI study Ryosuke Tanaka'
(tanaka@fechner.c.u-tokyo.ac.jp), Yuko Yotsumoto'; 'Department of Life
Sciences, The University of Tokyo

The neural substrate of the perception of visual motion has been generally
attributed to so-called “dorsal visual pathway”, which includes the Medial
Temporal Visual Area (MT) and several parietal regions. Recent studies,
however, have revealed that the perception of a global feature of visual
motion can require contribution of visual areas outside the dorsal path-
way, such as superior temporal sulcus and fusiform gyrus for perception
of biological motion. When hundreds of dots move in straight trajectories
and random directions without colliding, the trajectories are perceived as
wriggling rather than straight. In the present study, we used this Wrig-
gling Motion Trajectory Illusion to investigate the neural correlates under-
lying perception of the “wrigglingness.” In the experiment, 16 subjects
observed visually presented moving stimuli under two conditions in Sie-
mens 3T MRI scanner. In both conditions, dots moved straight in random
directions. In the wriggling condition, dots moved without colliding, elic-
iting wriggling perception. In the control condition, the moving dots were
allowed to collide and were perceived to be moving straight. BOLD signal
changes were compared between the wriggling and the control conditions.
The results indicated that illusory perception of wrigglingness coincided
with activations in the temporal areas including bilateral fusiform gyrus
and right inferior temporal gyrus. Our results also suggest that activities
in the ventral visual pathway could modulate perception of motion trajec-

tory. We conclude that perception of WMTT is, like perception of biological
motion, based on transformation of motion-defined shape by moving dots.

Acknowledgement: JSPS25119003

Visual Memory: Neural mechanisms
Saturday, May 16, 2:45 - 6:45 pm
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26.4042 Dissociation of Memorability and Memory Encoding in the

Brain Wilma Bainbridge' (wilma@mit.edu), Daniel Dilks?, Aude Oliva?
'Department of Brain and Cognitive Sciences, MIT, 2Department of Psy-
chology, Emory University, *Computer Science and Artificial Intelligence
Laboratory, MIT

Some images, upon first glance, are more easily remembered than others.
Such memorability is highly consistent across people, and thus can be
used as an image property for exploring the interaction of perception and
memory. We conducted two fMRI experiments to investigate perception
of memorable versus forgettable faces and scenes (controlled for possible
confounds, including color, spatial frequency, emotion, attractiveness,
objects). In Experiment 1 (N=16), participants viewed these images in a
block design, while in Experiment 2 (N=16), another participant group
viewed these images in an event-related design. Every image was com-
pletely novel and presented only once. In both experiments, participants
performed an orthogonal image categorization task (i.e., male/female;
indoor/outdoor), and were unaware of the experiments’ memory-related
nature. After scanning, the participants then completed an unexpected
memory test. Visual perceptual regions of interest (e.g., fusiform face area,
parahippocampal place area) were defined using independent functional
localizers, while memory-related regions (medial temporal lobe, MTL) and
attention-related regions (intraparietal sulcus, IPS; dorsolateral prefron-
tal cortex, DLPFC) were anatomically defined. In both experiments, we
found significantly greater activation for the memorable than forgettable
images in the visual perceptual regions and several MTL regions (perirhi-
nal cortex, PRC; parahippocampal cortex, PHC; amygdala; anterior hippo-
campus). Further, this memorability effect was found regardless of whether
the image was later remembered or forgotten, indicating a dissociation of
memorability and subsequent memory. No memorability effect was found
in early visual cortex, IPS, or DLPFC, indicating that this effect is not due
to visual or attentional confounds. An additional multivariate analysis
revealed significantly higher classification for memorable versus forgetta-
ble images in PRC. By contrast, activity for memory encoding (remembered
versus forgotten images in the subsequent memory task) was only present
in the PHC. These results indicate that image memorability may be a disso-
ciable phenomenon from memory encoding, particularly within the PRC.

Acknowledgement: Funded by the DoD NDSEG Program to W.B. Thanks to
the Athinoula A. Martinos Imaging Center at the McGovern Institute for Brain
Research, MIT.

26.4043 Understanding the nature of visual short-term memory
representation in human parietal cortex Katherine Bettencourt'
(kcb@wijh.harvard.edu), Yaoda Xu'; 'Department of Psychology, Harvard
University

Recent work has shown that the human parietal cortex, in particular supe-
rior intraparietal sulcus (IPS), plays a central role in visual short-term
memory (VSTM) storage. However, much remains unknown about the
nature of these memory representations including whether they are sim-
ilar or distinct from perceptual representations. Using fMRI multivariate
pattern analysis (MVPA), it has been shown that VSTM representations
in occipital cortex are highly similar to perceptual representations. Here,
we tested whether the same would be true for VSTM representations in
superior IPS. On the one hand, VSTM representations in superior IPS could
simply be an extension of the sensory representations formed during per-
ception. This would predict a high degree of similarity between VSTM and
perceptual representations in this region. However, we have previously
shown that VSTM representations in superior IPS, unlike those in occipi-
tal cortex, are robust to visual distraction. This suggests that the nature of
VSTM representation in the two regions may differ, and that representa-
tions in superior IPS may be consolidated and thus, distinct from percep-
tual representations. In the present study, we had participants complete
both a VSTM and perceptual task using face and gazebo stimuli. We then
decoded between the two stimuli types both within a task and across the
two tasks. To minimize any attention or memory effects in the percep-
tual task, participants performed a one back letter task at fixation. Pilot
results showed decoding of both memory and perceptual information in
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superior IPS, and, importantly, successful cross decoding between the two
tasks. This suggests that, just like in occipital cortex, VSTM information in
superior IPS is represented in a similar manner to perceptual information.

Acknowledgement: This research was supported by NIH grant F32EY022874 to
KCB and NIH grant TROTEY022355 to YX.

26.4044 Using MVPA to decipher neural correlates of visual
sequence learning in the brain. Melanie Burke' (m.r.burke@leeds.

ac.uk), Graham Barnes?, Jacqueline Billington', Claudia Gonzalez?; 'School
of Psychology, University of Leeds, U.K,, *Faculty of Life Sciences, Uni-
versty of Manchester, UK. , *College of Health and Life Sciences, Brunel
University, U.K.

Using top-down memory-driven information to guide actions is the
common method for successful and efficient completion of most everyday
activities. Many previous studies have demonstrated a role of the frontal
and parietal cortices in top-down processing with a number of studies
revealing attentional modulations and maintenance of neuronal activity
during delays in these areas. These areas have been extensively studied
in regards to explicit visual working mechanisms, but its role for motor
learning is currently unclear. We have implemented a novel and equivalent
saccade and pursuit sequence-learning paradigm inside an fMRI scanner
to investigate how early motor learning is implemented in the brain and
more specifically within this fronto-parietal network. To achieve this we
used a multivariate analysis approach (MVPA) to a priori regions of inter-
est (prefrontal, frontal and parietal cortices) to evaluate how patterns of
activation within these areas change with increasing repetition i.e. during
visuomotor learning. The results revealed patterns of activity within these
areas that reflect early motor learning that is analogous to the dorsal
attentional network, indicating an overlap in function for the fronto-pa-
rietal network in attention, working memory and early motor learning.

26.4045 Temporal Dynamics of Memory and Maintenance of Faces

in Visual Cortex: An On-line TMS Study Kelsey Holiday' (kelsholiday@
gmail.com), David Pitcher’, Leslie Ungerleider’; 'Laboratory of Brain and

Cognition, National Institute of Mental Health, NIH, Bethesda, MD 20892,
USA

Electroencephalography and behavioural studies report that structural
encoding of faces occurs for a short duration after stimulus presenta-
tion, as indexed by the right lateralized N170 component. Investigation
of a prosopagnosic patient exhibited an absence of this component and
disruption of face identification (Eimer, 2000). Based on this evidence,
we hypothesized that the early mechanisms of face encoding would be
more susceptible to cortical disruption than maintenance of face repre-
sentations at later latencies. To test this, we used transcranial magnetic
stimulation (TMS) to disrupt processing in the right occipital face region
(rOFA). Participants performed a delayed match-to-sample task and indi-
cated face identity changes with a button press. Double pulse TMS, sep-
arated by 100ms, was delivered during the inter-stimulus interval at one
of three time latencies: early (150ms), middle (1700ms) or late (2900ms).
Results revealed that TMS to rOFA impaired face-matching perfor-
mance during the early application condition only, while TMS delivered
during the middle and late latencies had no effect. These results demon-
strate that TMS delivered over a face-processing area early after stimu-
lus offset disrupts face consolidation. Furthermore, face memory in the
rOFA is immune to this disruption during later phases of retention as
demonstrated by the lack of an effect at the middle and late TMS deliv-
ery latencies. Planned studies will examine whether this early impairment
is also evident in other functionally defined regions of extrastriate cortex.

Acknowledgement: NIMH

26.4046 Reconstructing the population dynamics of spatial priority
in early visual cortex during working memory Masih Rahmati' (masih.
rahmati@nyu.edu), Golbarg Saber?, Clayton Curtis'? 'Psychology &
Center for Neural Sciences, New York University, Center for Neural
Sciences, New York University

The read-out of prioritized maps of space in frontal cortex is believed to
provide the spatial feedback signals needed to bias activity in early visual
cortex. These feedback signals can be spatially directed via a saccade plan.
Maintaining a saccade plan in working memory, therefore, may evoke a
pattern of activity in topographically organized population of neurons with
a peak centered in the neurons with receptive fields that match the saccade
goal. Here, we test for such population dynamics using a forward encoding
model of the distributed patterns of fMRI activity in human visual cortex.
First, using fMRI we measured neural activity in human visual areas V1,

V2, V3, V3A/B, hV4 and IPS-0/1 while subjects maintained a planned sac-
cade directed to or away from the location of a brief visual cue. Second, we
mapped the retinotopic locations of memory-guided saccade cues within
each visual area. Third, we developed a forward encoding model to recon-
struct the neural population dynamics in early visual areas. In the forward
model, we used a linear combination of outputs from a number of infor-
mation channels (i.e., basis functions) to estimate each voxel’s response to
visual cues at a variety of retinal locations. We validated the model by suc-
cessfully reconstructing both the locations of both remembered visual cues
and prospective saccade goals based on fMRI responses during working
memory delay periods. Our ability to build a forward model that recon-
structs the locations of maintained representations allows us to make strong
inferences about the population dynamics of topographic visual areas and
how these dynamics are related to working memory storage. Moreover,
these results show that the population activity in early topographic areas
is sculpted by top-down feedback signals representing spatial priority.

26.4047 Involvement of visual cortex in a visual working memory
task: Evidence from steady-state visual potential frequency tag-
ging Nina Thigpen' (nthigpen@ufl.edu), Klaus Oberauer?, Andreas Keil';
'University of Florida, ?University of Zurich

Working memory, the short-term maintenance of behaviorally relevant
information, has robustly been shown to engage prefrontal cortex and
attentional control networks in hemodynamic and electrophysiological
studies. Work in the animal model has provided converging evidence,
but has also pointed towards involvement of sensory cortices. In line
with these findings, several current models of working memory empha-
size aspects of selecting and amplifying sensory representations of the
task stimulus during retention. Progress in the empirical testing of these
notions has however been prevented by methodological issues with quan-
tifying sensory responses to concurrently presented or retained stimuli
of a memory set. The present study addressed this problem with three
experiments using a steady-state potential frequency tagging approach:
EEG data were collected from 47 participants during a visual work-
ing memory task, with the orientation of two grating stimuli being the
task-relevant dimension. After a retention interval, probe gratings were
presented again, while phase reversing at two different fixed rates to elicit
steady-state visually evoked potentials. Observers then made either a
match/no-match decision or they manually set one probe grating at the
remembered orientation. Results show an enhanced steady-state signal
over visual cortical areas for stimuli being held in working memory,
compared to non-matching stimuli. These data suggest that early visual
neurons are actively involved in the process of working memory. Future
work may use the visual electrocortical response as a reference signal for
studying interactions among brain regions involved in working memory.

Acknowledgement: Office of Naval Research Grant # N00014-14-1-0542

26.4048 Load-Dependent Increases in Alpha-Band Power: Rele-
vance to Sensory Cortex Excitability and Distractor Interference
Andrew Heinz', Jeffrey Johnson'; 'Department of Psychology, Center for
Visual and Cognitive Neuroscience, North Dakota State University

Studies exploring the role of neural oscillations in cognition have revealed
sustained increases in alpha-band power (ABP) during the delay period of
verbal and visual short-term memory (STM) tasks. There have been various
proposals regarding the functional significance of such increases, including
the inhibition of task-irrelevant cortical areas, and the active retention of
information in STM. The present study examines the role of delay-period
ABP in mediating the effects of distractor interference in STM. Specifically,
we reasoned that, if load-dependent ABP increases represent the gating of
sensory inputs, they should be associated with modulations of the visual
evoked potential (VEP) elicited by a task-irrelevant probe presented during
the delay interval. Previous results from our lab (Heinz & Johnson, VSS
2014) failed to find this predicted relationship. However, we suspect that the
complicated nature of the design may have obscured possible effects. Using
a simplified design for the present study, we recorded the electroenceph-
alogram (EEG) while subjects performed a change detection task requir-
ing the retention of two or four novel shapes. Importantly, on a portion of
trials, a task-irrelevant bilateral checkerboard probe was presented during
the delay interval. Our analysis focused on examining correlations between
load-dependent increases in ABP and the magnitude of both the P1 and N1
ERP components. Results revealed that reductions in the amplitude of both
the P1 and N1 were predicted by load-dependent increases in ABP prior to
the probe. Additionally, for the P1, the load-dependent amplitude change
predicted load-dependent differences in the disruptive effect of the probe
on STM capacity. This same pattern was not observed for the N1. We con-
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clude thatload-dependent increases in ABP may play a role in gating task-ir-
relevant sensory inputs during STM maintenance. Ongoing analyses are
examining the potential role of frontal feedback in mediating these effects.

Acknowledgement: NIMH 1R15MH105866-01 to jsj

26.4049 Encoding-related neural correlates of set-size limitations
of working memory Gennadiy Gurariy' (genaxl@yahoo.com), Dwight
Peterson?, Marian Berryhill', Gideon Caplovitz'; 'University of Nevada,
Reno, 2University of Missouri, Columbia

It is well established that visual working memory is capacity limited with
retrieval performance declining as set size increases. The vast majority
of studies investigating working memory capacity have focused on the
maintenance phase of working memory tasks. In a recent study we found
that neural resources allocated to individual items during encoding are
an important factor in the overall capacity limitations of VWM. Here we
expand upon those findings by investigating the effects of set size on encod-
ing related processing. We use High Density Electroencephalography (HD-
EEG) to analyze steady state visual evoked potentials (SSVEP) elicited by
individual items in a standard change detection working memory recogni-
tion task. For each trial, participants viewed four shapes each flickering for
1s at distinct frequencies: 3Hz, 5Hz, 12Hz, 20Hz. Subjects were informed
that squares presented in the array would never be probed. In this way a
set size of two could be manipulated by having two of the shape be squares.
After a blank delay period, a single shape appeared and participants had to
respond whether the item was “old” or “new”. A Fast Fourier Transform
(FFT) was performed on the data from which the fundamental frequency as
well as the second harmonic of the probed stimulus were extracted. Behav-
iorally, we found participants were more accurate on set size 2 trials than
set size 4 trials. Correspondingly, across a number of electrode locations, the
amplitude of the second harmonic of the probed stimulus was found to be
greater in the set size 2 condition compared to the set size 4 condition. This
result suggests that working memory performance declines with increased
set size in part as a consequence of encoding-related neural mechanisms.

Acknowledgement: TR15EY022775 1P20GM 103650

26.4050 Non-linear neural interactions at the time of encoding
underlie grouping benefits in working memory Kyle Killebrew' (kyle-
killabees@gmail.com), Marian Berryhill', Gnnadiy Gurairy', Dwight Peter-
son?, Gideon Caplovitz'; 'Psychology Department, University of Nevada
Reno, Department of Psychological Sciences, University of Missouri

It is well established that Visual Working Memory is capacity limited.
Recent behavioral research has demonstrated that perceptual grouping can
facilitate the retrieval of items stored in working memory. At what stage
and by what mechanism are these grouping effects manifesting? In order
to answer this question we used high-density electroencephalography
(hdEEG) to examine neural correlates of perceptual grouping during the
encoding phase of a standard change detection working memory recog-
nition task. Specifically, we used an EEG technique, known as frequency
tagging. This technique takes advantage of the fact that flickering stim-
uli will elicit a steady-state oscillation at a corresponding frequency in
the EEG data. Using this technique we designed an experiment in which
participants were presented with sets of four novel shapes, each flicker-
ing at one of four chosen frequencies: 3Hz, 5Hz, 12Hz and 20Hz, between
black and a randomly chosen color on a grey background. The experiment
consisted of two conditions: grouped and non-grouped. In the grouped
condition two of the four shapes were the same, had the same color and
were always presented on the same side of the screen. In the non-grouped
condition, all shapes and colors were different. Behaviorally, we found
that participants were significantly more accurate in performing the task
in the grouping condition. This grouping benefit was accompanied by a
significant increase in two non-linear harmonics of the grouped items.
Conclusion: our data demonstrate that the grouping benefit observed in
visual working memory tasks arises in part at the time of encoding from
a non-linear neural interaction between the items comprising the group.

Acknowledgement: TR15EY022775 1P20GM103650

26.4051 Storing and updating non-visual features in visual long-
term memory Ghootae Kim' (ghootaek@princeton.edu), Kenneth A.
Norman'?, Nicholas B. Turk-Browne'; 'Department of Psychology, Prince-
ton University, “Princeton Neuroscience Institute, Princeton University

It is tempting to think that visual long-term memory (VLTM) is com-
posed of the visual features of objects we encounter. However, there is a
long tradition in the memory literature of thinking of memories as inher-
ently contextual. VLTM for objects may thus not only be based on visual

features but also on non-visual features of the encoding context, such as
the current task. We ran an fMRI study to examine this possibility and
address two questions: (1) Are tasks previously performed on an object
retrieved during subsequent object recognition? (2) How are such associ-
ations updated when we have to perform a new task on the object? In a
first phase, observers were exposed to a sequence of objects, which were
randomly assigned to one of two tasks: How easy would it be to draw the
object? (artist task); How useful is the object? (function task). Some of these
objects were presented again in a second phase with a different task: How
natural is the object? (organic task). To address the first question above,
we applied multivariate pattern analysis and found that, despite being
irrelevant, the artist or function task initially performed on each object was
automatically reactivated in the brain. Now, however, two tasks had been
performed on the object, raising the question of which task(s) persisted
in memory. We hypothesized that the reactivation of the first task during
the organic task would trigger competition between these representations
and result in the first task being weakened. Indeed, greater classifier evi-
dence for the first task during the second phase was linked to an increased
likelihood of later forgetting that this task had been performed on the
object. These findings emphasize the contextual nature of visual memory
and the role of competition-dependent learning in updating its contents.

Acknowledgement: NIH ROT EY021755 (N.B.T-B.) and RO1 MH069456 (K.A.N.)

26.4052 Reconstructing perceived and retrieved face images from
activity patterns in posterior parietal cortex Hongmi Lee’ (hongmi.
lee@nyu.edu), Alan Cowen?, Brice Kuhl'?; 'Department of Psychology,
New York University, 2Department of Psychology, University of Califor-
nia, Berkeley, *Center for Neural Science, New York University

Recent findings suggest that posterior parietal cortex (PPC) represents
information retrieved from long-term and short-term memory. However,
the nature and quality of parietal memory representations remain largely
unknown. Here, we tested whether exemplar-level details of perceived
and remembered stimuli are represented in PPC, using a recently devel-
oped method that allows for individual face images to be reconstructed
from fMRI activity patterns (Cowen, Chun, & Kuhl, 2014). The experi-
ment consisted of two phases: perception and working memory. During
the perception phase, participants viewed hundreds of faces while per-
forming a continuous recognition task, where they judged whether each
image was repeated within a block or not. For the working memory
phase, we employed a retro-cue paradigm (Harrison & Tong, 2009) in
which two faces were presented in rapid succession followed by a cue to
maintain one of the two faces. We first tested whether individual faces
can be reconstructed from PPC activity patterns elicited during percep-
tion. We estimated a regression model that mapped face components to
multi-voxel activity patterns using a set of training faces. Reconstructions
were then generated for a distinct set of test faces by taking linear com-
binations of the predicted component weights. Reconstructions created
from PPC were more similar to the actually viewed face than other test
faces, indicating that PPC distinguishes individual face images. We fur-
ther explored whether we could reconstruct faces retrieved from working
memory. We trained the model on the perception phase data and applied
it to the patterns obtained during the working memory delay period.
Reconstructions generated from the delay period activity in PPC exhibited
above-chance similarity to the original face, suggesting that the contents
of memory can be reconstructed from PPC activity patterns. Together,
these findings indicate that PPC activity patterns reflect exemplar-level
details of visual stimuli during perception and retrieval from memory.

Acknowledgement: This research was funded by an NYU Whitehead Fellowship.

26.4053 The decision, not the decision task, causes percep-
tual biases away from the decision boundary Long Luu' (longluu@

sas.upenn.edu), Alan Stocker’; 'Department of Psychology, University of
Pennsylvania

After having made a decision in a fine motion discrimination task, subjects’
perceived motion direction is systematically biased away from the decision
boundary. These repulsive biases were considered the result of aneural read-
out mechanism that is optimized for the specific discrimination task, rely-
ing on the most informative neurons whose tuning preferences are slightly
away from the decision boundary (Jazayeri and Movshon, 2007). Based on
this explanation we would expect the biases to disappear if subjects were
given the correct answer to the discrimination task instead of performing the
task themselves. We conducted two psychophysical experiments to test this
prediction. Experiment 1 was aimed at replicating the effects of the original
study for an orientation discrimination task. We used stimuli that consisted
of an array (N=24) of small line segments (length of 0.7 degs) shown within
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a circular aperture (diameter of 5 degs). The orientation of each line seg-
ment was drawn from a Gaussian centered on the true stimulus orientation.
Stimulus orientations were uniformly sampled over a range +/- 21 degrees
relative to a randomly chosen reference orientation. Subjects first had to
indicate whether the stimulus orientation was clockwise (CW) or count-
er-clockwise (CCW) of the reference orientation. Subsequently they had to
reproduce the stimulus orientation. Experiment 2 was identical to Experi-
ment 1 except that subjects were given the correct stimulus’ category (CW/
CCW) at the beginning of each trial. We found nearly identical repulsive
biases in both experiments. Hence, we conclude that the repulsive biases
cannot be the result of a task-dependent neural read-out mechanism as pre-
viously suggested. Rather, we argue that they occur in both experiments
because humans i) treat their own perceptual decisions as if they were true
and ii) condition their subsequent estimates accordingly as predicted by a
“self-consistent” Bayesian observer model (Stocker and Simoncelli, 2008).

26.4054 Topographically specific effects of TMS over early visual
cortex during visual working memory Rosanne Rademaker’ (rosanne.

rademaker@maastrichtuniversity.nl), Vincent van de Ven', Frank Tong?
Alexander Sack’; 'Cognitive Neuroscience Department, Maastricht Uni-
versity, “Psychology Department, Vanderbilt University

Recent fMRI studies demonstrated that patterns of activity in early visual
cortex (V1-V4) are predictive of stimulus properties actively maintained
in visual working memory. However, exactly why sensory areas rep-
resent such information, and whether they are necessary for successful
high-precision maintenance, remains largely unknown. In this study,
observers remembered the orientations of 4 briefly presented gratings
(200ms), one in each quadrant of the visual field. Triple-pulse TMS was
applied either directly at stimulus offset, or midway through a 2-second
retention interval, targeting early visual cortex corresponding retinoto-
pically to a sample item in the lower hemifield. After retention, memory
for one of the gratings was randomly probed, independent of the location
targeted with TMS, and participants reported the remembered orienta-
tion. Memory performance, defined as the absolute error between memory
target and response, was best when the visual field location targeted by
TMS overlapped with that of the cued memory item. This result implies
that information about memorized items was stored in a topographic fash-
ion in early visual cortex, and that triple-pulse TMS had a memory-en-
hancing effect at the targeted location. Memory enhancement was most
prevalent when TMS was applied midway through the retention, with
memory performance being generally worse for early TMS pulses. Next,
empirical fitting of the errors was performed (using a mixture model anal-
ysis) to characterize memory precision and forgetting rates. Memory was
more precise for items coinciding with the pulse location, irrespective of
pulse timing. The probability that items were forgotten was larger when
pulses were delivered early, regardless of their proximity to the pulse loca-
tion. Thus, whereas TMS administered at the offset of the stimulus array
might disrupt early-phase consolidation, TMS during the retention phase
acts to boost the precise representation of an item in working memory,
perhaps by increasing attentional resources at its retinotopic location.

26.4055 Task-modulated, feature-selective responses in early
visual, parietal and frontal cortices during visual working memory

maintenance Qing Yu' (ging.yu.gr@dartmouth.edu), Won Mok Shim';
'Department of Psychological and Brain Sciences, Dartmouth College

Recent fMRI studies have revealed that the parietal and frontal cortices,
as well as the early visual areas, convey memory-related, feature-selec-
tive information during visual working memory maintenance (Ester
& Serences; Yu & Shim, VSS 2014). However, it remains unclear if such
feature-tuning responses are modulated by task demand. In the current
study, using fMRI and a forward encoding model (Brouwer & Heeger,
2009; 2011), we examined the effect of task-relevance on the voxel-based,
feature-selective tuning responses over memory delay. On each trial, two
gratings with different colors and orientations were presented sequen-
tially. Participants remembered color, orientation, or both color and orien-
tation of the cued grating. The stimuli and procedure remained identical
across conditions, and only the to-be-remembered feature dimension(s)
differed. After a long delay period, participants were required to repro-
duce the remembered feature as accurately as possible on an orientation/
color wheel. We successfully reconstructed color-selective as well as ori-
entation-selective population tuning responses in early visual areas (V1-
V4v), IPS and FEF during the retention period. These results indicate that
non-spatial surface features, such as color, can be retained over delay
even in parietal and frontal areas. Crucially, the two features showed dis-
tinct task-modulated effects during working memory: orientation tuning
responses were significantly degraded when orientation was not remem-

bered, whereas color tuning responses remained similar regardless of
whether color was remembered or not. This result is consistent with
behavioral memory precision measures, which showed that color memory
is more immune to task demands than orientation memory. Therefore,
our results suggest that the quality of the reconstructed feature-tun-
ing responses in early visual, parietal, and frontal areas during memory
delay can reflect the strength of each feature representation in multi-fea-
ture objects in working memory, even when that feature is task-irrelevant.

Attention: Capture
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26.4056 The effects of saliency on manual reach trajectories and

reach target selection Dirk Kerzel' (dirk.kerzel@unige.ch), Wieske van
Zoest?; 'Faculté de Psychologie et des Sciences de I'Education, Université
de Geneéve, Switzerland, *Center for Mind / Brain Sciences, University of
Trento, Italy

Reaching trajectories curve toward salient distractors, reflecting the com-
peting activation of reach plans toward target and distractor stimuli. We
investigated whether the relative saliency of target and distractor influ-
enced the curvature of the movement and the selection of the final end-
point of the reach. Participants were asked to reach a bar tilted to the
right in a context of gray vertical bars. A bar tilted to the left served as
distractor. Relative stimulus saliency was varied via color: Either the dis-
tractor was red and the target was gray, or vice versa. Throughout, we
observed that reach trajectories deviated toward the distractor. Surpris-
ingly, relative saliency had no effect on the curvature of reach trajectories.
Moreover, when we increased time pressure in separate experiments and
analyzed the curvature as a function of reaction time, no influence of rel-
ative stimulus saliency was found, not even for the fastest reaction times.
If anything, curvature decreased with strong time pressure. In contrast,
reach target selection under strong time pressure was influenced by rel-
ative saliency: Reaches with short reaction times were likely to go to the
red distractor. The time course of reach target selection was comparable to
saccadic target selection. Implications for the neural basis of trajectory devi-
ations and target selection in manual and eye movements are discussed.

Acknowledgement: Swiss National Foundation PDFMP1_129459

26.4057 The impact of long-term memory based attentional control
settings on spatial and non-spatial components of attention Maria

Giammarco' (agiammar@uoguelph.ca), Kate Turner', Emma Guild?
Naseem Al-Aidroos’; 'Psychology Department, College of Social and
Applied Human Sciences, University of Guelph, Krembil Neuroscience
Centre, University Health Network

In recent work we demonstrated that long-term memory can guide the
capture of visual spatial attention. Specifically, when participants look
for any of a number of task-relevant objects in their visual environment,
they adopt attentional control settings (ACSs) based on representations of
the target objects in episodic long-term memory. With these ACSs imple-
mented, cues in an attention cueing task only capture visual spatial atten-
tion when they match targets in memory. In the present study we investi-
gated how contingent cueing is affected by varying memory demands. In
Experiment 1 participants studied 2, 4, 8, or 16 images of visual objects (set
size was manipulated across blocks); these objects were then designated
as targets in a subsequent cueing task. Specifically, participants monitored
two spatial locations for the appearance of studied objects; shortly before-
hand, one of the two locations was cued by either a studied or non-stud-
ied object. We observed differences between studied and non-studied
cueing effects (ie., an effect of ACSs), and no differences in cueing effects
across set size; however response times (RTs) appeared to be influenced
by forward masking on cued trials. We examined masking in Experiment
2 by comparing trials with no cues, two studied cues, or two non-stud-
ied cues across set sizes. Because both target locations were cued (or not),
differences between conditions are unlikely to reflect spatial attention, but
should reveal masking effects. Consistent with masking, participants were
significantly faster on no-cue trials versus non-studied-cue trials. Interest-
ingly, RTs were even slower for studied-cue trials, and this effect increased
with set size. These data provide evidence that episodic-contingent cueing
is unaffected by set size, and that studied cues have an additional, non-spa-
tial effect on RTs. That this later effect is mediated by set size, suggests it
may be an effect of reflexive long-term memory retrieval on perception.
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26.4058 Bottom-up capture is a top-down phenomenon Yehoshua
Tsal' (Jehoshua@freud.tau.ac.il), Ricardo Max', Hanna Benoni?; 'Tel Aviv
University, 2Department of Psychology, College of Management

pAttentional capture produced by a task-irrelevant color singleton is
assumed to reflect stimulus-driven processing, completely governed
by bottom-up factors. Results from two converging paradigms - search
reaction time and free letter report - support the conclusion that single-
ton capture is fully determined by (top-down) expectation. The first
series of experiments resulted in strong expectation-based capture when
the color singleton is expected in a given location (or color) but is not
actually presented. For example, when participants are presented with
a sequence of trials with a red singleton (among green items) randomly
switching among four positions, attention ends up being captured by red
stimuli within a non-singleton (four color) display (red, green, blue and
yellow) presented unexpectedly. In the second series of experiments we
eliminated singleton expectation by embedding singleton displays with
visually similar but non-singleton displays. For example, participants
were presented with nine letter circular displays with all possible combi-
nations of red and white letters, of which a fourth of the trials were sin-
gleton displays (one red letter among eight white letters, or one white
letter among eight red letters). In this condition singleton capture was
completely eliminated (i.e. did not exceed chance - calculated separately
for each participant). We conclude that singlet on capture is a top-down
phenomenon originated from pervasive mental programs that direct the
attentional system to seek out unique items in the visual field irrespective
of task demands. We speculate that the rationale for such programs may
derive from the fact that whereas processing several identical non-single-
ton items is redundant, processing the singleton, which is statistically most
likely to be missed (one vs. many), provides important unique information.

26.4059 Attentional and oculomotor capture by stimuli that signal

the availability of reward Jan Theeuwes' (J. Theeuwes@psy.vu.nl),
Michel F. Failing'; "Vrije Universiteit, Amsterdam, Netherlands

Itis well known that attentional selection is influenced by our previous expe-
rience of rewards. Stimuli whose selection was previously rewarded con-
tinue to capture attention in a subsequent test session when these rewards
are no longer available. In this study we provide evidence of both atten-
tional and oculomotor capture by stimuli that merely signal the magnitude
reward available on a particular trial. The selection of these stimuli was not
necessary but rather detrimental for actual payout. Participants searched for
a target (a diamond) among 5 uniquely colored circles. The color of one of
these circles signaled the magnitude of reward available for that trial (e.g., a
red circle would indicate a high reward, a green circle a low reward). Even
though this colored circle signaling the reward availability was never part
of the task set nor physically salient, it captured both attention and the eyes.
Our results suggest that stimuli signaling reward get prioritized through
reward-learning and that this learning only occurs when the reward signal-
ing stimuli are attended. We conclude that task-irrelevant and non-salient
stimuli that signal the availability of reward gain priority in attentional
selection even if selecting them is not necessary but rather detrimental for
reward payout. Furthermore we show that a stimulus signaling reward
only gained priority if it was the only stimulus predicting reward outcome.
These findings expand the growing evidence which suggests that attentional
selection cannot fully be explained in terms of the traditional separation in
top-down and bottom-up processes (Awh, Belopolsky & Theeuwes, 2012).

Acknowledgement: ERC advanced grant [ERC-2012-AdG - 323413] to Jan
Theeuwes

26.4060 Forget Me if You Can: Attentional capture by to-be-remem-
bered and to-be-forgotten visual stimuli Edyta Sasin' (e.sasin@rug.nl),
Mark Nieuwenstein'; 'Department of Experimental Psychology, Univer-
sity of Groningen

Previous research has shown that visual attention is biased towards
items that match the content of working memory (WM). Here, we inves-
tigated whether attention is still guided towards matching items after
an instruction to forget them. Participants memorized a colored shape,
which was followed by a cue that indicated whether it should be remem-
bered or forgotten. Subsequently, participants searched for a tilted line
among vertical distractor lines, each embedded within a colored shape.
The interval between the cue and the visual search task was 200, 600,
1000 or 1400 ms and on some trials, one of the distractors in the search
task matched the earlier-memorized object. The results showed that the
matching distractor captured attention regardless of whether it had to be
remembered or forgotten, but the capture effect by to-be-forgotten dis-
tractors was smaller. In addition, the capture effects were independent

on the interval separating the cue and the search array. Taken together,
these results suggest that an instruction to forget an earlier-memorized
object attenuates but does not fully abolish memory-driven capture.

26.4061 Oculomotor capture by the unexpected: exploring the
temporal profile of surprise in visual search. James Retell’ (j.re-

tell@uq.edu.au), Dustin Venini', Stefanie Becker'; 'The University of
Queensland

New and unannounced color singletons have been shown to capture atten-
tion and induce surprise during visual search; a phenomenon referred to
as ‘surprise capture” (Horstmann, 2005). Interestingly, it has been reported
that the temporal profile of capture by new and unannounced stimuli is
distinct from that of capture by expected stimuli (Horstmann, 2002; 2005;
2006). Specifically, it has been argued that attention shifts to unexpected
stimuli are delayed relative to expected stimuli. This claim is interesting
because it points to separate underlying attentional control mechanisms for
expected and unexpected stimuli. However, much of the work investigat-
ing capture by the unexpected has done so using behavioral measures such
as response time and response accuracy; measures that can be affected by
decision and response level processes that are often unrelated to search.
Here we used eye-movements as the primary index of attentional selec-
tion to explore the temporal profile of surprise capture and to investigate
the claim that shifts of attention to unexpected stimuli are delayed rela-
tive to expected stimuli. Across two experiments we found little evidence
to support the claim that shifts of attention are delayed to unexpected
stimuli during visual search. Rather, the temporal profile of surprise
capture appears to reflect delays that manifest post attentional selection
that are likely associated with decision and response level processes.

26.4062 Set-specific contingent attentional capture costs are
modulated by color similarity Katherine Moore' (katherine.moore@
elmhurst.edu), Greg Ramos?, Kathleen Trencheny'; 'Department of
Psychology, Elmhurst College, “Department of Psychology, Notre Dame
University

Contingent attentional capture costs can double or triple when participants
search for multiple targets simultaneously (e.g. pink and green letters).
Specifically, these costs occur when a distractor related to one goal (e.g. a
pink digit) appears on the same trial as a target related to another goal (e.g.
a green letter). We call this effect “set-specific capture,” because the pink
distractor captures attention and causes a corresponding enhancement of
the “search for pink letters” attentional set over the other “search for green
letters” set (Moore & Weissman, 2010, 2011, 2014). In the present investiga-
tion, we examined whether color similarity has an impact on a) how atten-
tional sets are maintained in a dual-target search, and b) set-specific cap-
ture costs incurred by attentional set enhancement. Participants searched
for letters appearing in either of two colors in a continuous rapid serial
visual presentation (RSVP) stream. Half of participants, in the “opponent”
group, searched for color opponents (e.g. pink and green) on opposite ends
of an isoluminant, equally saturated color wheel. The other half, in the
“similar” group, searched for colors separated by approximately 120° on
the same wheel (e.g. purple and orange). For both groups, distractor let-
ters appeared in the RSVP stream that linearly separated the target colors
in color space, ensuring participants maintain two distinct attentional sets.
Overall target identification accuracy did not differ across groups, indi-
cating that color similarity does not have an impact on the maintenance
of attentional sets, as long as the colors are linearly separable. However,
set-specific capture costs were significantly greater in the “opponent”
group, suggesting that attentional set enhancement may capitalize on oppo-
nent-process circuitry: when two attentional sets are maintained simulta-
neously, enhancement of one may cause inhibition of its color opponent.

26.4063 Context-driven suppression of attentional capture Jeff
Mobher’ (jeff_moher@brown.edu); 'Williams College

Context plays a powerful role in guiding attention towards relevant objects.
In the present study, we investigated whether context can similarly drive
salient distractor suppression. Observers were asked to indicate the orien-
tation of the line inside a singleton shape target (e.g., one diamond among
five circles). On some trials, a salient color (red) singleton distractor was
presented. Otherwise, all objects were presented in either all green or all
blue (hereafter labeled display color); display color varied randomly from
trial-to-trial. While salient distractors typically capture attention, capture
is reduced when distractors appear frequently (e.g., Miiller et al., 2009).
Thus, we varied the probability that a salient distractor would be pres-
ent as a function of the display color. One display color was associated
with a high probability that a salient distractor would be present (80%),
and the other color was associated with low singleton distractor prob-
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ability (20%). Color contingencies were counterbalanced across partici-
pants, and debriefing questionnaires revealed that participants were not
aware of color contingencies. On distractor present trials, response times
were shorter when the display color indicated high distractor probability
(1113 ms) relative to low distractor probability (1139 ms). Thus, observers
were able to learn context-specific distractor probabilities and selectively
implement distractor suppression mechanisms when a distractor was
highly likely. Furthermore, compatibility effects - response times depend-
ing on whether the line inside the distractor matched the line inside the
target - were also greater in the low probability condition (80 ms) than in
the high probability condition (12 ms). This result indicates processing
of the distractor line on high probability trials was minimal, again con-
sistent with increased distractor suppression in contexts where salient
distractors are likely. Together, these results indicate that distractor sup-
pression is selectively applied in contexts where distractors are expected.
Thus, contextual learning can drive salient distractor suppression.

26.4064 Feature-driven attentional capture is modulated by the
distribution of spatial attention Carly Leonard' (cjleonard@ucdavis.
edu), Steve Luck’; 'Center for Mind and Brain, University of California,
Davis

Feature-based attention is often described as being global, although it is
unclear if this only occurs in situations that support a broad window of spa-
tial attention or whether this is a more obligatory phenomenon. Leonard et
al. (in press, JEP:HPP) have shown that capture by a peripheral distractor
that shares a target feature (i.e., contingent capture) is reduced as the dis-
tance of the distractor from the locus of spatial attention increases. These
results suggest a strong interaction with spatial attention. If feature-based
effects are interactive with spatial attention, changes in the distribution of
spatial attention should modulate the magnitude of feature-driven capture.
The current experiments include manipulations that should theoretically
alter the spatial distribution of attention during task performance. The
task required the identification of a single target-colored letter in a rapid
serial visual presentation stream of other task-irrelevant letters. A manip-
ulation of the frequency of nearby distractors might be expected to alter
the distribution of spatial attention, and accordingly we found that cap-
ture effects were reduced when there was a higher frequency of proximal
distractors. Other experiments further examine this interaction using dif-
ferent manipulations of task difficulty and similar-distractor frequency.
Overall, the general pattern of results supports the hypothesis that spatial
attention is critical in mitigating contingent attentional capture, supporting
an interactive rather than purely global model of feature-based attention.

Acknowledgement: ROTMH076226 and ROTMH065034.

26.4065 Inter-Trial Contingencies in Contingent-Capture Exper-
iments Florian Goller' (florian.goller@univie.ac.at), Ulrich Ansorge';
'Department of Basic Psychological Research and Research Methods,
University of Vienna

Several studies showed that attention can be captured in a top-down con-
tingent way. Here, attention capture by cues depended on a match of cues’
features to the features of the searched-for targets. However, the influence
of the cue-target position relations in a preceding trial n-1 has not been
considered in most studies, although these relations can have an influence:
Cueing effects in a trial n can be larger if the preceding trial n-1 was valid
rather than invalid (Gratton Effect). Such inter-trial contingencies could
contribute to contingent-capture effects, but this was never tested. The aim
of our study was to fill this gap. We used the classic contingent-capture
protocol and analysed cueing effects in trial n as a function of cue valid-
ity (valid versus invalid) and cue type (matching versus non-matching) in
trial n-1. In Experiment 1, participants searched for a white onset target. A
valid cue in trial n-1 boosted the cuing effect in a subsequent trial n, which
indicates a Gratton effect. Surprisingly, these inter-trial contingencies did
not hold for matching onset cues but only for non-matching red color cues.
Similar effects of the non-matching cues were also found if cues and targets
both changed their positions from trial to trial, rendering position priming
as an unlikely explanation (Experiment 2). However, no inter-trial contin-
gencies were found during search for red color targets (Experiment 3). In
an additional experiment, we explored whether task difficulty may be an
important moderator for inter-trial contingencies in the contingent-capture
paradigm. Our results provide a new perspective on contingent capture and
add to the growing literature on the importance of inter-trial contingencies.

26.4066 Behavioral Evidence of Top-Down Suppression of Attention
Capture with the Letter-Probe Technique Nicholas Gaspelin' (ngaspe-
lin@ucdavis.edu), Steven Luck’; 'Center for Mind and Brain, University of
California, Davis

There is considerable debate about how visual attention is involuntarily
drawn to salient stimuli (called attention capture). Stimulus-driven theo-
ries posit that certain super salient stimulus features automatically capture
attention, whereas goal-driven theories posit that only stimuli matching our
attentional set (i.e., what we are looking for) capture attention. In the cur-
rent study, we test a hybrid account (called the signal suppression theory),
which posits that salient stimuli produce an automatic “attend-to-me”
signal but that this signal may be suppressed if the observer exerts strong
top-down control. To test this hypothesis, we used a modified additional
singleton paradigm in which participants searched for a target shape and
attempted to ignore an irrelevant color singleton. We manipulated search
mode (singleton-detection mode vs. feature search mode) to encourage or
discourage attention capture. On a small subset of trials, participants were
instead asked to perform a probe task. On these trials, letters appeared
briefly at each search location and participants reported all letters they saw.
When singleton detection mode was encouraged, attention capture was
observed on the no-probe trials. On probe trials, participants were more
likely to report the singleton probe letter than distractor or target probes.
When feature search mode was encouraged, capture was not observed on
the no-probe trials. On probe trials, participants were less likely to report
the singleton probe letter than the target or distractor probes. This behav-
ioral evidence corroborates previous ERP-based evidence of top-down
suppression of singleton distractors when participants are in feature
search mode. In addition, the finding that singleton detection mode led
to improved probe processing at the singleton location provides strong
evidence against the hypothesis that attention capture effects in the addi-
tional singleton paradigm reflect “filtering costs” (a generalized slowing of
responses) rather than true capture of attention to the singleton’s location.

Acknowledgement: National Eye Institute (National Institutes of Health)

26.4067 The Influence of Salience on Attentional Capture by
Set-Consistent and Set-Inconsistent Stimuli Charles Folk’ (charles.

folk@villanova.edu), Charles Folk'; 'Department of Psychology, Villanova
University

There is now substantial evidence that the capture of attention by salient,
irrelevant stimuli is modulated by top-down attentional control settings.
For example, when searching for a target defined by a particular color, irrel-
evant, noninformative spatial precues that match the color of the target pro-
duce cuing effects consistent with capture, whereas those that do not match
the target color produce no evidence of capture. This suggests that atten-
tional capture is not simply a function of bottom-up salience. In the pres-
ent experiments, we explore the potential interaction between bottom-up
salience and top-down set. Participants searched for targets of a particular
color preceded by irrelevant, non-informative precues that either matched
or did not match the target color. Critically, the salience of the precues was
also systematically varied by adding apparent motion to the cues on half the
trials. The results revealed that non-matching cues produced no evidence of
attentional capture, regardless of whether their salience was enhanced with
apparent motion. However, when the cues matched the target color, signif-
icant cuing effects were obtained, and the magnitude of those effects was
significantly increased when the cues were rendered more salient by appar-
ent motion. Thus, cross-dimensional bottom-up salience plays a role in
attentional capture, but only for stimuli matching the current top-down set.

26.4068 Recapturing captured attention Fook Chua’ (fkchua@nus.
edu.sg); 'Department of Psychology, National University of Singapore

This work examined the limits of re-capturing attention that had just been
captured. Specifically, the question was whether attentional capture by
some types of stimuli leads to a more robust engagement, thereby hamper-
ing attempts at re-capturing attention. The experiments used the contingent
capture paradigm. Each trial consisted of three frames: a (1) fixation frame
containing nine objects, of which six were “filled”, each enclosing a place-
holder and surrounded by four grey spots. The (2) capture frame appeared
thereafter, with the spots surrounding all the filled objects changing to the
same color (e.g., yellow), except for a single set which changed to a dif-
ferent color (e.g., blue), making the latter a color singleton. The (3) search
frame then appeared: the spots disappeared and the placeholders turned
into letters. All the objects changed to one color (e.g., green), except for one
object which changed to a unique color (e.g. red). The task was to locate this
color singleton and identify the letter that it enclosed. If attention had been
captured by the singleton spots, the search latencies would be shorter if
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the target appeared in the same location as the spots (a valid trial) than if it
appeared elsewhere (an invalid trial). To examine whether attention could
be re-captured, the single-capture condition, described above, was con-
trasted with the double-capture condition, in which a second capture stim-
ulus was presented 150 ms after the first, e.g., one set of the yellow non-sin-
gleton spots turned blue. Attention re-capture was diagnosed by comparing
latencies when the target appeared in the second capture location, or in a
different location. The results showed that attention re-capture occurred
if the second capture stimulus possessed the target’s diagnostic feature.
But, if attention had initially oriented to an object possessing this diag-
nostic feature, re-capturing attention to a different location was unlikely.

Acknowledgement: NUS R-581-000-136-112

26.4069 ERP correlates of contingent attentional capture and

suppression Caroline Barras' (caroline.barras@unige.ch), Dirk Kerzel';
'University of Geneva

We investigated the processing of stimuli associated with behavioral
inhibition. Different target colors told participants to either execute the
response (go trial) or to withhold the response (nogo trial). Four letters
appeared in each of four placeholders but only the target was colored.
On go trials, participants had to indicate the identity of the target letter
by pressing one of two keys. The cue disks appeared 150 ms before target
onset and were displayed around the four placeholder boxes in which the
letters were displayed. One set of cue disks was colored. Cue and target
color were equal on 50% of trials. The cue position did not predict the target
position, but behavioral results showed faster responses with valid cues on
go-trials. The EEG results showed that the cues in the color of the nogo-tar-
get triggered a Pd, whereas the cues in the color of the go-target triggered
an N2pc. The N2pc component was considered a measure of attentional
capture whereas the distractor positivity (Pd) is assumed to reflect atten-
tional suppression. Our findings suggest that processing of the colored
cue was modulated by the response requirements associated with the two
colors. The intention to inhibit a response led to attentional suppression
of the associated color, whereas the intention to respond led to attentional
enhancement, even when the cue required no response. Thus, the atten-
tional enhancement or suppression serves to prepare behavioral decisions.

Acknowledgement: FNS 100014_152684 /1

26.4070 Electrophysiological indices of learned distractor sup-

pression Joshua Cosman' (joshua.d.cosman@vanderbilt.edu), Geoffrey
Woodman'; 'Vanderbilt University Department of Psychology

The extent to which a salient distractor captures attention during visual
search depends on a number of bottom-up and top-down factors. We have
recently demonstrated that in order to effectively overcome attentional
capture individuals must learn to ignore distractor-defining features,
with behavioral capture effects decreasing as exposure to these features
increases. In the current work, we examined the electrophysiological sig-
nature of this distractor-related learning process, examining ERP compo-
nents related to both attentional selection (N2pc) and distractor suppres-
sion (Pd). Participants performed a simple visual search task in which
they searched heterogeneous displays for a shape-defined target while
ignoring a salient color singleton distractor that appeared on half of trials.
Critically, we manipulated participants’ ability to learn distractor-defin-
ing features from block to block. In fixed distractor blocks distractor color
was held constant throughout block, allowing participants the opportu-
nity to learn and suppress the distractor-defining feature. Conversely, in
random distractor blocks distractor color varied unpredictably from trial
to trial, eliminating the ability of participants to learn a specific distrac-
tor-defining feature. In random distractor blocks we observed behavioral
capture effects and an N2pc to the distractor item, suggesting that the dis-
tractor captured attention. In contrast, in fixed color blocks we observed
a decrease in behavioral capture effects and a Pd to the distractor item,
suggesting that participants were able to learn distractor-defining features
and use this information to attenuate the influence of the distractor on per-
formance. In addition, in fixed blocks the Pd emerged after ~15 trials of
exposure to the distractor, suggesting a rapid learning process enabling
distractor suppression. This is consistent with behavioral results showing
that the effectiveness of top-down control over attentional capture relies on
having sufficient exposure to distractor defining features, and underscores
the importance of feature-based learning processes in attentional control.

Acknowledgement: F32EY023922

26.4071 Loosening the Snare: Top-down goals overcome singleton
driven attentional capture Corbin Cunningham' (cunningham@jhu.
edu), Howard Egeth'; 'Johns Hopkins University

Previous work suggests that salient distractors capture attention during
visual search (Theeuwes, 2010). However, additional studies have demon-
strated that this is not always the case. For example, when observers
search for a specific shape feature (e.g. a square), they are able to overcome
attentional capture by a color singleton (Egeth, Leonard, & Leber, 2010).
Alternatively, when observers are not given specific information about
what the target will look like (i.e., search for any singleton shape), they are
captured by the presence of an irrelevant color singleton. Can observers
learn to use top-down attentional goals during singleton search to sup-
press capture by a salient distractor? Our study utilized a between-subjects
design where both groups received two trial types: trials with a salient dis-
tractor singleton (either a red among green objects or a green among red
objects, counterbalanced across participants) and trials without a salient
distractor (either all green or all red). Observers searched for an oddball
letter in a circular array (a B among Fs or a F among Bs) and responded
whether the letter was capitalized or lowercase. The target letter and the
set of distractor letters were each randomly assigned a case (capitalized
or lowercase) on each trial. Critically, for one group we provided cues
prior to trials with a salient distractor (e.g. “Ignore Green”) and cues for
trials without salient singleton distractors (“Neutral”). Results revealed
that observers who received cues learned to overcome singleton-driven
attentional capture. However, the group that did not receive cues demon-
strated typical attentional capture for the duration of the experiment.
Additionally, we found that the group that received cues was faster than
the group that did not receive cues, suggesting that the additional top-
down goal processes did not result in less efficient search. These results
indicate that distractor expectancy can override attentional capture.

Acknowledgement: ONR Grant No. N000141010278 (H.E.E.), a grant from the
Johns Hopkins University Science of Learning Institute (H.E.E), and a NSF Gradu-
ate Research Fellowship DGE-1232825 (C.A.C.).
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26.4072 Modal and amodal shape completion Vicky Froyen' (vickyf@

rutgers.edu), Naoki Kogo?, Manish Singh', Jacob Feldman'; 'Center for
Cognitive Science, Department of Psychology, Rutgers University, New
Brunswick, USA, ?Laboratory of Experimental Psychology, Katholieke
Universiteit Leuven, Leuven, Belgium

Shape completion is essential for representing the visual world under
conditions of partial occlusion. A number of accounts of shape comple-
tion have been proposed, some of which entail differences between modal
(completing in front) and amodal (completing behind) cases. Our aim in
this study was to better understand shape completion in general, to clar-
ify what differences, if any, exist between modal and amodal completion,
and specifically to understand how probabilistic estimation of the visual
interpolated contour might differ in the two cases. Stimuli consisted of a
red circle to which Gaussian noise was added at three levels of standard
deviation. Overlaid on the circle was a dark triangle, and the circle was
set up so that across all conditions the inducers’ location and orientation
was fixed. The circle was shown in either positive disparity (modal con-
dition), or negative disparity (amodal condition) relative to the triangle.
The visually completed shape perceived by the subject was measured by
flashing a dot on top of the inducer, after which the subject had to indi-
cate whether the dot appeared inside or outside the circular shape. A stair-
case procedure was used to find the distribution over possible perceived
completions for each condition. The stimulus setup allowed us to readily
compare different completion models. We found that the distribution over
completions differed across different levels of standard deviation, even
though the geometry of the local inducer was held constant, meaning
that shape completion was influenced by statistical aspects of the global
shape. For most subjects, we replicated the strong tendency for the per-
ceived completing contour to be pulled “inward” towards the center of
the circle. Overall, the results cannot be explained by conventional com-
pletion models, and suggest that modal and amodal completion processes
embody somewhat different probabilistic assumptions about shapes.

26.4073 Spatially-global integration of closed, fragmented con-
tours Tae Kwon' (kwont@purdue.edu), Kunal Agrawal?, Yunfeng Li',

Zygmunt Pizlo'; 'Department of Psychological Sciences, Purdue Univer-
sity, 2Department of Computer Science, Purdue University
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Finding the occluding contours of the objects in real 2D retinal images of
natural 3D scenes is done by determining, which contour fragments are
relevant, and the order in which they should be connected. This task,
until recently, has been considered to be insoluble. Spatially-local oper-
ations, which are used by almost everyone, never guarantee producing
globally-optimal solutions. Spatially-global operations are also impracti-
cal because of combinatorial explosion. We developed a spatially-global
model that finds the closed contour represented in the image by solving
a shortest path problem (SPP) that uses a log-polar representation of the
image; the kind of representation known to exist in area V1 of the primate
cortex. This works because the shortest path in a log-polar representation
favors smooth, convex and closed contours in the retinal image, with the
minimum number of gaps. Furthermore, this approach is practical because
finding a globally-optimal solution to SPP is computationally easy. Our
model was tested in a psychophysical experiment in which the subject was
presented with a fragmented convex or concave polygon target among a
large number of unrelated pieces of contour (distracters). The density of
the pieces of contour was made uniform all over the screen to minimize
spatially-local cues. The orientation of each target contour fragment was
randomly perturbed by varying levels of jitter. Subjects were required to
draw a closed contour on a screen representing the target. The subjects’
performance was nearly perfect when the jitter-level was low. Their per-
formance deteriorated as jitter-levels were increased. The performance
of our SPP model was as good as our subjects’” with the convex poly-
gons. It was not as good with the concave polygons until we revised it
by adding a local interpolation at its front-end. Our revised model can
detect both convex and concave polygons as well as our subjects do.

Acknowledgement: National Eye Institute

26.4074 It is more difficult to judge global properties of shapes
described by vertices than shapes described by curvature extrema.
Letizia Palumbo' (L. palumbo@liverpool.ac.uk), Nicole Ruta? Marco Ber-
tamini'; 'Department of Psychological Sciences, University of Liverpool,
UK., Department of Psychology, Sapienza University of Rome, Italy.
Contours are important to perceive solid shape. Along contours extrema of
curvatures (convexities and concavities) specify surface curvature. Vertices
of polygons are a special case of extrema assuming that when a vertex is
perceived as convex (or concave) its processing is similar to the processing
of a positive maximum (or negative minimum). The famous Attneave’s cat
was described by a set of vertices. There is also a corner enhancement phe-
nomenon: faster responses to probes located near vertices (as opposed to
straight contours). We used polygons and their smoothed versions to com-
pare vertices and extrema in two tasks involving global properties of shape.
In the smoothed versions a cubic spline removed the vertices. In Exper-
iment 1 observers discriminated stimuli with bilateral symmetry from
random stimuli. To test the importance of objectness the contours were
either closed to form a single object, or faced each other to form two sep-
arate objects. In Experiment 2 observers decided whether a pair of stimuli
were identical (translation) or different. In both experiments the presence
of vertices or curvature extrema was task irrelevant. Counterintuitively,
vertices can make the task harder because the visual system is tuned to
processing smooth curvature. Therefore we expected lower performance
on reaction time, accuracy and sensitivity (d prime) for polygons. In both
Experiments when stimuli were regular (bilateral symmetry in Experiment
1, translation in Experiment 2) smooth contours led to better performance.
In our experiments perception of global shape from contours was harder
when the convexities and concavities were vertices as opposed to curvature
extrema. Note that the involvement of global shape properties in our tasks
is critical, as responses to vertices are very fast in a simple detection task.
These findings are discussed in relation to theories of shape representation.

Acknowledgement: Economic and Social Research Council (ESRC, Ref. ES/
K000187/1)

26.4075 Visual acuity differences within the normal range strongly
alter visual perception: A cautionary tale for studies of special
populations Matthew Roche' (rochemw@rutgers.edu), Brian Keane'??,
Sabine Kastner*?, Thomas Papathomas?®, Steven Silverstein'? 'University
Behavioral Health Care, Rutgers, The State University of New Jersey,
*Department of Psychiatry, Rutgers, Robert Wood Johnson Medical
School, *Center for Cognitive Science, Rutgers, The State University of
New Jersey, *Princeton Neuroscience Institute, Princeton University,
*Department of Psychology, Princeton University

The majority of studies that examine visual processing in special pop-
ulations ensure that subjects have normal or corrected-to-normal vision,
without also reporting whether subject groups are matched on visual

acuity (VA) within the normal range. This is problematic because many
factors compromise VA (e.g., aging, schizophrenia) and optimal VA among
healthy younger adults is better than 20/20. Therefore we ask: Do VA dif-
ferences within the normal range alter visual performance? To consider
the question, we measured binocular VA with a logarithmic eye chart,
and compared healthy adults with 20/20 vision (N=13) to those with bet-
ter-than-20/20 vision (SharpPerceivers, N=23) on three behavioral tasks.
In the contour integration (CI) task, subjects located an integrated shape
embedded in varying quantities of randomly-oriented noise elements;
in the collinear facilitation task, subjects detected a low-contrast element
flanked by collinear or orthogonal high-contrast elements; in the discrim-
ination task, subjects discerned the orientation of four briefly-presented,
high-contrast pac-man elements. The SharpPerceivers integrated contours
under noisier conditions (p< .001), benefited more from collinear flankers
(p< .05), had higher contrast sensitivity (p=.002) and discriminated orien-
tation more accurately than the 20/20 group (p=.02). To verify that refrac-
tive error generated these results, 5 additional observers ran the above
tasks, once with 20/20 uncorrected vision (logMAR=-.04) and once with
optical correction (better than 20/20; logMAR=-.14). Even with this small
sample, we found worse CI and lower contrast sensitivity when subjects
were not wearing their corrective lenses (ps< .05). Therefore, previous
studies reporting contour integration, collinear facilitation, contrast sensi-
tivity, or orientation discrimination in aging, development, or mental dis-
orders may need to be re-evaluated if they did not match for VA within the
normal range. Our results also offer a surprisingly powerful explanation
of individual differences and show that residual refractive error strongly
alters visual performance for observers with 20/20 vision or better.

Acknowledgement: F32MH094102

26.4076 The integration of edge and region cues: the effect of a
compressive nonlinearty in search tasks Alexander Coningham'
(alex.coningham@gmail.com), Geoff Stuart?, Ken McAnally?, Mark
Edwards'; 'Research School of Psychology, Australian National Univer-
sity, Australia, Aerospace Division, Defence Science and Technology
Organisation

Contrasting hypotheses for the interaction of edge and region information
in object conspicuity advocate additive or nonlinear strategies. Results from
studies that assess the interactive contributions of edge and region infor-
mation to target conspicuity via search time often report nonlinear feature
combination, whereas the results from paradigms employing subjective
evaluations of conspicuity such as pair-wise comparisons often report linear
summation. We suggest that this discrepancy is due to the compressive
influence of a floor effect in search paradigms, where subjectively discrim-
inable conspicuities in search tasks manifest subadditive feature summation
due to a generalised floor effect. In an investigation of the relative contribu-
tions of edge and texture information to object conspicuity, we employed
both a search task and a subjective conspicuity ranking task to explore this
hypothesis. We developed filtered noise textures that enabled the indepen-
dent manipulation of a target’s edge and region information. Edges were
manipulated via logistic blurring (95% of the blur function occurred over
0.105, 0.315, 0.630 or 2.520 deg), resulting in edge strengths from sharp to
unnoticeable. Region texture content was manipulated both in scale (0%,
15% and 30%), and orientation (0, 8, or 16 degrees), relative to background
texture. Results from both paradigms suggest a critical role for edge infor-
mation, a strong contribution of scale contrast, and a relatively weaker con-
tribution of orientation contrast. Results from the subjective ranking par-
adigm suggest that features are combined via linear summation. Results
from the search paradigm also suggest summation once the compressive
nonlinearity induced by the performance ceiling has been accounted for.

26.4077 Attentional Effects in Contour Integration in Dynamic
Scenes Axel Grzymisch'? (axel@neuro.uni-bremen.de), Cathleen Grim-
sen', Udo Ernst'? 'University of Bremen, ?Institute for Theoretical Physics

Contour integration (CI) is an integral part of visual information process-
ing requiring the combination of aligned edge configurations into coher-
ent percepts. Subjects are efficient at detecting contours, reaching peak
performances for stimulus presentation times of 100-200ms. CI research
usually employs flashed static stimuli, making this an artificial situation
compared to the continuous observation of everyday scenes. We addressed
this discrepancy between commonly employed stimuli in CI and natural
vision by employing novel dynamic stimuli comprising slowly rotating
Gabor elements. Contours formed at predefined times and locations when
10 Gabor aligned. We expect these stimuli to better approximate natural
vision as they require sustained observation and accounting of dynamic
changes to generate a coherent picture of a visual scene in order to detect
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the appearance of a contour. Since CI is believed to be a pop-up effect
we expected similar performances for brief and extended presentations.
However, results show a statistically significant (t(8)=8.83, p< 0.001) drop
in performance of 19.5% for extended presentations of varying lengths,
between 1840ms and 3680ms, when compared to a peak performance of
87% for a presentation time of 230ms. This dramatic decrease in perfor-
mance led us to hypothesize that contour perception in extended presen-
tations is a more demanding task, hence, that it might draw higher bene-
fits from attention than brief presentations. By employing distinct single
cues, and their combinations, we evaluated the capabilities of the visual
system to use and combine independent information about a target. Cues
targeting feature-based attention and location-based attention lead to a
6.7% and a 5.5% improvement in performance, respectively, when com-
pared to a no-cueing condition in extended presentations. Their combi-
nation lead to an apparent additive effect, significantly (t(8)=3.3, p< 0.05)
improving performance by 12.2%, thus restoring most of the decrease in
performance seen between the peak condition and the extended condition.

Acknowledgement: This work has been supported by the BMBF (Bernstein
Award Udo Ernst, grant no. 01GQ1106)

26.4078 The spatial range of peripheral collinear facilitation
Marcello Maniglia'? (marcello.maniglia@gmail.com), Andrea Pavan?, Yves
Trotter'?; "Université de Toulouse, Centre de Recherche Cerveau et Cog-
nition, Toulouse, France, ?Centre Natoinal de la Recherche Scientifique,
Toulouse Cedex, France, *University of Lincoln, School of Psychology,
Brayford Pool, Lincoln LN6 7TS, United Kingdom

In visual perception contextual influences on the detection of a target stim-
ulus have been widely investigated. A striking number of studies have
shown that detection thresholds for a central Gabor patch (target) can
be modulated by the presence of co-oriented and collinear high contrast
Gabor stimuli (flankers) with the same phase and spatial frequency. This
phenomenon is thought to be mediated by lateral interactions between neu-
rons’ receptive fields, and depending on the distance between the central
target and flankers modulation can be facilitatory or suppressive. More
specifically, collinear facilitation can be observed for target-to-flankers dis-
tances beyond two times the wavelength (\) of the Gabor’s carrier, while
for shorter distances (< 2\) there is a suppressive effect. Collinear facili-
tation vanishes for target-to-flankers distances larger than 12\. Recently,
a series of studies showed the existence of such effects with stimuli pre-
sented at 4° of eccentricity, but only for larger target-to-flankers distances
than in the fovea (>7A). The aim of this study is to assess whether periph-
eral collinear facilitation extends beyond the limits of foveal presentation,
shifting the peak of collinear facilitation towards higher target-to-flankers
distances. We measured contrast detection thresholds for different spatial
frequencies (1-6 cpd) and target-to-flankers distances (6-16\), with config-
uration presented at 4° of eccentricity. Results showed that the range of
collinear facilitation extends beyond 14\ for the higher spatial frequen-
cies tested (4 and 6 cpd), while for the lowest spatial frequency (1cpd)
it returns to baseline already at 10\. One of the reasons for this reduced
range of facilitation might be that for low spatial frequencies time integra-
tion window is a constrain for facilitation when flankers are too far away.
Moreover, we found that the peak of collinear facilitation shifts towards
larger target-to-flankers distances as the spatial frequency increases, a
phenomenon never reported for peripheral or for foveal presentation.

Acknowledgement: Fouassier Foundation (France) and the CerCo, Toulouse
(France).

26.4079 Figure Ground and Perception: Gelb and Granit Revisited

Rolf Nelson' (rnelson@wheatonma.edu), NIcholas Hebda'; 'Psychology
Department, Wheaton College (MA)

The relation between figure ground organization and attention is a com-
plicated one. Some findings (Nelson & Palmer, 2008; Wong & Weisstein,
1982) have indicated an advantage for the figural region. However, in a
much earlier work, Gelb & Granit (1923) presented evidence that tar-
gets in the ground region were more perceptually distinguishable than
targets in the figure region, a claim that would seem to be contrary. In
the present research, we re-examine Gelb & Granit's work, and claim
that these effects are due to a lower-level effect, that of masking due to
proximity to surrounding contours. In a series of experiments using
stimuli constructed from the original studies, using a 2AFC detec-
tion procedure, we find that targets are more detectible in the ground
region only when the figure is surrounded by fully articulated contours.

26.4080 The Lemon-lllusion: Seeing curvature where there is
none Lars Strother' (lars@unr.edu), Kyle Killebrew', Gideon Caplovitz';
'Department of Psychology, University of Nevada Reno

Curvature is a highly informative visual cue for object recognition. We
present a novel illusion—the Lemon Illusion—in which subtle illusory
concavities are perceived in the absence of actual curvature. We offer
several perceptual demonstrations that show when the illusion does or
does not occur. Based on some of our observations, and the large body
of research on the role of curvature in the visual perception of object
shape, we conclude that the Lemon Illusion likely arises due to the rec-
onciliation of contour curvature interpolation and explicit zero-curva-
ture contour. The observations are consistent with two non-mutually
exclusive neural mechanisms within visual cortex that could account
for the Lemon Illusion. The first involves curvature-continuation mech-
anisms such as those thought to subserve contour integration as early
as V1 and V2. The second involves global shape processing within V4.

Acknowledgement: 1P20GM103650 1R15EY022775

26.4081 Is the Ebbinghaus illusion a size contrast illusion Dejan

Todorovic' (dtodorov@f.bg.ac.rs), Ljubica Jovanovic'; 'Laboratory of
Experimental Psychology, Department of Psychology, University of
Belgrade, Serbia

In recent decades the Ebbinghaus illusion was used mainly to study
issues such as the relation of action and perception or the neural basis of
size perception. However, there is still no consensus on the basic ques-
tion why it occurs at all. An intuitively appealing approach, based on the
description of the effect (identical targets look smaller/larger when sur-
rounded by larger/smaller figures) is that the essential cause of the illu-
sion is size contrast. However, several studies, mostly in the nineteen
seventies and eighties, have indicated a variety of other factors, such as
number and distance of surrounding figures and the vicinity of their con-
tours to targets. In three experiments we tested whether the presence, per
se, of groups of similar surrounding figures contrasting in size with the
targets was a relevant factor in this illusion. Experiment 1 was a control/
baseline study in which the standard effect was replicated. For better
control of contour positions and extents, instead of conventional circular
shapes square-shaped targets and surrounding figures were used, in an
arrangement similar as in the conventional display. Experiment 2 used a
modified, geometrically related display in which the surrounds of the two
target squares were constituted by single homogeneous frame-like figures,
which encompassed the surround squares in Experiment 1 and shared
half of their contours. Despite the absence of conventional size contrast
there was an illusion of very similar strength and structure as in Exper-
iment 1. Experiment 3 used a display in which the target squares were
surrounded by many larger/smaller squares, but in a somewhat different
arrangement than in the conventional display, including overlap of targets
and a minority of surrounding figures. Despite the presence of size con-
trast the illusion was absent or reversed. These results suggest that size
contrast is neither sufficient nor necessary for the Ebbinghaus illusion.

Acknowledgement: This research was supported in part by the Serbian Ministry
of Science and Education, grant ON179033.

26.4082 Global pair-wise statistics of edge luminance polarities
reflect object boundaries in natural images Bart Machilsen' (bart.

machilsen@ppw .kuleuven.be), Maarten Demeyer’, Naoki Kogo'; 'Labora-
tory of Experimental Psychology, University of Leuven, Belgium

The perceptual organization of natural scenes requires a global evalua-
tion of spatially separated retinal image features. In the encoding of bor-
der-ownership, for instance, information from remote image locations
co-determines the belongingness of a boundary to one of the two abutting
surfaces. In natural viewing conditions a stable perceptual organization is
established in a split-second, despite the low quality and the inherent ambi-
guity of the retinal input. This quick inference seems only possible through
the use of prior knowledge on the structure of both the world and the visual
input resulting from that world. Over the past few decades, natural systems
analysis has successfully identified local-scale structure in natural images,
and has related this structure to locally defined principles of perceptual
organization (e.g., good continuation, co-linearity). In the current study, we
extract more global scene statistics related to contours, shapes and objects,
and examine their role in global-scale organizational processes. First, we
record the contrast-polarity of luminance-defined oriented edges in natu-
ral images. We then analyze the consistency of contrast-polarity within a
pair of spatially separated edges. We find that this consistency statistically
depends on the geometrical relationship between the edges. Specifically,
the resulting pattern reveals a co-circular organization of edges in natural
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images. To investigate the source of the observed co-circularity, we apply the
same analysis on a subset of edges that do or do not coincide with human-
traced object boundaries. We show that co-circularity is mainly preserved
when the analysis is constrained on edges that fall on object boundaries,
while it is largely reduced for edges that do not coincide with object bound-
aries. We conclude that large-scale statistical regularities in the input can be
exploited by the visual system in global processes of perceptual organiza-
tion in general, and in the computation of border-ownership in particular.

Perceptual Organization: Segmentation
Saturday, May 16, 2:45 - 6:45 pm
Poster Session, Pavilion

26.4083 Gains and Losses: Is Figure Ground Perception Influenced
by Motivation or Learned Value? Michelle Burrola' (michelleb@email.
arizona.edu), Danielle Mathieson?, Jane Raymond*, Mary Peterson'?;
'Psychology Department, College of Science, The University of Arizona,
“Neuroscience and Cognitive Science Program, College of Science, The
University of Arizona, *Cognitive Science Program, College of Science,
The University of Arizona, “School of Psychology, University of Birming-
ham, UK

Can learned value influence figure-ground perception? Participants
learned to associate probabilistic gains and losses with novel shapes.
Shapes were presented in fixed pairs: two win pairs, two loss pairs, and
two control pairs. Within win and loss pairs, one shape had a p(80%)
value (win: +10¢; loss: -10¢) the other had a p(20%) value. The comple-
ment of the p(80%)-shape in one win(loss) pair was the p(20%)-shape in
the other win(loss) pair. Subjects learned to maximize their earnings by
choosing the p(80%)-win shape and the p(20%)-loss shape. Next, partici-
pants reported on perceived figure-ground organization of bipartite dis-
plays in which an 80% win(loss) shape competed for figural status with
a 20% shape in the same win(loss) condition. If learned value influences
figure assignment, the relatively high-value shape should be seen as the
figure (80% win shape, 20% loss shape). Instead, participants were more
likely to perceive the low-value shape as figure, evident across eight rep-
etitions of figure-ground displays in the win condition (57%, p< .04), but
only four repetitions in the loss condition (58%, p< .02). Thus, the expected
effect of value was not observed: When a low-value shape competed for
figural status with a high-value shape, the low-value shape won. This is the
shape participants were motivated to avoid [p(-10¢)=80% in loss pairs and
p(+10¢)=20% in win pairs]. The high-value shape that participants were
motivated to choose during learning (because it maximized earnings) lost
the competition for figure assignment. Our results are the first to show that
motivation, particularly motivation to avoid, influences figure assignment.
Why does motivation to avoid rather than motivation to choose influence
figure assignment? The decision-making literature shows that losses loom
greater than gains; our results are consistent with that human tendency
provided that we consider a low p(gain) a loss relative to a high p(gain).

Acknowledgement: Neuroscience and Cognitive Science Summer Research
Program

26.4084 Detecting structure in visual sequences Matthias Hofer'?
(matthiashofer@live.de), Laurence Maloney?®*, Jozsef Fiser'; 'Department
of Cognitive Science, Central European University, ?Faculty of Philosophy
and Education, University of Vienna, *Department of Psychology, New
York University, “Center for Neural Science, New York University

We investigated how well people discriminate between different statistical
structuresin letter sequences. Specifically, we asked to what extent do people
rely on feature-based aspects vs. lower-level statistics of the input when it
was generated by simple or by more hierarchical processes. Using two sym-
bols, we generated twelve-element sequences according to one of three dif-
ferent generative processes: a biased coin toss, a two-state Markov process,
and a hierarchical Markov process, in which the states of the higher order
model determine the parameters of the lower order model. Subjects per-
formed sequence discrimination in a 2-AFC task. In each test trial they had
to decide whether two sequences originated from the same process or from
different ones. We analyzed stimulus properties of the three sets of strings
and trained a machine learning algorithm to discriminate between the stim-
ulus classes based either on the identity of the elements in the strings or by
a feature vector derived for each string, which used 13 of the most common
features split evenly between summary statistics (mean, variance, etc.) and
feature-based descriptors (repetitions, alternations). The learning algorithm
and subjects were trained and tested on the same sequences to identify the
most significant features used by the machine and humans, and to compare

the two rankings. There was a significant agreement between the ranks of
features for machine and humans. Both used a mixture of feature-based
and statistical descriptors. The two most important features for humans
were ratio between relative frequencies of symbols and existence of repeat-
ing triples. Repetitions of length three or higher were consistently ranked
higher than alternations of the same length. We found that, without further
help, humans did not take into account the complexity of the generative
processes. Acknowledgements: Marie-Curie CIG 618918, NIH EY019889

Acknowledgement: Marie-Curie CIG 618918, NIH EY019889

26.4085 Background subtraction as a mechanism for efficient

motion segregation Woon Ju Park'? (wjpark@bcs.rochester.edu), Duje
Tadin'??; 'Center for Visual Science, University of Rochester, ?Department
of Brain and Cognitive Sciences, University of Rochester, *Department of
Opthalmology, University of Rochester

Segregation of objects from backgrounds is essential to everyday visual
tasks. Computational and neurophysiological evidence suggests that
segregation can be achieved by suppressing background motion sig-
nals. Behavioral evidence for this hypothesis, however, is lacking. Here,
we hypothesized that spatial suppression (i.e., perceptual insensitivity to
large, background motion; Tadin et al., 2003) enables rapid segregation
of moving objects by suppressing motion signals belonging to the back-
ground, thereby effectively implementing background subtraction. Thus,
efficient motion segregation should only occur for stimulus conditions
linked with strong spatial suppression (e.g., high contrast stimuli and fast
motion speeds). METHODS: We measured participants” ability to segre-
gate a small moving object (0.75° radius) presented on a large background
(12° radius) that was either moving or stationary. Participants reported
the target object location in a 4-AFC task. Duration thresholds were mea-
sured for both low and high contrast stimuli (3% and 99%) across different
speed levels (1-16°/sec). RESULTS: At high contrast, participants were sub-
stantially better at object segregation when the background was moving
than when it was stationary. For fast speeds (=8°/sec), this advantage per-
sisted even after we corrected for differences in relative motion between
the two conditions. For slower speeds (<4°/sec), the results were equiva-
lent for moving and stationary backgrounds when corrected for relative
motion differences. These results indicate that the presence of a moving
background can strongly facilitate motion segregation —especially for fast,
high-contrast stimuli. At low contrast, on the contrary, the benefits of the
moving background largely disappeared. When the data were corrected
for relative motion differences, stationary backgrounds elicited signifi-
cantly better performance. CONCLUSIONS: These findings reveal highly
efficient background subtraction under stimulus conditions that support
strong spatial suppression. Evidently, perceptual insensitivity to large,
background-like moving stimuli effectively implements background sub-
traction, which, in turn, enhances the relative visibility of moving objects.

Acknowledgement: This work is supported by R0O1 EY019295 to D.T.

26.4086 Bridging the gap between standard Accretion/Deletion

and Rotating Columns O. Tanrikulu', Vicky Froyen', Jacob Feldman',
Manish Singh'; 'Department of Psychology, Rutgers University

Standard accounts of accretion/deletion treat it as a reliable, self-sufficient
cue to depth ordering: the accreting/deleting surface is interpreted as
behind the adjoining surface. However accretion/deletion can also result
from self-occlusion of a rotating 3D object. When accretion/ deletion occurs
on both sides of each contour in a multi-region display, one set of regions
(odd or even) tends to be perceived as 3D rotating columns, despite the
constant-speed motion (Froyen et al., 2013, JOV). Moreover, making one
set of regions more “convex” makes them more likely to be perceived as
rotating in front (Tanrikulu et al., 2014, VSS). Our rotating columns dis-
plays differ from standard accretion/deletion displays along a number of
variables. Here, we systematically manipulated these variables to identify
the factors that are most relevant to interpreting an accreting/ deleting sur-
face as a nearer surface that owns the common border. We manipulated the
shape of the border (straight, curved with unbiased f/ g geometry, or biased
via “convexity”), the number of regions (two, four or eight), and whether
accretion/ deletion was present only in one set of regions, or in all regions
(with opposite motion in alternating regions). In Exp. 1, the width of each
region was kept fixed, and in Exp. 2, the width of the overall display was
kept fixed. Observers indicated which set of regions they perceived to be in
front. In both experiments, accreting/ deleting regions were most likely to
be seen in front when geometric figural cues were present, and when tex-
tural motion was introduced in all regions. The number of regions had a rel-
atively small effect (although this effect was larger in Exp. 2). The findings
indicate that the geometry of the occluding contour is a critical factor in the
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interpretation of accretion/deletion. Computational models of accretion/
deletion must therefore include contour geometry as a key component.

26.4087 The Leuven Embedded Figures Test (L-EFT): Re-embedding
the EFT into vision sciences Ruth Van der Hallen"? (ruth.vanderhal-
len@ppw .kuleuven.be), Rebecca Chamberlain’, Lee de-Wit', Johan Wage-
mans'"? 'Laboratory of Experimental Psychology, KU Leuven, Belgium,
“Leuven Autism Research (LAuRes), KU Leuven, Belgium

Based on Gestalt psychological work on perceptual organization
(Gottschaldt, 1926, 1929), Witkin (1950) developed the Embedded Figures
Test (EFT) where he asked participants to find a target stimulus (e.g., a trian-
gle) within a complex figure which was designed to camouflage the target.
Since then, several different EFT versions have been developed. As a result
of these modifications, the perceptual demands of the EFT have been sub-
sumed by aspects of intelligence, executive function and personality. In its
pure form the EFT is a valuable measures of perceptual bias, as more “local”
processors are less distracted by the global pattern or complex figure. There-
fore, we have set out to re-investigate the perceptual factors that predict
effective embedding and develop a new EFT which systematically manip-
ulates those perceptual factors. In a first experiment (N=250) we evaluated
the impact of several perceptual factors, such as line continuity, complexity,
closure, 3D depth cues and different part-whole relationships, on the degree
of perceptual embedding. Although most perceptual factors were relevant,
line continuity and complexity of the embedding context proved most
important. Based on the outcome of this experiment, a large set of EFT stim-
uli was assembled, in which perceptual embedding was carefully manipu-
lated. In addition to this classic EFT version, versions were designed with
3D depth cues and meaningful versus meaningless embedding contexts,
which are especially interesting with regard to (clinical) subgroups known
to present atypical EFT performance (e.g., autism spectrum disorder, art-
ists, etc.). In a second experiment (N=150) test-retest reliability and sensitiv-
ity to individual differences were evaluated. With this novel Leuven-EFT
(L-EFT), which offers a more sensitive and controlled measure of percep-
tual bias, we have re-embedded Witkin’s paradigm in modern vision sci-
ence and designed an EFT that is better able to differentiate between genu-
ine perceptual, as opposed to executive, contributions to EFT performance.

Acknowledgement: This research was funded by a Methusalem grant awarded
to Johan Wagemans by the Flemish Government (METH/08/02).

26.4088 Human Perception of Statistical Significance and Effect

Size Bhavin Sheth'? (brsheth@uh.edu), Jasmine Patel*?; 'Department of
Electrical & Computer Engg, University of Houston, *Center for NeuroEn-
gineering and Cognitive Science, University of Houston, *Department of
Biomedical Engg, University of Houston

Statistics are ubiquitous in the information age. While they are fundamen-
tal to scientific discovery, understanding the layperson’s intuitive grasp
of statistics is necessary if scientific advances and policies are to garner
popular support. We asked two questions: First, how tightly matched are
our perceptions of statistical significance and statistics? Second, are per-
ceptual judgments of discriminability driven by statistical significance or
by effect size? To address the first question, we displayed scatter plots of
differently colored points chosen from two gaussian distributions had dif-
ferent mean/variance; observers judged if the two patterns of dots were
similar or different. Perceptual judgments were compared to the results of
statistical tests. Observers perceived the two arrangements of dots as “dif-
ferent” when there was no true difference at all (Type I: false positives),
but were more conservative than statistics when the level of true discrim-
inability increased (Type II: misses). When distributions overlap in space,
we seem to be, by and large, immune to statistical significance. To address
the second question, we displayed two plots in which we varied the level
of statistical significance and effect size in opposite directions. Each plot
contained red and blue points chosen from two Gaussian distributions of
different mean and variance and observers had to judge, in a binary choice
task, which of the two plots had red and blue points that appeared more
different. The plots were designed so that one had the larger effect size
(effect size is defined as the difference in means over the pooled standard
deviation: Cohen’s d), and the other the higher level of statistical signif-
icance. Over a range of effect sizes and p-values, observes chose the plot
with the larger effect size as being more different. Our results suggest that
effect size, rather than statistical significance, drives perceptual judgments.

26.4089 Is prior experience necessary for 5.5 month-old infants
to use the statistical regularity of an unchanging object on an
changing background for segmentation? Elizabeth Salvagio'? (bsal-

vag@email.arizona.edu), Rebecca Gomez'?, Mary Peterson'?; 'Psychology
Department, College of Science, University of Arizona, *Cognitive Science
Program, College of Science, University of Arizona

How do infants segregate objects from patterned backgrounds? We showed
that 5.5-month-old infants can segregate a novel object from a patterned
background when the background changes during habituation but not
when it remains constant (Salvagio, et al. VSS 2014). There, we measured
infants” relative looking time (LT) at two novel objects on an unpatterned
background during a single pre-test trial. Then, infants habituated to one
of the novel objects, accompanied by a verbal phrase, on either a chang-
ing or constant background. At post-test, infants viewed the pre-test dis-
play while hearing the habituation phrase. If infants segmented the object
during habituation, their post-test LTs at the habituation object should
be longer than at the other object. Infants in the changing background
group showed evidence of segmentation (LT at habituation object pre-
and post-test = 0.44 & 0.55), p < 0.05; infants in the constant background
group did not (LT pre- and post-test = 0.55 & 0.50), p > 0.46. This year we
asked whether a changing background was sufficient for segmentation or
whether experience with the pre-test display established a memory for a
segmented object that operated when infants viewed the habituation dis-
plays. Perhaps, in the changing background group stronger weights were
assigned to this interpretation with each presentation, whereas, weights for
individual unified representations remained lower. In the constant back-
ground group a single unified representation garnered stronger weights
over time. Here, we tested the changing background condition without pre-
test. No evidence of segmentation was observed (post-test LT = 0.51), p >
0.46. These results may support the memory interpretation. Alternatively,
the novelty of the test displays may have caused exploration behavior that
overpowered preference for the habituation object at post-test. This second
interpretation raises an important methodological concern for many infant
studies. An experiment to distinguish these possibilities is underway.

26.4090 The effects of motion cues on figure-ground perception
across the lifespan Jordan Lass' (jwlass@gmail.com), Patrick Bennett',
Mary Peterson?, Allison Sekuler'; 'Department of Psychology, Neurosci-
ence & Behaviour, McMaster University, Department of Psychology and
Cognitive Science Program, University of Arizona

Figure-ground (FG) perception involves segmenting adjacent regions shar-
ing a border into figure and background. Border convexity is one static cue
that influences FG perception in a context-dependent manner: The prob-
ability of perceiving the figure on the convex side of a border increases
with the number of alternating convex and homogeneously filled con-
cave regions (Peterson & Salvagio, ] Vision, 2008). This Convexity Con-
text Effect (CCE) is reduced in older adults compared to younger adults
(Lass, et. al., VSS, 2013). The reduced CCE in older observers may result
from decreased competition resolution in FG patterns, making it more
likely that the stimuli are interpreted as flat patterns. If so, then adding
cues that indicate depth in the stimulus may enhance the CCE in seniors.
We examined this hypothesis by testing younger (M=22.1 years) and older
(M=65.9 years) observers in a FG task using 100 ms static displays consist-
ing of 2 or 8 alternating lighter and darker regions of random dot textures,
and dynamic displays in which the textures in adjacent regions moved in
opposite directions. Froyen, Feldman, and Singh (J Vision, 2013) found that
such motion evokes a strong percept of depth in younger observers. The FG
task was to indicate the colour of the region that appeared to be in the fore-
ground. Contrary to the hypothesis, the CCE exhibited by older observers
was not larger for moving stimuli compared to static stimuli. This result is
consistent with the idea that healthy aging alters the way that configural
cues influence FG organization, even when additional cues signal depth
in the displays. Currently, we are examining the possibility that seniors
require longer presentation times to accurately perceive the motion (Ben-
nett, Sekuler & Sekuler, Vis Res, 1997). We are also investigating the rela-
tionship between individual differences in perceived depth and CCEs.

Acknowledgement: Canada Research Chairs Program and CIHR.

26.4091 Contour integration in chronic schizophrenia and first-ep-
isode psychosis Brian Keane'?? (brian keane@gmail.com), Sabine
Kastner**, Danielle Paterno’, Steven Silverstein'?; 'University Behavioral
Health Care, Rutgers, The State University of New Jersey, 2Department
of Psychiatry, Rutgers, Robert Wood Johnson Medical School, *Center for
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Cognitive Science, Rutgers, The State University of New Jersey, ‘Depart-
ment of Psychology, Princeton University, *Princeton Neuroscience
Institute, Princeton University

Background. Contour integration (CI) is a visual process that combines spa-
tially aligned edge elements into unified boundaries or shapes. We have
shown that CI is compromised in chronic schizophrenia, especially for
higher spatial frequency displays, but it remains unclear when this dys-
function arises in the illness. Methods. To consider the issue, we behav-
iorally compared chronic schizophrenia patients (SZs; N=25), healthy
controls (N=24), and first episode psychosis patients (FEs; N=19) on a CI
task. Groups were well-matched on a number of variables including visual
acuity and gender. On each trial, subjects identified the screen quadrant
thought to contain an integrated target shape, and task difficulty depended
on the number of randomly oriented noise elements that were co-presented
with the target. Spatial frequency was modulated by scaling the entire
screen display (4 or 12 cycles/deg). To consider possible group differences
in attention or motivation, certain “catch” trials were presented in which
the target was shown by itself without any noise. Results. For catch trials,
the FE group did not differ from the controls or schizophrenia group, and
all subject groups performed above 95% accuracy. Replicating our earlier
study, controls integrated contours under noisier conditions than SZs and
this effect was strongest at 12 cycles/deg (ps<.002). The FE group integrated
marginally better than the chronic SZ group (p=.06), and significantly worse
than the control group (p=.02). The FE group differences did not depend on
spatial frequency, although there was a trend for SZs to become worse rela-
tive to FEs at 12 cycles/deg (p=.07). Conclusions. Contour integration dys-
function arises by the first episode of psychosis and may worsen as schizo-
phrenia unfolds over time, especially for high spatial frequency displays.
Schizophrenia gradually alters the mechanisms underlying fine-grained
perceptual organization, perhaps via changes in V1/V2 connectivity.

Acknowledgement: F32MH094102

Scene Perception: Categorization and

memory
Saturday, May 16, 2:45 - 6:45 pm
Poster Session, Pavilion

26.4092 Independent processing of statistical regularities in dif-
ferent hierarchical levels Jihyang Jun' (jihy jun@gmail.com), Sang Chul
Chong'? 'Graduate Program in Cognitive Science, Yonsei University,
“Department of Psychology, Yonsei University

Visual statistical learning (VSL) refers to an ability to extract statistical
regularities that exist in our environment. When we perceive a natural
scene, a number of statistical regularities appear simultaneously in differ-
ent hierarchical levels. The current study investigated how such regulari-
ties could be acquired. Specifically, we examined the learning of temporal
regularities that simultaneously occurred in the local and global levels.
Participants passively viewed a stream of hierarchical scenes, in which
two different shapes were structured into the local and global levels as
in Navon letters. In this stream, the temporal regularities existed among
three shapes (i.e., triplet) that always appeared in the same order in each
of the levels. Following familiarization, participants performed 2AFC of
familiarity judgments between old triplets in the same orders and new
triplets in changed orders. In Experiment 1, triplets were presented in one
level so that participants could only rely on the temporal regularities in
the single level. We found that temporal VSL occurred similarly in each
of the two levels. In Experiment 2, participants could rely on the temporal
regularities either in the single levels (local or global), or in both levels,
since we maintained the hierarchical structure in the test unlike in Exper-
iment 1. The extent of learning was higher in the latter condition than in
the former condition, suggesting that participants additively used temporal
regularities in each level. Importantly, the summed probability of correct
judgments in the local level and that in the global level was higher than
the correct percentage in both of the levels. This analysis suggests that
temporal VSL in each of the two levels occurred independently. Taken
together, our results suggest that human observers can extract the statisti-
cal regularities that simultaneously appear in different hierarchical levels,
and that the regularities in the two levels are processed independently.
Acknowledgement: This work was supported by the National Research
Foundation (NRF) of Korea grant funded by the Korean government (MEST, No.
2011-0025005).

26.4093 Tell me how you look and I will tell you what you are looking

at Antoine Coutrot' (a.coutrot@ucl.ac.uk), Nathalie Guyader? 'CoMPLEX,
University College London, UK, *Gipsa-lab, CNRS & Grenoble-Alpes
University, France

The great ability of the human visual system to classify natural scenes has
long been known. For instance, some objects (faces, animals) can be spot-
ted in less time than the duration of a single fixation. Many studies also
show that exploration strategies depend on many different high and low
level features. However, the link between natural scene classification and
eye movement parameters has rarely been explored. In this study, we built
a base of 45 videos split into three visual categories: Landscapes (forest,
meadow, seashore, etc.), Moving Objects (cars, plane, chain reactions, etc.),
and Faces (one to four persons having a conversation). These categories
were chosen because of the wide variety of regions of interest they con-
tain. We tracked the eyes of 72 participants watching these videos using an
Eyelink 1000 (SR Research). Firstly, univariate analyses show that visual
categories substantially influence visual exploration, modify eye move-
ment parameters (fixation duration, saccade amplitude, saccade direction),
and impact on fixation locations (mean distance to centre, mean disper-
sion between the eye positions). Secondly, multivariate analyses were
performed via Linear Discriminant Analysis (LDA) on the latter variables.
The resulting vectors were used as a linear classifier. On the eye move-
ments recorded with our stimuli, the accuracy of such a classifier reaches
86.7%. The contributions of this study are twofold. First, we quantified the
deep influence that visual category of a natural scene has on eye move-
ment parameters. As a consequence of these influences, some eye-tracking
results obtained using stimuli belonging to a given visual category may
not be generalised to other categories. Second, we showed that simple
eye movement parameters are good predictors of the explored visual
category. This has numerous applications in computer vision, including
saliency-based compression algorithms adapted to the content of the scene.

26.4094 Gaze patterns are predictive of scene category across
line drawings and photographs Claudia Damiano’ (claudia.damiano@
mail.utoronto.ca), Jay Schmidt?, Dirk Walther'; 'Department of Psychol-
ogy, University of Toronto, Department of Psychology, The Ohio State
University

Recent research from our lab has shown that gaze patterns of subjects view-
ing color photographs are predictive of scene category. Here we ask if this
result extends to grayscale photographs and line drawings. 77 participants
viewed grayscale photographs and line drawings of real-world scenes. In a
leave-one-subject-out cross validation analysis, viewed scene category was
predicted from gaze patterns by computing the best match between the
gaze path of the left-out subject in a given trial and a set of fixation den-
sity maps (FDMs) that were derived from all other subjects. Gaze patterns
are predictive of scene category for photographs (accuracy=33.6%, signifi-
cantly above chance level of 16.7% with p=3.110-52) and line drawings
(accuracy=30.9%, p=4.510-43). Predicting category of line drawings from
FDMs of photographs was accurate for 28.5% (p=6.6 10-39) of the trials, and
predicting photographs from FDMs of line drawings for 29.9% (p=5.010-
50). However, prediction accuracy across image types was significantly
lower than accuracy within image type (p=4.5 10-11). This pattern of results
suggests that gaze patterns between line drawings and photographs are
compatible to a limited extent. We investigated the temporal aspect of
gaze patterns by restricting the analysis to time bins with a width of 300
ms. In all four cases, prediction accuracy increased for the first few hun-
dred milliseconds, peaked at 600ms after stimulus onset, and then slowly
decreased. What are the image properties that drive gaze behavior that is
so distinctive of scene category? We have recently shown that localized
features, such as contour junctions, are important for scene categorization.
Using the line drawings, we are currently investigating whether subjects
look at those important features and use them to guide their gaze patterns.

26.4095 Can the gist of a natural scene be extracted in crowding?
Mingliang Gong' (gongmliang@gmail.com), Lynn Olzak'; 'Department of
Psychology, Miami University

Visual crowding is a deterioration of object recognition in periphery
vision due to the presence of neighbored objects. Instead of being fully
suppressed, recent studies have shown that crowded high-level informa-
tion such as words meaning, number and facial expression gets through
to conscious level in crowding (Fischer, Whitney, 2011; Huckauf, Knops,
Nuerk, Willmes, 2008; Kouider, Berthet, Faivre, 2011; Peng, Zhang, Chen,
Zhang, 2013; Yeh, He, Cavanagh, 2012). While it is well documented that
the gist of a natural scene can be extracted rapidly (e.g., Greene & Oliva,
2009) and even without focal attention (Li, VanRullen, Koch, Perona, 2002),
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no study so far, to our knowledge, has investigated whether gist can be
extracted in crowding. To test this, a scene categorization task was con-
ducted. The target scene, either surrounded by four other scenes (0, 2 or
4 shared category with the target) or presented alone, appeared at three
eccentricities (9°, 11°, 13°) to the left or right of the fixation for 100ms. Par-
ticipants categorized whether or not the target scene belonged to a basic-
level category (building, highway, forest, mountain) specified at the begin-
ning of each block. Preliminary data showed that both hit rate and false
alarm became higher as the number of category-share flankers increased,
indicating a confusion of target and flankers. More importantly, crowding
significantly impaired scene categorization, but even so, accuracies at all
three eccentricities were higher than .71, which was significantly higher
than chance level (.50). Furthermore, reaction times were not affected by
the presence of nearby scenes. Taken together, the study indicates that
scene gist can largely get through crowding even though its extraction is
significantly impaired. Further study will examine the effects at superordi-
nate-level (e.g., naturalness, indoor/outdoor) and with scrambled flankers.

26.4096 Is Boundary Extension effected by the position and
orientation of people in scenes? Carmela Gottesman' (cvgottesman@
sc.edu), William Dodson'; 'University of South Carolina, Salkehatchie

Memory for scenes shows systematic consistent distortions, Boundary
Extension, attributed to the creation and use of spatial layout represen-
tations in perceptual processing of scenes. Prior studies used scenes with
mainly inanimate objects. However, many scenes we interact with in
everyday life include people and social undercurrents. This study exam-
ined boundary memory for scenes focused on people, and the effects of
their location, orientation and gaze direction. Experiment 1 demonstrated
Boundary Extension for portrait pictures, head and torso pictures against
natural backgrounds. Experiment 2 tested the effects of the location and
orientation of the person in the picture and their gaze (looking toward
the viewer or to the side). Participants viewed 24 pictures of people, in
16 pictures people were located close to a picture boundary, in eight of
those they were oriented slightly away from that boundary, and in the
other eight they oriented towards that close boundary. In the remaining
pictures people were located in the middle. In each of these conditions
half the people where looking at the camera and half were looking in
the direction their body was oriented. A three-choice test followed. One
choice had uniform extended boundaries. In another choice, extension was
bigger in the direction the person was oriented towards; in the last choice
extension was bigger in the opposite direction. Participants” choices indi-
cate that boundaries closer to the person in the pictures were expanded
more than boundaries farther from the person. Unexpectedly, gaze didn’t
affect the degree of directional extension. However, extension was stron-
ger in the direction that the person’s body was oriented towards. This
effect was strong both when the person was located closer to that bound-
ary and also when the person was in the middle of the picture, indicat-
ing preferential treatment to the area the person is directed towards.

26.4097 Selective increase in recurrent processing during object
detection in complex natural scenes Iris Groen'? (iris.groen@nih.

gov), Sara Jahfari?, Victor Lamme', H Steven Scholte'; ' Amsterdam Center
for Brain and Cognition, University of Amsterdam, The Netherlands,
*Cognitive Psychology Department, Vrije Universiteit, Amsterdam, The
Netherlands, *Laboratory for Brain and Cognition, National Institutes of
Health, Bethesda, USA

Object recognition in natural scenes occurs extremely rapidly, suggesting
that it requires only feed-forward processing (Serre et al., 2007). However,
recurrent processing is involved in many operations that are relevant for
object recognition, such as perceptual grouping and figure-ground segmen-
tation (Lamme, 1995; Roelfsema et al., 2000), and disruption of feedback
impairs object recognition performance (Koivisto et al., 2011). Interestingly,
the effects of feedback disruption are strongest when the object is ‘less
easily segregated’ from the background (as assessed by post-hoc ratings;
Koivisto et al., 2013). This suggests that the degree of feedback may depend
on overall scene complexity. Here, we tested this hypothesis by manipulat-
ing scene complexity based on two global image statistics: contrast energy
(CE) and spatial coherence (SC). These statistics respectively summarize
local edge intensity and higher-order correlations between edges. Together,
they are predictive of the degree of inherent figure-ground segregation in a
scene. In particular, low CE/SC scenes are sparse, containing single objects
against simple backgrounds, whereas high CE/SC scenes are cluttered or
textured. Subjects performed an animal vs. non-animal categorization task
in the fMRI scanner for scenes with low, medium or high CE/SC values.
Slowed reaction times and increased error rates indicated that categoriza-

tion was especially difficult for high CE/SC scenes (high clutter). Accord-
ingly, in early visual cortex (V1), only high clutter animal scenes gave rise to
increased fMRI activity relative to non-animal scenes. Separate ERP record-
ings showed that the increased V1 activity was not driven by feed-forward
differences, but instead reflected feedback activity from ~200 ms onwards.
These results suggest that during object recognition in natural scenes,
recurrent activity depends on scene complexity determined from an initial,
global representation described by CE and SC. For sparse scenes with clear
figure-ground segregation, this feed-forward representation may be suffi-
cient, whereas for cluttered scenes, object recognition involves feedback.

26.4098 Distinguishing the roles of color and other surface prop-
erties in rapid natural scene categorization: Evidence from ERPs
Qiufang Fu' (fuqf@psych.ac.cn), Xiaoyan Zhou', Zoltan Dienes?, Yongjin
Liw?, Xiaolan Fu'; 'State Key Laboratory of Brain and Cognitive Science,
Institute of Psychology, Chinese Academy of Sciences, China, *Sackler
Centre for Consciousness Science and School of Psychology, University of
Sussex, United Kingdom, *Tsinghua National Laboratory for Information
Science and Technology, Department of Computer Science and Technol-
ogy, Tsinghua University, China

The present study aims to determine the roles of color and other surface
properties (e.g., texture, brightness) in rapid natural scene categorization. Six
natural scene categories were adopted as stimuli. Each stimulus was in three
versions: color photographs, grayscales, and line-drawings, with a resolu-
tion of 320 * 240 pixels. The line-drawings were produced by trained artists
through tracing contours in the color photographs (see Walther et al., 2011).
Each image was flashed for 13 ms, and then followed by 80 ms of masks and
500 ms of a blank. The stimulus onset asynchrony (SOA) between the image
and the mask was 13, 27, 40 or 200 ms at random. On each trial, participants
were asked to make a choice among the six categories by pressing a corre-
sponding key, during which EEGs were recorded. Each block included 84
trials. There were 12 blocks, for a total of 1008 trials. The behavioral results
showed that accuracy was lower for grayscales than for line-drawings or
color photographs in each SOA, meanwhile accuracies were higher for
line-drawings than for color photographs in short SOAs of 13, 26, 40 ms.
For correct trials, the ERP results revealed that there were no significant dif-
ferences for amplitudes of posterior P1, N1, and P2 between grayscales and
color photographs, but amplitudes of anterior P2, N2, and P3b were larger
for color photographs than for grayscales. That is, color does not increase
the difficulty of feature analysis, but contributes to decision making later.
In addition, although amplitudes of posterior P1, N1, and anterior P2 were
greater for grayscales than for line-drawings, conversely, amplitudes of
posterior P2 and anterior N2 and P3b were larger for line-drawings than for
grayscales. That is, although other surface properties increase the difficulty
of feature analysis, they impair decision making for correct classification.

Acknowledgement: This research was supported by the National Basic Research
Program of China (2011CB302201) and the National Natural Science Founda-
tion of China (31270024).

26.4099 Evidence for iconic memory of natural scenes before

change blindness Jason Clarke’ (clarj081@newschool.edu), Arien Mack’;
'New School for Social Research

This study examined whether iconic memories for natural scenes, simi-
lar to those used in Rensink et al.’s (1997) change blindness experiments,
exist. A change detection procedure was used which included 120 scenes.
Changes consisted of a deletion to the scene. Scenes were shown to each
subject in one of four ways: change with cue (30 trials), change without cue
(30 trials), no change with cue (30 trials), and no change without cue (30).
There were two main conditions, each with twelve observers who were
shown every scene (500 msec), followed by an inter-stimulus interval (1500
msec), and the same scene with or without a change (500 msec). In condi-
tion 1, on half of the trials, a red arrow (cue) appeared 0 msec after offset
of the first scene, pointing to the location of a possible change. In condi-
tion 2, the cue appeared 300 msec after offset of the first scene. Observers
reported change and the identity of the pre-change item. In both condi-
tions, change detection and identification benefitted from the cue. In the
first, the mean frequency of change detection with a cue (35%) was more
than twice that without the cue (14%), and the mean frequency of change
identification with a cue (29%) was almost three times that without a cue
(10%). In the second, the mean change detection with a cue was 34% and
17% without it. Change identification with a cue (24%) was double that
without it (11%). These results indicate that more information is available
from a brief presentation of a natural scene than change blindness sug-
gests, and that this information is available at least 300 msec after scene
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offset. Clearly the information in the iconic memory of scenes is suffi-
ciently processed to afford some identification of the pre-change objects.

26.4100 Is a scene’s ‘gist’ processed automatically in the absence
of attention? The role of color, local-global factors and task rele-
vance in unattended scene categorization. Nurit Gronau' (nuritgro@
openu.ac.il), Rotem Amar'?, Anna Izoutcheev'? Tsafnat Nave '3, Inbal
Ravravi'; 'Department of Psychology, The Open University of Israel,
“Department of Psychology, Tel-Aviv University, *Department of Cogni-
tion Studies, Ben-Gurion University of the Negev

During a brief glance people mainly grasp the main category, or the “gist”
of a scene. Is categorical scene information registered in the absence of
attention? Previous studies investigating this question have typically
involved explicit scene detection, or an explicit report of a scene’s gist. A
possible limitation of such explicit methods is that scenes are prioritized
by task demands (e.g., in dual tasks), and/or the assessment of scene
processing is prone to working memory capacity limitations (e.g., in the
inattentional blindness paradigm). To avoid these potential limitations,
we examined scene categorization under conditions in which unattended
processing was assessed implicitly (i.e., indirectly). Participants searched
for a superordinate scene category (e.g., “nature”) among briefly pre-
sented pairs of colored scenes positioned below and above fixation. Within
pairs containing scenes from non-searched categories (e.g., “urban”,
“indoor”), items either belonged to same or to different categories. When
both scenes were attended, RT for same-category pairs was significantly
shorter than for different-category pairs, indicating that scene category
was registered. Critically, when participants were cued to respond to one
of two scenes in a pair, while its counterpart scene served as an irrelevant
distractor positioned outside the main focus of attention, the categorical
effect was eliminated. These findings suggest that the unattended scene
category was not automatically categorized. An irrelevant (unattended)
scene affected behavior only if it served as a to-be-detected target, or
if it appeared as a background for a central scene. Similar findings were
obtained with achromatic scene images. Collectively, our findings sug-
gest that when focusing on a task-relevant scene flanked by an irrelevant
(distractor) scene, the latter’s gist is not necessarily registered. However, if
one focuses on a central stimulus embedded within a background scene,
categorical information concerning the surrounding environment may be
extracted rapidly and automatically, even with little attention capacity.

Acknowledgement: This research was funded by the Israel Science Foundation
(ISF)

26.4101 Does segmentation influence rapid scene categorization?
Jonas Kubilius'? (jonas.kubilius@ppw.kuleuven.be), Lee de-Wit?, Hans Op
de Beeck', Johan Wagemans?, Caitlin Mullin?’ 'Laboratory of Biological
Psychology, KU Leuven, 2Laboratory of Experimental Psychology, KU
Leuven

Converging evidence from behavioral, neural, and computational inves-
tigations has led to the theory that rapid scene categorization can be per-
formed based on the extraction of simple features (e.g. oriented edges,
colors, etc.) and does not necessarily require an organization of these fea-
tures into coherent parts, objects, or surfaces. This is consistent with find-
ings that many perceptual grouping tasks and image segmentation in gen-
eral are computationally expensive processes requiring multiple iterations
of feedback. Therefore, these grouping and segmentation processes must
take place after scene category information has already been computed (a
process assumed to be rapid and feedforward). In a series of three experi-
ments, we questioned whether segmentation processes indeed did not play
arole in the rapid scene categorization. In particular, if categorization were
only based on feature extraction, with relations between features or objects
playing only a minor role, segmentation cues should not influence categori-
zation accuracy. If, however, categorization was also based on the relations
between these features, misleading segmentation cues should impede cat-
egorization performance. In each trial, we presented participants with two
scenes divided into four parts, using segmentation cues displayed for 300 ms
prior to image onset. These cues established either a congruent (supporting
the correct image segmentation into two scenes) or incongruent (pushing
observers to incorrectly group scene segments) figure-ground segmentation
on the display. We found that participants were less accurate in scene cate-
gorization when incongruent segmentation cues were presented, indicating
that segmentation plays a role in rapid categorization decisions. Moreover,
the effect remained robust even when the cues were presented concurrently

with the images, suggesting that whilst scene categorization might be
rapid, it also interacts with equally fast mechanisms of scene segmentation.

Acknowledgement: Research Foundation—Flanders (FWO) fellowship: J.K.,
L.H.D., C.R.M. Methusalem Grant (METH/08/02): J.W.

26.4102 A rapid whole-brain neural portrait of scene category
inference Pavan Ramkumar' (pavan.ramkumar@northwestern.edu),

Bruce Hansen?, Sebastian Pannasch?, Lester Loschky*; 'Sensorimotor Per-
formance Program, Rehabilitation Institute of Chicago and Departments
of Physical Medicine & Rehabilitation and Neurobiology, Northwestern
University, Chicago IL, USA, ?Department of Psychology and Neurosci-
ence Program, Colgate University, Hamilton NY, USA, *Department of
Psychology, Technische Universitit Dresden, Dresden, Germany, “Depart-
ment of Psychological Sciences, Kansas State University, Manhattan, KS,
USA

Perceiving the world around us is a process of active inference from incom-
ing visual information. One opportunity to study brain processes underly-
ing perceptual inference is when perception deviates from reality. Here, we
focus on errors in rapid scene categorization. How do humans accurately
categorize natural scenes after extremely brief presentations (< 20 ms)? To
elucidate the role of brain areas involved in visual encoding and perceptual
inference, we measured cortical activity using whole-scalp magnetoenceph-
alography (MEG). Scenes were flashed for 33 ms and subjects responded
with one of six scene categories. We localized single-trial sensor-level
data to the cortical surface reconstructed from individual MRIs. Next, we
computed categorization confusion matrices (CMs) using support vector
machines based on (1) cortical activity, (2) spatial envelope image features,
and (3) behavioral responses. We then used these CMs to examine the func-
tions of different cortical areas. Behavioral categorization confusions can
result from either visual representation errors or perceptual inference errors.
Thus, if confusions in neural decoders (neural CMs) are driven by errors in
image feature-based decoders (image-feature CMs), then any associated
cortical activity is attributable to the visual representations. Conversely, if
confusions in the perceived category (behavioral CMs) can explain errors
in neural CMs, then any associated cortical activation could be attributed to
errors in perceptual inference. Using multiple linear regression at each cor-
tical vertex and each millisecond time bin to explain neural CMs as a func-
tion of image-feature CMs and behavioral CMs, we found that neural CMs
within early visual cortices were explained primarily by image-feature CMs
from 90-110 ms, whereas neural CMs within regions such as PRC, PHC,
RSC, and OFC were explained primarily by behavioral CMs during 120-200
ms. Our results suggest that medial temporal areas and OFC actively infer
visual percepts rather than passively representing categorical information.

26.4103 Using object color diagnosticity to influence access to
semantic information in a boundary extension paradigm Ralph

Hale' (rusty7@uga.edu), Benjamin McDunn', James Brown'; 'Psychology,
Franklin College, University of Georgia

Individuals consistently remember seeing a more wide-angle version of a
previously viewed scene than actually existed. The multi-source model of
boundary extension (BE) (Intraub, 2010) suggests many sources of informa-
tion contribute to this visual memory error (e.g., amodal perception at the
view boundaries, semantic information about the scene). The color diagnos-
ticity of an object’s color is known to affect object recognition with poorer
recognition for atypically vs. typically colored objects. If atypically colored
objects lead to poorer recognition (i.e., reduced availability of semantic
information) then, according to the multi-source model, a less precise ini-
tial encoding should lead to greater BE. Scenes classified as having high
or low color diagnostic objects were used as stimuli. Low color diagnos-
tic stimuli (i.e., color non-diagnostic) and two versions of high color diag-
nostic scenes were tested. Typical and atypical versions of the high color
diagnostic scenes were made by changing the central object’s color only.
Scenes were presented for either 46 or 250 ms followed by a mask, and then
immediately presented again for test. Observers first identified the central
object, then gave a BE rating. As expected, recognition was significantly
poorer for atypically colored vs. typically colored and color non-diagnostic
scenes at the 46 ms duration, while there were no differences at 250 ms.
BE occurred for all conditions. Most importantly, the BE was greatest at
46 ms for scenes with atypically colored objects. This finding suggests the
reduced availability of semantic information for this condition lead to a
less precise memory representation leading to increased boundary exten-
sion. At 250 ms where recognition was similar, semantic information would
have been equally available leading to consistent BE ratings across the three
types of colored scenes. These findings provide further insight into the role
of object recognition and semantic information on boundary extension.
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26.4104 The tree in the bathroom: The role of inconsistent informa-
tion in understanding the gist of a scene Preeti Sareen'” (psareen@
partners.org), Jeremy Wolfe'?; "Harvard Medical School, Brigham &
Women’s Hospital

Real-world scenes can be quickly categorized (bedroom, forest, etc.). This
“gist” is based on global information, integrated across the entire scene.
However, scenes can have components consistent with two or more gists;
for example, a bedroom with a forest view outside a large window. We
call such scenes “chimeric.” What would be the gist of such a chimeric
scene: “bedroom”, “forest”, both, or neither? In Experiment 1, 15 observers
indicated whether or not a pre-cued scene category appeared in a rapid
serial visual presentation (RSVP) stream. 50 Hz RSVP streams contained
5 Simoncelli masks with the scene in the second position. Six scene cat-
egories, three indoor (bedroom, bathroom, office) and three outdoors
(forest, beach, desert), were shown in three types of trials (regular, stan-
dard-chimeric, non-standard-chimeric). Regular images contained infor-
mation consistent with a single category. Chimeric images contained infor-
mation from two categories. Standard-chimeras were scenes that might
normally occur (e.g., kitchen with a beach view). Non-standard-chimeras
were unusual but still real scenes (e.g., a bed placed in a forest). Typical-
ity of chimeras was based on ratings from 50 observers on Mechanical
Turk. Cued category and trial type varied randomly, intermingled with
filler trials. d” for chimeras was barely above chance (0.19), significantly
worse than for regular scenes (d’=0.93). Standard and non-standard chi-
meras did not differ. In Experiment 2, 15 observers made 4AFCs follow-
ing RSVP presentation of chimeric scenes (e.g., pick Bedroom, Forest,
Both, or Neither). Correct responses (29%) were barely, but significantly
above the 25% chance level for pooled data. Chi-square tests were sig-
nificant for only three of 16 individuals, taken separately. While humans
have an impressive ability to extract the gist of a scene in a fraction of a
second, that ability may be fragile, failing dramatically in chimeric scenes.

Acknowledgement: DFG SA 2483/1-1, ONR N000141010278

26.4105 The Role of Gist Processing in Boundary Extension Aisha

Siddiqui' (aps23@uga.edu), James Brown? 'Department of Psychology
Midwestern State University, Department of Psychology University of
Georgia

Boundary extension is a ubiquitous phenomenon in which participants
remember seeing more of an image than was previously shown. According
to the Multisource Model of Scene Perception, viewers create a representa-
tion of their environment within a single fixation that integrates presented
scene information with their expectations of what should exist there. The
purpose of the following experiments was to determine the extent to which
boundary extension relies on gist processing, and particularly, whether
access to certain scene gist properties could be used to explain previous
findings in the boundary extension literature. The gist of the scene is read-
ily available at short timespans and was hypothesized to facilitate the exis-
tence of boundary extension by contributing schematic information about
the scene into the representation. By shortening the encoding duration,
access to the gist was gradually reduced to threshold levels. Experiment 1
was used to determine whether boundary extension could be elicited with
natural complex scenes. The results from Experiment 1 showed that bound-
ary extension could be elicited from complex natural, landscape scenes;
however, it heavily depended on the participants’ perceived depth rating
and their perceived navigability of the scene. Experiment 2 manipulated
access to the mean depth gist property and showed that boundary exten-
sion decreased as access to the gist was reduced, whereas Experiment 3
manipulated access to the navigability gist property and found that bound-
ary extension increased as access to the gist was reduced. Experiment 2
provides evidence that the gist property depth is essential to the existence
of boundary extension, making available schematic information to our
scene representation which leads to increases in the source monitoring
error. Experiment 3 shows evidence that navigability also provides sche-
matic information to our scene representation however due to the adaptive
function of the property it serves to provide veridical memory for the scene.

26.4106 Do high-level perceptual schemata influence the encoding

of novel everyday scenes? Thomas Sanocki' (Sanocki@usf.edu), Steve
Schultz'; 'U. of South Florida

How do observers encode information from a rich, novel scene? A clas-
sical idea is that high-level schemata aid in the encoding and retention
of schema-consistent information. In the present experiment, we primed
a high-level schema, and measured the richness of perception with a full
report technique. Observers saw 5 prime pictures of everyday scenes that
emphasized either structure (interesting buildings) or people doing activ-

ities (sports and games). Observers typed in either brief descriptions or
complete perceived details. Then, on critical trials 6 and 7, we presented
pictures that contained both structures (but not buildings) and active
people (but not sports or games), for 150 ms. The complete-detailed full
reports were scored by raters blind to the priming conditions. The results
indicate that full reports were rich and accurate (M = 39.9 informative struc-
ture or people words per report). Most important, the prime experiences
resulted in a change in the reports; there were 15.0% more structure words
for structure-primed observers than for people-primed observers. Since the
prime-pictures had different objects or events than the critical pictures, the
effects can be attributed to high-level schemata, rather than specific object
or event priming. The building pictures primed the perception of artistic
non-building structures, whereas the sports and games pictures primed
the perception of walking and playing people. The results serve to illus-
trate both the efficiency and the intelligence of rapid scene perception.

26.4107 Temporal Yoking in Target Detection Mary Potter' (mpotter@
mit.edu), Carl Hagmann? Quan Wan'; 'Brain and Cognitive Sciences,
MIT, ?Psychology Department, Syracuse University

Temporal yoking has been shown to enhance performance in dual audi-
tory-visual tasks (Jiang & Swallow, 2014). Here we investigate the relative
timing of a picture target in an RSVP sequence and the spoken name of the
target. Prior studies (Potter, Wyble, Hagmann, & McCourt, 2014) showed
that presenting a written target name 900 ms before the visual sequence
led to more accurate detection than when the name appeared 200 ms
after the sequence. By using a spoken target name in the present study,
we avoided visual interference between the name and the visual sequence,
enabling us to investigate temporal yoking in greater detail. The target,
which appeared on 50% of the trials, was one of a stream of 6 pictures
presented for 53 ms per picture; all pictures were new to the participants.
The spoken name of the target began at four possible times, relative to the
onset of the 320 ms picture sequence: 1000 or 500 ms before the sequence,
at the beginning, or 500 ms after the beginning of the sequence (180 ms
after the sequence ended). Strikingly, performance remained well above
chance in each temporal condition, although it dropped significantly the
later the onset of the spoken target. While advance conceptual informa-
tion can enhance picture selection, matching can still occur when the target
information is simultaneous with or immediately follows the sequence.

26.4108 The effect of scene category distinctiveness on memory
performance Jiri Lukavsky' (lukavsky@praha.psu.cas.cz), Filip Dech-
terenko'? 'Institute of Psychology, Academy of Sciences of the Czech
Republic, *Faculty of Mathematics and Physics, Charles University in
Prague

Previous studies showed a remarkable capacity to memorize large number
of scenes (Konkle et al., 2010). Same study showed exemplar effect (higher
number of exemplars per category led to decreased performance). Can
images of similar gist from different categories also impair the performance?
Alternatively, people are trained to deal with these similarities: when they
encounter a scene coming from the class of scenes of similar gist and mixed
categories, they are more sensitive when encoding it. We used a set of 2048
grayscale scenes (64 categories). We evaluated the pairwise scene similarity
using gist metric (Oliva & Torralba, 2001). For each image we inspected the
most proximate 32 images and calculated its category distinctiveness as the
proportion of the images of the same category. The distinctiveness was later
averaged over categories. To each participant (N=29) we presented 320
unique scenes (5 per category) and additional 2x40 scenes for repeat detec-
tion. In the second part, the participants were making old/new judgments
with 256 images (128 new, 128 old, 2+2 per category). We pooled the catego-
ries into four groups based on the distinctiveness and evaluated its effect on
memory performance. We found no effect of category distinctiveness on d’.
In two subsequent experiments, we found no effect in a more difficult ver-
sion (12 scenes per category) or in a color version. Our experiments suggest
there is no benefit in memorizing visually distinct categories (with lower
gist similarity to other scene categories). The images with similar global
characteristics (gist) from different categories did not serve as additional
exemplars and their presence did not decrease the memory performance.

Acknowledgement: Funded by Czech Science Foundation (GA13-28709S)

26.4109 Vision for action: saccadic and manual responses to clear
threat and ambiguous negative scenes Kestas Kveraga'? (kestas@
nmr.mgh.harvard.edu), Jasmine Boshyan?, Noreen Ward', Nouchine Had-
jikhani'?, Reginald Adams Jr.%; "Martinos Center for Biomedical Imaging,
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Radiology, Massachusetts General Hospital, Radiology, Harvard Medical
School, *Psychology, Brandeis University, ‘Psychology,The Pennsylvania
State University

Eye movements are critical for identifying and acting in response to visual
threat stimuli. Saccades are produced by a highly streamlined system
that is immune to response uncertainty, with simple stimulus-response
associations, while manual responses are strongly affected by response
uncertainty (Kveraga, Boucher and Hughes, 2002; Kveraga & Hughes,
2005). The aim of this study was to examine how saccadic and manual
responses would be affected by more complex stimulus-response uncer-
tainty, in which subjects had to select between negative (clear or ambig-
uous threat) and neutral scene images. We presented images of scenes
depicting clear threat or ambiguous negative situations along with neutral
scene images. The two images were presented bilaterally on the left and
right side of the screen while we recorded subjects’” (N=57) saccades and
manual responses. The task was to detect the scene image which depicted
harm and respond to that side with the corresponding hand as quickly and
accurately as possible. The paired scene stimuli were matched in general
context, but differed in affective tone. Subjects were faster to make a sac-
cade to clear threat images than to ambiguous threat images, but only when
the clear threat scenes appeared in the left visual field (LVF): responses
to clear threat were not significantly faster than responses to ambiguous
negative stimuli overall. Conversely, the manual responses were faster to
all negative stimuli presented in LVF, consistent with previous reports,
and were faster bilaterally for clear threat vs. ambiguous negative scenes.
Lastly, saccadic responses were much faster (by ~600 ms) than manual
responses, but the saccadic response times (RT) did not predict the RT of
the matching manual responses. We conclude that saccadic and manual
responses to clear and ambiguous threat scenes follow different response
patterns, with no overall LVF or clear threat RT advantage for saccades.

Acknowledgement: NIMH ROTMH01194, NIMH KOTMH084011
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31.11, 8:15 am Tactile-Evoked V1 responses in Argus Il Retinal
Prosthesis Patients assessed with fMRI: A Case Study Samantha
Cunningham' (samicunn@gmail.com), Bosco Tjan*?, Pinglei Bao?, Paulo
Falabella“, James Weiland'; 'Department of Biomedical Engineering,
University of Southern California, 2Neuroscience Graduate Program, Uni-
versity of Southern California, *Department of Psychology, University of
Southern California, *“USC Eye Institute, University of Southern California

Neuroimaging studies demonstrate that vision loss in late-blind patients
causes the primary visual cortex (V1) to respond to other sensory modal-
ities. In a case-study, we characterized the effect of partial vision resto-
ration with an electronic retinal prosthesis on cross-modal responses in V1.
Following successful implantation with the Argus II epiretinal prosthetic
system, two late-blind retinitis pigmentosa (RP) patients completed a series
of MRI scans to determine: 1) the feasibility of acquiring images in the pres-
ence of the implant and 2) subjects” BOLD response to three tactile tasks.
Argus II subjects’ V1 tactile-evoked responses were acquired following
counter-balanced periods of device use and no device use, and were further
compared to the responses of 9 late-blind RP subjects and 9 sighted control
subjects who previously completed the same tasks. Artifacts from the Argus
II were limited to the orbit in which the device was implanted. No image
distortion was evident in visual cortices for either structural or functional
scans. For each subject and tactile task, the extent of the V1 tactile-evoked
response increased following a period of not using their device. When com-
pared to the 18 late-blind RP and sighted subjects, one Argus II subject who
had been implanted for the shortest period of time (6 weeks) exhibited V1
tactile-evoked BOLD responses similar to RP subjects with only minimal
light perception. The Argus II subject who had been implanted the longest
(15 weeks) had a response extent similar to sighted control subjects and
response strength similar to RP subjects with partial vision loss. Results
from these two Argus II subjects indicate that long-term use of a retinal
prosthesis may result in a reduction of tactile-evoked responses in V1.
Our study also demonstrates that successful acquisition of structural and
functional MR images is feasible in the presence of the electronic implant.

Acknowledgement: NSF CBET-1353018 (JDW), NIH RO1 EY017707 (BST)

31.12, 8:30 am Representational changes in retinotopic cortex
during the development of depth cue combination in childhood.
Tessa Dekker' (tes.m.dekker@gmail.com), Hirhoshi Ban?, Martin Sereno?,
Andrew Welchman*, Bauke Van der Velde', Marko Nardini'?; 'Depart-
ment of Visual Neuroscience, Institute of Ophthalmology, University
College London, *Center for Information and Neural Networks (CiNet),
NICT, Japan, *School of Psychology, University College London, “Depart-
ment of Psychology, University of Cambridge, *Department of Psychol-
ogy, Durham University

Human adults can improve their perceptual precision by averaging multi-
ple sensory estimates (e.g., vision and touch, or depth via multiple visual
cues). Strikingly, it is not until ~age 10 years that children combine multiple
cues to reduce sensory uncertainty. Why perceptual benefits from sensory
fusion emerge so late in childhood is currently unclear. It is possible that
the neural computations by which single cues are fused develop slowly
in childhood. For example due an extended process of learning how cues
relate to each other (Gori et al., 2008, Curr Biol). An alternative possibility is
that the required neural computations are in place, but that children are still
learning how to use the resulting output adaptively to improve perception.
To understand the development of sensory fusion at the level of neural rep-
resentation, we combined psychophysics, retinotopic mapping, and pattern
classification fMRI in a developmental study with children, using methods
that were first validated with adults (Ban et al., 2012, Nat. Neurosci). In a
sample of 100 children aged 6-13 years we measured perceptual depth dis-
crimination thresholds and established that adult-like fusion of motion-par-
allax and disparity cues develops between the 10th and 11th year. In a
subset of 27 children aged 8-13 years, we then investigated the changes
in neural representations that occurred while adult-like cue integration

emerged perceptually. There was clear evidence of depth cue integration in
visual area V3B in older children (>10.5 years), a region that also combines
visual depth cues in the mature brain. In contrast, we found no evidence for
sensory fusion in the visual cortex of younger children, who also did not
display perceptual cue combination in the behavioral psychophysics task
(<10.5 years). This suggests that the neural processes giving rise to fused
depth representations in V3B are still developing at these younger ages.

Acknowledgement: This work was funded by the ESRC, grant code RES-061-25-
0523

31.13, 8:45 am Neuroanatomical correlates of cross-modal transfer
performance in object categorization: from vision to touch Haemy
Lee' (hello-stranger@nate.com), Christian Wallraven'; 'Cognitive Systems
Lab, Brain and Cognitive Engineering, Korea University

Previous behavioral and neuroimaging studies have shown that object
shape knowledge acquired in vision or touch can be transferred to the
other modality. Studies on cross-modal processing so far, however, have
exclusively focused on averaged population data. Here, we investigate
individual variability in cross-modal transfer, as well as neuroanatom-
ical correlates of transfer performance based on voxel-based morphome-
try (VBM). 38 participants underwent a cross-modal categorization task
and an anatomical scan. The categorization task started with a training
phase, in which participants had to categorize eight novel, parametrical-
ly-defined 3D objects into two categories. Participants were trained with
feedback until they were correct twice for all objects (randomly presented
in blocks). Visual training was followed by a haptic testing phase for ten
blocks. From this testing data, we calculated haptic accuracy and - since
objects were parametrically-defined - haptic sensitivity from fitted psycho-
metric functions. The results show that participants on average transferred
visual knowledge to haptics. Importantly, however, we observed a consid-
erable amount of individual variance in performance measures. Next, we
looked for anatomical correlates of this individual variability using VBM.
We therefore conducted multiple regressions between haptic performance
and regional concentrations of grey-matter using age, gender, and total
brain size as nuisance covariates. Regressions were done at the whole-brain
level and for selected ROIs known to be involved in multisensory object
shape processing. Results showed positive correlations between grey-mat-
ter volume and haptic sensitivity for left early somatosensory cortex (BA3)
and right inferior-temporal gyrus (a well-known area for visuo-haptic
shape processing). In addition, left middle-temporal gyrus (known for
multisensory integration and higher-level memory processing) positively
correlated with haptic accuracy. Our results underscore the importance
of investigating individual differences in multisensory shape process-
ing, suggesting for the first time anatomical correlates of such perfor-
mance differences that may also be useful for future clinical applications.

Acknowledgement: This research was supported by the Basic Science Research
Program through the National Research Foundation of Korea (NRF) funded by
the Ministry of Science, ICT & Future Planning (NRF-2013R1A1A1011768) and
the Brain Korea 21plus program through the National Research Foundation of
Korea (NRF) funded by the Ministry of Education.

31.14, 9:00 am Vision during tool use is both necessary and suf-
ficient for recalibration of tactile perception of body size Luke

Miller' (lumiller@ucsd.edu), Matthew Longo?, Ayse Saygin'? 'Department
of Cognitive Science, University of California, San Diego, 2Neuroscience
Program, University of California, San Diego, *Department of Psychology,
Birkbeck, University of London

The brain combines information across sensory modalities to construct
finely calibrated multisensory models of the body. The parameters of these
models are largely dependent upon online sensory feedback, particularly
visual. For example, visually magnifying a body part recalibrates somato-
sensory perception on it. Tool use has also been shown to recalibrate tactile
perception on the tool-using limb. Here, we show that vision during tool
use is both necessary and sufficient for recalibrating tactile perception. In a
series of experiments, we assessed tactile distance judgments on the hand
and arm before and after tool use. Responses were fit with psychometric
functions using a maximum likelihood estimation technique; a difference
between the pre- and post-PSE indexed tool-induced perceptual recalibra-
tion. Following the use of a hand-shaped tool, we found significant recali-
bration in tactile processing on the hand (Experiment 1). No recalibration
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was found when subjects were blindfolded during tool use, demonstrat-
ing a necessary role for visual feedback (Experiment 2). We next investi-
gated whether vision is sufficient for recalibration. We used a mirror visual
illusion to decouple visual and somatosensory feedback during tool use.
Participants viewed a reflection of their right arm while keeping their left
arm stationary behind a mirror. After participants used the tool with their
right arm, we found significant perceptual recalibration on the left fore-
arm, even though this limb remained completely stationary (Experiment
3). This effect was abolished when subjects performed the reaching task
with their right arm only (Experiment 4), held the tool stationary (Exper-
iment 5), or used the tool without the mirror box (Experiment 6). Taken
together, these studies demonstrate that vision during tool use is both nec-
essary and sufficient for recalibrating multisensory models of body size.
The importance of overt tool movement in the illusion further suggests an
important role for visual biological motion mechanisms in embodiment.

Acknowledgement: NSF (CAREER BCS1151805), KIBM Innovative Research
Grant

31.15, 9:15 am Multisensory Integration is based on Information,
not Efficacy Benjamin Rowland' (browland@wakehealth.edu), Thomas
Perrault', John Vaughan', Barry Stein'; 'Wake Forest School of Medicine

Multisensory neurons integrate concordant visual-auditory cues in order to
enhance the detection and reaction to such cross-modal events. As shown
in studies of superior colliculus (SC) neurons, the magnitude of multisen-
sory enhancement obeys a principle of inverse effectiveness: proportion-
ately larger products are achieved when the effectiveness of the component
cues is reduced; whether that reduction is caused by changes in their phys-
ical properties or the complexity of the scene in which they appear. The
question posed here was whether these products were truly sensitive to the
effectiveness of the cues or, as we hypothesize, to the underlying reliability
of the sensory estimates. These two features generally co-vary in labora-
tory circumstances. In the present study they were dissociated in the alert
cat by repeated presentations of visual, auditory, or visual-auditory cues.
Temporal redundancy, like spatial complexity, reduces stimulus efficacy
(often described as “habituation”) but, unlike spatial complexity, does not
decrease the reliability of the sensory estimates. The results revealed that
the unisensory and multisensory responses of SC neurons are reduced in
equal proportion so that, contrary to the stated principle of inverse effec-
tiveness, the products of multisensory integration are maintained despite
changes in response efficacy. Thus, while the principle of inverse effective-
ness remains a good “rule of thumb” because efficacy generally scales with
informational content, it is the latter rather than the former that is crucial for
the adaptive scaling of multisensory integration. In this way familiar and
non-salient cross-modal events can be appropriately discounted in favor
of novel and salient events of any modality or modality combination. Sup-
ported by NIH grant (EY016716) and the Tab Williams Family Foundation.

Acknowledgement: NIH grant (EY016716), Tab Williams Family Foundation

31.16, 9:30 am Correlation detection as a general mechanism for
multisensory integration Cesare Parise’ (cesare.parise@uni-bielefeld.
de), Marc Ernst'; "University of Bielefeld

To better interact with their surrounding, all animals are equipped with
multiple sensory systems to redundantly perceive their body and the world
around them. Over the last decade, a number of studies have demonstrated
that, by selectively combining related information across the continuous
stream of sensory inputs, the nervous system is able to integrate multi-
sensory cues in a statistically optimal fashion. However, the fundamental
question of how the brain selects which signals to combine, that is, how
it solves the correspondence problem, is still waiting for a proper expla-
nation. Here we propose and validate a biologically plausible, multi-pur-
pose model for multisensory correlation detection. Such a model can solve
the correspondence problem, perform optimal cue integration, and detect
both correlations and lags across multiple sensory signals. The model could
tightly replicate human performance in a variety of both novel and previ-
ously published psychophysical tasks. The present results provide for the
first time a unique general explanation for a number of key aspects of multi-
sensory perception, such as optimal cue integration, breakdown of integra-
tion, and the detection of correlation, lag, and synchrony across the senses.

Acknowledgement: C.V.P. and M.O.E. were supported by the 7th Framework
Programme European Project

Eye Movements: Cognition
Sunday, May 17, 8:15 - 9:45 am

Talk Session, Talk Room 2

Moderator: Alexander Schitz

31.21, 8:15am A model of saccade programming during scene
viewing based on population averaging in the superior colliculus

Hossein Adeli' (hossein.adelijelodar@stonybrook.edu), Frangoise Vitu?,
Gregory Zelinsky'?; 'Department of Psychology, Stony Brook University,
’Laboratoire de Psychologie Cognitive, CNRS, Aix-Marseille Université,
*Department of Computer Science, Stony Brook University

Models of eye movements during scene viewing attempt to explain distri-
butions of fixations and do not typically address the neural basis of saccade
programming. Models of saccade programming are tied more closely to
neural mechanisms, but have not been applied to scenes due to limitations
on the inputs that they can accept— typically just dots. This work bridges
the gap between these literatures by adding an image-based “front end” to
a model of saccade programming in the superior colliculus (SC). An image
of a scene is first blurred to reflect acuity limitations existing at the current
fixation, and a saliency map is computed from this fixation-blurred image.
This saliency map (in pixel coordinates) is projected onto the collicular sur-
face (in mm coordinates), where the activity of each SC neuron is mod-
eled as a Gaussian-weighted sum of its inputs. A local population average
is then computed from this activity relative to each SC neuron, with the
most active of these local populations determining the next saccade landing
position following inverse projection back to visual space. Scanpaths are
generated by injecting inhibition on the saliency map at each new fixation
location and allowing the above process to repeat. We tested the model
on a 30-image subset of the MIT saliency dataset (1000 scenes, 15 partic-
ipants performing a free-viewing task), selected to maximize inter-sub-
ject agreement in first saccade landing positions. Our model predicted
the first, second and third saccade landing positions significantly better
than either the adaptive-whitening model or the Itti-Koch model, which
both predict fixations on peaks in a saliency map. Subsequent saccades
could not be evaluated due to lack of agreement in the behavioral data;
all model predictions dropped to chance. These results suggest that neu-
rophysiological constraints from saccade programming should be incorpo-
rated into image-based models of fixation selection during scene viewing.

Acknowledgement: This work was supported by NSF grants 11S-1111047 and
11S-1161876.

31.22, 8:30 am Embodied salience for gaze analysis in ecologi-
cally valid environments William Abbott' (wwa06@ic.ac.uk), Andreas

Thomik', Aldo Faisal'?*?; 'Dept. Bioengineering, Imperial College London,
“Dept. Computing, Imperial College London, * MRC Clinical Sciences
Centre, Imperial College London

The brain is a dynamical system, mapping sensory inputs to motor actions.
This relationship has been widely characterised by reductionist controlled
lab experiments. However, with the emergence of mobile eye-tracking,
increasing emphasis has been placed on the ecological validity of gaze
studies, taking them out of the lab and into the “wild” (Hayhoe & Ballard,
2005; Kingstone et al., 2003; Land & Tatler, 2009). Here we build on this
by capturing, rather than constraining, sensory inputs and motor out-
puts in natural behaviour. We record 90% of sensory inputs using head
mounted eye-tracking, scene camera and microphone. Simultaneously,
recording 95% of skeletal motor outputs by motion tracking 51 degrees of
freedom in the body and a total of 40 degrees of freedom in the hands.
All tracking equipment is markerless and thus allows unconstrained
behavioural monitoring “in the wild”. The eye-tracker data is processed
post-hoc to give 3D gaze position relative to the subjects” head and limb
endpoints using our GT3D decoding method (Abbott & Faisal, 2011; Abbott
& Faisal, 2012) and the motion capture data. This enables us to evaluate
classical relationships in ecologically valid environments including 3
daily scenarios: breakfast in the kitchen, evening activities in the home
and in-door ambulation. We find that the classical categorisation of gaze
data to saccades and fixations is insufficient to capture eye-movement rep-
ertoire in natural behaviour. We spend the majority of daily life making
smooth eye-movements directly coupled to body movements (eg VOR).
Classically, allocation of gaze has been attributed to both bottom up scene
salience and top down ongoing task demands. We propose a new method
for analysing and interpreting eye-movements in the wild, by relating them
directly to body posture. Thus, the interpretation of gaze and attention is
integrated, not disembodied, from the kinematics of motor behaviour.
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31.23, 8:45 am Using Experts’ Eye Movements to Influence Scanning
Behaviour in Novice Drivers Andrew Mackenzie' (akm9@st-andrews.

ac.uk), Julie Harris'; 'School of Psychology & Neuroscience, University of
St Andrews

In many areas, experts often exhibit specialised eye movement behaviour
which allows for more efficient task execution than novices. In some areas
(e.g. Radiology), showing this pattern of eye movement behaviour to nov-
ices can help cue overt visual attention to more relevant areas; which allows
for more efficient task completion. We present a study which investigated
the effects of eye movement cueing in a dynamic task - that of driving.
The aim was to investigate whether a more efficient visual search pattern
(e.g. increased scanning of the road, increased use of mirrors) could be
induced in novice drivers if they are shown eye movements of expert driv-
ers, when driving in a simulated environment. One group of participants
(eye movement condition) were asked to drive a set of courses in a driving
simulator programme whilst their eye movements were tracked. After one
week, this group was shown two five minute videos of an expert’s drive
with the corresponding eye movements overlaid. Participants were then
asked to drive the three courses again whilst their eye movements were
tracked. Another group of participants (control) were asked to complete
similar drives (one week a part also) but were not shown eye movements.
After the second driving session, those in the eye movement condition
exhibited increased horizontal scanning of the road, larger saccade sizes
and showed an increased use of their mirrors as measured by total dwell
time and total fixation counts. The control group showed no such improve-
ment in visual strategies. These beneficial eye movement patterns were
retained after a six month follow-up. The results show that eye movement
cueing can be used to train more efficient search strategies in a dynamic
task such as driving. The current results highlight a possible training
intervention which could be introduced to educate early-stage drivers.

Acknowledgement: Engineering and Physical Sciences Research Council
(EPSRC)

31.24, 9:00 am Evidence for the Common Coding of Location in
Auditory and Visual Space Hannah Kriiger', Therese Collins', Daniel

Pressnitzer?, HiJee Kang? Sundeep Teki?, Cavanagh Patrick'; 'LPP,
Université Paris Descartes, Paris, France, 2LSP, Ecole Normale Superieure,
Paris, France

Perception of space is a multimodal construct and orienting our eyes towards
a light, sound or touch occurs effortlessly, despite coordinate transforma-
tions that have to occur from head-based (sounds) or body-centred (touch)
coordinates to eye-centred coordinates. One possible explanation for this
effortless orientation behaviour is that space is coded on a common, supra-
modal map utilised in maintaining locations. Here we present two experi-
ments in support of the view that space is coded on such a common map.
The first experiment shows that both, auditory and visual space show sim-
ilar illusory distortions induced by saccades. Sixteen subjects were asked to
judge the direction of an apparent motion straddling a saccade, revealing
shifts in judging the direction of auditory as well as visual stimuli in direction
of the saccade. Furthermore, the effects were correlated across modalities:
Individuals with a large effect in one modality also revealed a large effect
in the other modality. This finding suggests that eye movements affect per-
ception of position regardless of the modality in which it is presented. Fur-
ther evidence comes from the flash-grab effect, the illusory position shift of
a brief transient presented on a moving object. We asked observers to judge
the location of a transient presented on a moving target in the auditory or
visual modality. In both cases, observers reported the location to be fur-
ther in direction of the motion, suggesting that this position extrapolation
is modality invariant. Together the results of these experiments suggest a
common mechanism underlying the perception of space across modalities.

31.25, 9:15 am A computational account on the development of a
preferred retinal locus Helga Mazyar' (mazyar@usc.edu), Bosco Tjan'?;
'Neuroscience Graduate Program, University of Southern California,
“Department of Psychology, University of Southern California

A saccade brings a retinal locus to a target in the visual field. For normally
sighted individuals, this retinal locus is the fovea. Central field loss (CFL)
caused by macular degeneration often leads to the adoption of a pre-
ferred retinal locus (PRL) in the peripheral retina for saccades and fixa-
tion. Factors underlying the development of a PRL are not known. Here
we show that a conceptually simple computational model can account for
the formation of a PRL and its idiosyncrasies. We assume that the visual
system always intends to aim the retinal locus with the highest expected
post-saccade acuity at the saccade target. The expected post-saccade acuity
of a retinal locus is a function of the physiological acuity at and around

the locus and the expected saccade error. The expected saccade error is a
combination of motor error that is proportional to the saccade amplitude
(vector error) and the spatial uncertainties associated with the retinal
locus and the saccade target (endpoint errors). We assume that the motor
error does not improve, but the spatial uncertainties associated with the
neural representation of the endpoints are optimally re-estimated after
each saccade from the observed saccade error. A generic forgetting func-
tion is assumed to prevent spatial uncertainty from vanishing. Simulations
showed that immediately after CFL, the utilized retinal loci are close to
the edge of the scotoma on the side nearest to saccade targets. After each
saccade, spatial uncertainties associated with the pre-saccade target and
utilized retinal locus decrease. Decrease in spatial uncertainty increases the
expected post-saccade acuity of the retinal locus. The net effect is that a
previously selected retinal locus is more likely to be selected for a future
saccade, further reducing its spatial uncertainty, and forming the PRL.
Idiosyncrasies at the early stages of CFL strongly influence PRL formation.

Acknowledgement: NIH RO1 EY017707

31.26, 9:30 am Does time stop when we blink? Marianne Duyck' (mar-

ianne.duyck@parisdescartes.fr), Thérese Collins', Mark Wexler'; 'LPP,
Université Paris Descartes, CNRS UMR 8242

Visual perception appears nearly continuous despite frequent disruptions
of the input caused by saccades and blinks. While research has focused on
perception around saccades, blinks also constitute a drastic perturbation
of vision, leading to a complete interruption of the visual input that lasts
about 100ms but that we barely notice. Does the visual system actively
fill in the missing information or does it simply ignore it? We addressed
this question in two experiments in which observers judged the dura-
tions of brief visual stimuli in different temporal relations to blinks, using
the method of single stimuli. In the first experiment stimuli either strad-
dled the entire blink (onset before the start and offset after the end of the
blink), or onset 200ms after the end of the blink. An analysis of the relative
biases in the two conditions revealed that stimuli that straddled the blink
appeared as 90ms briefer than those that followed the blink—a difference
equal to about 77% of the mean blink duration. In a second experiment,
the stimulus straddled the end of the blink (onset during the blink, offset
after the end), or onset either just after or 200ms following the end of the
blink. The optically visible durations of the stimuli that straddled the end
of the blink were overestimated by about 20ms in comparison to stim-
uli that appeared long after. Significantly, we found that in both experi-
ments the duration errors were correlated with trial-by-trial variations
in blink durations. Thus, our results suggest that the default mode of the
visual system is to ignore the absence of information during blinks. How-
ever, in the case of unexpected events, vision partially fills in the blink.

Object Recognition: Mechanisms and

models

Sunday, May 17, 10:45 am - 12:30 pm
Talk Session, Talk Room 1

Moderator: Kendrick Kay

32.11, 10:45 am Convolutional Neural Networks in the Brain: an
fMRI study Kandan Ramakrishnan' (K.Ramakrishnan@uva.nl), Steven
Scholte?, Victor Lamme?, Arnold Smeulders', Sennay Ghebreab'?;
'Intelligent Systems Lab Amsterdam, Institute of Informatics, University
of Amsterdam, Amsterdam, Netherlands, Department of Psychology,
Cognitive Neuroscience Group, University of Amsterdam, Amsterdam,
Netherlands

Biologically inspired computational models replicate the hierarchical visual
processing in the human ventral stream. One such recent model, Convolu-
tional Neural Network (CNN) has achieved state of the art performance
on automatic visual recognition tasks. The CNN architecture contains suc-
cessive layers of convolution and pooling, and resembles the simple and
complex cell hierarchy as proposed by Hubel and Wiesel. This makes it a
candidate model to test against the human brain. In this study we look at 1)
where in the brain different layers of the CNN account for brain responses,
and 2) how the CNN network compares against existing and widely used
hierarchical vision models such as Bag-of-Words (BoW) and HMAX. fMRI
brain activity of 20 subjects obtained while viewing a short video clip was
analyzed voxel-wise using a distance-based variation partitioning method.
Variation partitioning was done on successive CNN layers to determine the
unique contribution of each layers in explaining fMRI brain activity. We
observe that each of the 7 different layers of CNN accounts for brain activity
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consistently across subjects in areas known to be involved in visual process-
ing. In addition, we find a relation between the visual processing hierarchy
in the brain and the 7 CNN layers: visual areas such as V1, V2 and V3 are
sensitive to lower layers of the CNN while areas such as LO, TO and PPA
are sensitive to higher layers. The comparison of CNN with HMAX and
BoW furthermore shows that while all three models explain brain activity
in early visual areas, the CNN additionally explains brain activity deeper
in the brain. Overall, our results suggest that Convolutional Neural Net-
works provide a suitable computational basis for visual processing in the
brain, allowing to decode feed-forward representations in the visual brain.

Acknowledgement: COMMIT

32.12, 11:00 am Psychophysically disrupting the delayed feedback
signal to foveal retinotopic cortex selectively impairs extra-foveal
object perception Xiaoxu Fan' (smartcandies@163.com), Lan Wang,

Hanyu Shao', Daniel Kersten?, Sheng He'?; 'State Key Laboratory of Brain
and Cognitive Science, Institute of Biophysics, Chinese Academy of Sci-
ences, China , Psychology Department, University of Minnesota

Previous neuroimaging and TMS studies (Williams et al, 2008; Chambers
et al, 2013) suggest that object information from peripherally presented
images was available in foveal retinotopic cortex and is functionally rele-
vant, presumably due to feedback signals from high-level object sensitive
cortex. In this study, we further investigated the behavioral significance
and timing of this potential feedback signal. Two objects with fine details
similar to the ones used in Williams and colleagues’ study were presented
for 100 ms in diagonal quadrants on two sides of the fixation point and sub-
jects were asked to make a same/ different decision. A dynamic noise patch
was presented for 80 ms in the fovea region at five different SOAs, at 50, 150,
250, 350, and 450 ms after the onset of the object images. The results showed
that subjects” ability to discriminate object images was severely impaired
at the SOAs of 50 ms and 250 ms, mildly at 150 ms, but not at other SOAs.
At 50 ms SOA, the fovea noise overlapped with the peripheral objects in
time, and presumably attracted attention away from the object images.
The severe dip in performance at SOA of 250 ms is more interesting and
is unlikely due to a simple masking effect in the feedforward sweep, given
that performance was only mildly affected at the SOA of 150 ms. However,
the foveal noise-induced temporally selective impairment at 250ms was not
found in a control condition in which subjects performed a motion speed
comparison task at the same peripheral locations. Presumably processing
of motion speed in the periphery does not benefit from feedback signals to
foveal cortex. Our results support a task-dependent and temporally spe-
cific feedback signal from high-level cortex to foveal retinotopic cortex that
plays an important role in processing spatially detailed object information.

Acknowledgement: NSFC: 81123002, CASSPRP: XD02050001 and ONR:
N000141210883

32.13, 11:15 am Neural tuning changes underlying visual shape

learning Sach Sokol' (ssokol3@jhu.edu), Charles Connor'; 'Zanvyl
Krieger Mind/Brain Institute, Johns Hopkins University

Learning to discriminate new shapes ultimately depends on process-
ing changes at the level of individual neurons and neural populations.
We sought to quantify and model the precise neural tuning changes that
underlie shape learning. We trained a macaque monkey to discriminate
8 categories of letter-like stimuli. These stimuli were configurations of
medial axis components (line segments, curves, junctions) drawn from
a common set of 8 components. This enforced learning of global shape,
since stimuli sharing components were confusable on a local level. In
addition, the 8 stimuli constituted only a subset of the potential compo-
nent configurations, making it possible to test for processing of specific
configurations. After training we characterized neural tuning functions
in anterior inferotemporal cortex (AIT), the final stage in the object path-
way of monkey visual cortex. We used a genetic algorithm to guide large-
scale sampling (500-1500 initially random, progressively evolving stimuli)
in the medial axis shape domain. Our previous study showed that this
method can constrain quantitative, predictive models of AIT tuning for
medial axis structure (Hung et al., Neuron, 2012). Here, we hypothesized
that a substantial number of AIT neurons would show structural tuning
for medial axis components and component configurations unique to the
learned stimuli. This hypothesis was confirmed in our current sample of
AIT neurons. Many neurons were tuned for components common to mul-
tiple stimuli. Many neurons were tuned for configurations diagnostic for
specific stimuli. We did not observe tuning for potential component con-
figurations outside the learned stimulus set. This is the first direct observa-
tion of structural tuning changes that could explain visual shape learning.

32.14, 11:30 am Object Representations In Human Parietal And
Occipito-Temporal Cortices: Similarities And Differences Maryam
Vaziri-Pashkam' (mvaziri.p@gmail.com), Yaoda Xu'; 'Vision Sciences
Laboratory, Department Of Psychology, Harvard University

Although visual objects are largely represented in the primate occipital
and temporal cortices, many studies have also documented the existence
of object representations in the primate parietal cortex. What are the char-
acteristics of the parietal object representations? And how do they differ
from those in occipital and temporal cortices? Here, using fMRI multi-voxel
pattern analysis, we examined object representations in human observers
in topographically defined parietal regions (IPS0-IPS4) and two function-
ally defined parietal regions previously implicated in object processing,
namely, superior and inferior IPS. To compare and contrast, we also exam-
ined topographic regions in occipital cortex (V1-V4) and object shape selec-
tive regions in lateral occipital and ventral temporal cortices. Observers
viewed objects from eight categories and performed a one-back repetition
detection task. In the first set of studies, we varied the position, size and
spatial frequency of the object images, and whether or not image luminance
and spatial frequency were matched across the categories. We obtained
significant object category decoding in all the regions examined. Impor-
tantly, parietal regions showed similar tolerance to changes in low-level
features as occipital and temporal regions (excluding early visual areas).
However, when we compared object category similarity measures across
brain regions, we found that parietal object representations were not a mere
copy of those in occipital and temporal regions. In a second set of studies,
we varied the task and found that, when attention was diverted away from
the objects, although category decoding was still significant in occipital and
temporal regions, it was no longer significant in multiple parietal regions.
Overall these results show that, just like regions in occipital and temporal
cortices, high-level object representations exist in human parietal cortex;
however, they are distinct from those in occipital and temporal regions.

Acknowledgement: NIH grant TRO1EY022355

32.15, 11:45 am Convergence and divergence in the neural orga-
nization of object responses to pictures and words Talia Konkle'
(tkonkle@fas.harvard.edu), Xiaoying Wang? Marius Peelen?, Alfonso Car-
amazza'?, Yanchao Bi%; 'Department of Psychology, Harvard University,
“State Key Laboratory of Cognitive Neuroscience and Learning, Beijing
Normal University, China, *Center for Mind/Brain Sciences, University of
Trento, Italy

Visual information is transformed from early sensory formats into increas-
ingly abstract representations of its content. We probed this abstraction by
exploring the convergence in the neural responses to pictures of objects and
their spoken names, taking a broad look at several major semantic divisions
between object categories. Our aim was to explore which neural regions
show reliable responses that are specific to visual pictures, specific to audi-
tory words, or common between these two modalities, using a data-driven
clustering approach. Using fMRI, we measured neural response patterns
to objects from 18 broad semantic categories, presented as both pictures
and auditory words, in 16 participants. We used a clustering technique
to group together voxels by their response profile similarity over these
18 categories, in a way that is agnostic to where the voxels are located
and whether they reflect responses from the visual or auditory modality.
They key advantage of this procedure is that it simultaneously discovers
common and unique structure across both modalities without presuppos-
ing any regional boundaries in advance. This analysis identified several
regions with similar neural profiles to pictures and words (parahippocam-
pal, transverse occipital sulcus, retrosplenial cortex), which primarily had
a response preference for inanimate categories of objects. In contrast, other
neural regions were only reliably modulated by pictorial stimuli (lateral
occipital, fusiform), and these regions primarily had a response preference
to pictures of animate entities. Taken together, these results demonstrate
a surprising and currently unexplained link between the neural organi-
zation of broad object domains and activations by different modalities.

32.16, 12:00 pm Mapping human visual representations in space
and time by neural networks Radoslaw Cichy' (rmcichy@gmail.com),
Aditya Khosla', Dimitrios Pantazis?, Antonio Torralba', Aude Oliva';
'Computer Science and Artificial Intelligence Laboratory, MIT, ?Depart-
ment of Brain and Cognitive Sciences, MIT

The neural machinery underlying visual object recognition comprises a
hierarchy of cortical regions in the ventral visual stream. The spatiotem-
poral dynamics of information flow in this hierarchy of regions is largely
unknown. Here we tested the hypothesis that there is a correspondence
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between the spatiotemporal neural processes in the human brain and the
layer hierarchy of a deep convolutional neural network (CNN). We pre-
sented 118 images of real-world objects to human participants (N=15)
while we measured their brain activity with functional magnetic resonance
imaging (fMRI) and magnetoencephalography (MEG). We trained an 8
layer (5 convolutional layers, 3 fully connected layers) CNN to predict 683
object categories with 900K training images from the ImageNet dataset. We
obtained layer-specific CNN responses to the same 118 images. To compare
brain-imaging data with the CNN in a common framework, we used repre-
sentational similarity analysis. The key idea is that if two conditions evoke
similar patterns in brain imaging data, they should also evoke similar
patterns in the computer model. We thus determined ‘where’ (fMRI) and
‘when” (MEG) the CNNs predicted brain activity. We found a correspon-
dence in hierarchy between cortical regions, processing time, and CNN
layers. Low CNN layers predicted MEG activity early and high layers rela-
tively later; low CNN layers predicted fMRI activity in early visual regions,
and high layers in late visual regions. Surprisingly, the correspondence
between CNN layer hierarchy and cortical regions held for the ventral and
dorsal visual stream. Results were dependent on amount of training and
type of training material. Our results show that CNNs are a promising
formal model of human visual object recognition. Combined with fMRI
and MEG, they provide an integrated spatiotemporal and algorithmically
explicit view of the first few hundred milliseconds of object recognition.
Acknowledgement: National Eye Institute ROT EY020484 to A.O, US National
Science Foundation grant BCS-1134780 to D.P, Feodor Lynen Scholarship to
RM.C.

32.17, 12:15 pm How bottom-up and top-down factors shape
representation in word- and face-selective cortex Kendrick Kay'

(kendrick@post.harvard.edu), Jason Yeatman?; 'Department of Psychol-
ogy, Washington University in St. Louis, Institute for Learning and Brain
Sciences, University of Washington

Specific regions of ventral occipitotemporal cortex (VOT) appear to be
specialized for the representation of certain visual categories: for example,
the visual word form area (VWFA) for words and the fusiform face area
(FFA) for faces. However, a computational understanding of how these
regions process visual inputs is lacking. Modeling these regions is partic-
ularly challenging because responses depend on both bottom-up stimu-
lus properties and top-down cognitive processes. To develop a model of
VOT, we measured BOLD responses in VWFA and FFA to a wide range
of carefully controlled grayscale images while subjects performed differ-
ent behavioral tasks. During a demanding fixation task (judge the color of
a small central dot), responses in VWFA and FFA were not strictly cate-
gorical but were sensitive to low-level properties such as image contrast
and phase coherence. This suggests that category-selective regions inherit
response properties present in early visual cortex. Combined with previ-
ous work demonstrating systematic receptive fields in VOT (Kay et al.,
VSS 2014), we suggest that a cascade model of visual processing may be
able to explain a substantial component of VOT responses. During a cat-
egorization task (judge the category of the stimulus), responses in VWFA
and FFA were substantially stronger than responses observed under the
fixation task. Importantly, the categorization responses were not a simple
linear rescaling of the fixation responses. Rather, the enhancement was dis-
proportionately large for low-contrast stimuli, and the amount of enhance-
ment observed for a stimulus was highly correlated with the reaction time
measured for that stimulus. These results indicate that when stimuli are
behaviorally relevant, top-down influences can selectively enhance VOT
responses to weak stimuli, effectively increasing the amount of infor-
mation conveyed by VOT. In sum, our results lay the groundwork for
the development of models that quantitatively predict VOT responses.

Binocular Vision

Sunday, May 17, 10:45 am - 12:30 pm
Talk Session, Talk Room 2

Moderator: Laurie Wilcox

32.21, 10:45 am Short-term ocular dominance changes in human
V1. Eva Chadnova'? (eva.chadnova@mail mcgill.ca), Alexandre Reynaud’,
Simon Clavagnier', Sylvain Baillet?, Robert Hess'; "McGill Vision Research
Unit, McGill University, 2McConnell Brain Imaging Center, Montreal
Neurological Institute, McGill University

Ocular dominance describes the contribution of each eye to binocu-

lar vision. This balance is disrupted in some clinical conditions such as
amblyopia. It has been shown psychophysically that short-term monocu-

lar deprivation shifts the equilibrium towards the occluded eye (1). In this
study, we wanted to investigate the cortical mechanism underlying this
phenomenon using magnetoencephalography (MEG). Subjects were pre-
sented with monocular and dichoptic stimuli using a frequency tagging
paradigm to identify the input coming from each eye. Three 10-minute
blocks of MEG recordings were followed by 2.5 hours of monocular depri-
vation. Immediately after removal of the patch, another three consecutive
blocks were recorded followed by a final recording 45 min post depriva-
tion. Immediately following the removal of the patch, we observed an
increase in power of the response from the occluded eye as early as in
V1, and reflected in the response of subsequent brain areas as well. At
the same time, the power of the response from the undeprived eye was
reduced. The pre-deprivation ocular power distribution was achieved
again at the 45 min post-deprivation recording. The power redistribution
was observed both monocularly and dichoptically, but was more pro-
nounced on dichoptic recording. We also observed an increase in variabil-
ity of the response from the occluded eye post-deprivation. In conclusion,
short-term monocular deprivation perturbes the binocular equilibrium
as measured psychophysically. We were able to observe a physiological
correlate of this perturbation in area V1 of the visual cortex with MEG.
The change in V1 neuronal population activity observed here might be
a direct consequence of the underlying plasticity occurring in the brain.

Acknowledgement: CIHR MOP-53346, NSERC 46528-2011

32.22, 11:00 am Short-term monocular deprivation reduces inter
ocular surround suppression Ignacio Serrano-Pedraza'? (iserrano@
psi.ucm.es), Sandra Arranz-Paraiso', Verénica Romero-Ferreiro', Jenny

Read', Holly Bridge®; 'Departamento de Psicologia Bésica I. Complutense
University of Madrid, Madrid, 28223, Spain, 2Institute of Neuroscience,
Newcastle University, Newcastle upon Tyne, NE2 4HH, UK, *Functional
MRI of the Brain Centre, John Radcliffe Hospital, Oxford, OX3 9DU, UK

The detection of a grating located in the periphery is impaired by the pres-
ence of a surrounding grating of same spatial frequency and orientation.
This suppression is the psychophysical counterpart of the surround sup-
pression found in the striate cortex that is orientation tuned and can be
mediated dichoptically (De Angelis, et al 1994). The proposed sources of
this suppression involve long-range lateral connections and feedback con-
nections to V1 from extrastriate cortex, thus the neurotransmitter GABA
may regulate this intracortical inhibition. A recent study (Lunghi, et al,
2014) has shown that a short-term monocular deprivation reduced GABA
concentration by 11%, thus, our hypothesis is that monocular depriva-
tion will reduce surround suppression. Four subjects performed two con-
trast-detection experiments where the target was a 1c/deg grating located
at 5 deg eccentricity. We tested three conditions: a) target with no surround
(NS), b) target embedded within a surrounding grating of 20 deg diameter,
25% contrast, same spatial frequency, and orthogonal orientation (OS), and
c) target embedded within a surrounding grating with parallel orientation
(PS). We tested both eyes independently using a 3D display. In the first
experiment stimuli were monocular. In the second, stimuli were dichoptic,
i.e. target in one eye and surround in the other. Both experiments had three
sessions; (1) baseline, (2) after 150 min of patching the right eye and (3)
24 hours later. Monocular deprivation did not change the relative contrast
sensitivity of the two eyes (Exp 1, NS). Neither did it cause significant dif-
ferences in suppression indices monocularly (Exp 1, log;o(PS/NS)). How-
ever, after deprivation, we found a strong, temporary reduction (-41%) of
the suppression in the PS condition only when the target was presented in
the deprived eye. Thus, brief (2.5hrs) monocular deprivation reduces inter
ocular surround suppression but not monocular surround suppression.

Acknowledgement: [Supported by Grant No. PSI2011-24491 to ISP from Minis-
terio de Economia y Competitividad, Spain]

32.23, 11:15 am Stereoacuity for physically moving targets is unaf-
fected by retinal motion Matthew Cutone' (cutonem@yorku.ca), Robert

Allison?, Laurie Wilcox'; 'Dept. of Psychology, York University, 2Dept. of
Electrical Engineering and Computer Science, York University
Westheimer and McKee (1978, Journal of the Optical Society of America,
68(4), 450-455) reported that stereoacuity is unaffected by the speed of
moving vertical line targets by up to 2 deg/s. Subsequent studies found
that thresholds rise exponentially at higher velocities (Ramamurthy, Patel
& Bedell, 2005, Vision Research, 45(6), 789-799). This decrease in sensitivity
has been attributed to retinal motion smearing; however, these experiments
have not taken into account the additional effects of display persistence.
Here we reassess the effects of lateral velocity on stereoacuity in the
absence of display persistence, using physically moving stimuli. Luminous
vertical line targets were mounted on computer-controlled motion stages.
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This purpose-built system permitted precise control of target position and
movement, in three dimensions. In a 1IFC paradigm with 120ms viewing
duration, observers fixated a stationary point and discriminated the rela-
tive depth of the two moving lines. The velocity of the line pair ranged
from O (stationary) to 16 deg/s; each speed was tested in a separate block
of trials. Our results confirm the resilience of stereoacuity to lateral retinal
motion at velocities less than 2 deg/s. At higher speeds, for all observers
thresholds increased marginally with speed. The rate of increase was 0.6
arc seconds per deg/s which was approximately 10 times smaller than
reported by Ramamurthy et al. (2005). It is clear that stereoacuity is more
robust to lateral motion than previously believed; we argue that the thresh-
old elevation reported previously is largely due to display persistence.

32.24, 11:30 am Attention modulation and divisive normalization in
interocular suppression Hsin-Hung Li' (hsin.hung.li@nyu.edu), Marisa
Carrasco'?, David Heeger'?; 'Department of Psychology, New York Uni-
versity, Center for Neural Science, New York University

Purpose. In interocular suppression, a suprathreshold target presented
monocularly (to target-eye) can be rendered invisible by a salient com-
petitor presented to the other eye (competitor-eye). Here we develop and
test a computational model of interocular suppression and distinguish the
role of feature-based and eye-based attention. Psychophysics. Observers
performed an orientation-discrimination task on a small (1.5° diameter)
monocular target, either presented alone or simultaneously with one of
several competitors. The size and eye-of-origin of the competitors were
manipulated. Three competitors-small (1.5°), medium (2.5°) and large
(8°)-were presented to the competitor-eye. To disentangle feature-based
and eye-based attention, large split competitor (8°) was segmented into
two regions: the center (same as the small competitor) was presented
to the competitor-eye whereas the surround was presented to the tar-
get-eye. Target contrast varied from trial-to-trial randomly, and compet-
itor contrast was fixed at 23%. We measured psychometric functions: d’
vs. target contrast. Computational model. Two processes contributed
to the strength of interocular suppression. According to the model, the
salient competitor induced an exogenous attentional modulation selec-
tive for the location and orientation of the competitor, thereby increasing
the gain of the responses to the competitor and reducing the gain of the
responses to the target. Additional suppression was induced by divisive
normalization, similar to other forms of visual masking. Results. Small and
medium competitors induced a response-gain change for responses to the
target (consistent with Ling & Blake, 2012). But large competitors induced
a contrast-gain change, even when the competitor was split between the
two eyes. The model correctly predicted these results and outperformed
an alternative model in which the attentional modulation was eye spe-
cific. Conclusion. Both exogenous attention (selective for feature and loca-
tion) and divisive normalization contribute to interocular suppression.

Acknowledgement: NIH RO1 EY019693 to DJH and MC

32.25, 11:45 am Attending away makes semantic information
available during rivalry Kang Yong Eo' (gazz11@empal.com), Oakyoon

Cha', Min-Suk Kang??, Sang Chul Chong'#; 'Graduate Program in
Cognitive Science, Yonsei University, Seoul, Republic of Korea, *Center
for Basic Neuroscience and Biophysics, Institute for Basic Science (IBS),
Suwon, Republic of Korea , *Department of Psychology, Sungkyunkwan
University, Seoul, Republic of Korea, “Department of Psychology, Yonsei
University, Seoul, Republic of Korea

Several studies have shown that the meaning of stimuli under continuous
flash suppression (CFS) is processed unconsciously (e.g., Costello et al.,
2009). However, Kang et al. (2011) found the opposite result. To reconcile
conflicting evidence, we hypothesized that inattention to the suppressed
stimulus under CFS makes its semantic information available. Although
counter-intuitive, this hypothesis is reasonable because of the following
two reasons. Attention is not necessary for semantic processing (Luck et al.,
1996), while rivalry suppression is attenuated without attention (Brascamp
& Blake, 2012). Taken together, attention withdrawn from rival figures
makes interocular suppression weak so that semantic information under
CFS becomes available. We tested this hypothesis by obtaining the N400
component, a sensitive ERP measure for semantic processing, while par-
ticipants were performing a semantic judgment task under CFS. To manip-
ulate deployment of spatial attention, we adopted a cueing paradigm and
resulted in three conditions. In the valid condition, the target was presented
in a cued location of the suppressed eye. In the invalid condition, the target
was presented in the opposite-to-the-cued location of the suppressed eye.
Finally, in the visible condition, the target was presented to both eyes to
ensure the cue validity, because participants had to make semantic judg-

ments of the invisible targets in most of the trials. Consistent with the
hypothesis, N400 modulation was absent in the valid condition but present
in the invalid condition with the chance level semantic judgment perfor-
mance. More importantly, the N400 amplitude obtained from the invalid
condition was negatively correlated with independently obtained partic-
ipants” detection performance, indicating how much feature information
was consciously available. This result suggests that attention drawn to
the target location disrupted unconscious semantic processing even in the
invalid condition. To summarize, the current study demonstrated that inat-
tention to the target location makes semantic analysis possible during CFS.

Acknowledgement: This work was supported by the National Research Founda-
tion of Korea (NRF) grant funded by the Korea government (MEST) (NRF-2011-
0025005) to SC and (NRF-2012S1A5A2A03034516) to MK.

32.26, 12:00 pm ldentity-specific adaptation to invisible faces
depends on the depth of interocular suppression Runnan Cao'

(runna90@126.com), Sheng He'?, Peng Zhang'; 'State Key Laboratory of
Brain and Cognitive Science, Institute of Biophysics, Chinese Academy of
Sciences, China, ?Psychology Department, University of Minnesota

The question of whether facial identity could be processed and represented
in the brain in the absence of awareness remains unresolved and controver-
sial. We took the view that visual information suppressed from awareness
could be processed to different degrees dependent on the level of suppres-
sion. In this study, we investigated whether identity processing of invisible
faces depends on how deep it was suppressed from awareness. In different
experiments, gratings and faces, rendered invisible with interocular Contin-
uous Flash Suppression (CFS), were used as adaptors to induce orientation
and face-identity aftereffect. The strength of interocular suppression was
manipulated by adjusting the contrast of the CFS noise. Results from the
grating experiment showed that the orientation-specific adaptation effect
from invisible gratings was stronger at lower CFS contrast. In the face adap-
tation experiment, we found no identity-specific aftereffect under high CFS
contrasts, consistent with reports from previous studies using the interocu-
lar suppression paradigm. However, at lower CFS contrast, while the faces
remained invisible (supported with both subjective and objective measures
of visibility), significantidentity-specific face aftereffect was observed. These
findings suggest that although awareness state can be described in binary
terms (i.e., with or without awareness), different degrees of information
processing could occur in the absence of awareness; that the human visual
brain can process face identity information in the absence of awareness.

32.27, 12:15 pm Fear conditioned visual information is prioritized
for visual awareness Surya Gayet' (s.gayet@uu.nl), Chris Paffen’, Artem

Belopolsky?, Jan Theeuwes?, Stefan Van der Stigchel'; 'Experimental Psy-
chology, Utrecht University, Helmholtz Institute, ?Cognitive Psychology,
Free University of Amsterdam

The present study addresses the question whether visual information that
signals threat is prioritized for access to awareness. We combined a fear con-
ditioning procedure with a breaking continuous flash suppression (b-CFS)
task. In this task, participants were presented with high contrast dynamic
masks to one eye, and a target grating presented to the other eye (suppres-
sion condition) or to the same eye (monocular condition). Participants were
asked to report the orientation of the target as soon as it became visible.
Throughout the entire experiment, target gratings were surrounded by a
blue or red annulus. During the acquisition phase (phase 1), participants pas-
sively viewed both monocular and suppression trials, in which one annulus
color was repeatedly paired with an electrical shock (from now on the CS+)
while the other color was not (CS-). Subsequently, participants completed
four blocks of b-CFS trials (phase 2), in which monocular and suppression
conditions were intermixed, with CS+ and CS- annuli surrounding the
targets. The results revealed that target orientation was reported faster on
trials with CS+ annuli than with CS- annuli in the suppression condition.
This difference in reaction times reflected shorter suppression durations for
CS+ annuli rather than a response bias, as no difference in reaction times
emerged between targets surrounded by CS+ or CS- annuli in the mon-
ocular condition. This pattern of findings is particularly striking, as (1)
participants knew that no shocks would be administered during the b-CFS
task, (2) the CS+ and CS- annuli were irrelevant for participants” behavioral
task and (3) participants reported to be unaware of phenomenal differences
between monocular and suppression conditions. Taken together, these
results demonstrate that visual information that was previously paired with
aversive stimulation, and thus signaled threat, is prioritized by the percep-
tual system such that it more readily breaches the threshold of awareness.

Acknowledgement: Grant 401-10-306 from the Netherlands Organization of
Scientific Research to S.Van der Stigchel and C. L. E. Paffen
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Perceptual Learning: History effects
Sunday, May 17, 8:30 am - 12:30 pm
Poster Session, Banyan Breezeway

33.3001 Information integration in sequential visual decision-mak-

ing J6zsef Arato'? (arato_jozsef@ceu-budapest.edu), J6zsef Fiser'; 'Depart-
ment of Cognitive Science, Central European University, Department of
Medicine/Physiology, University of Fribourg

Although it is widely accepted that both summary statistics and salient pat-
terns affect human decision making based on temporally varying visual
input, the relative contributions and the exact nature of how these aspects
determine human judgment are unclear and controversial, often discussed
under the labels of priming, adaptation, or serial effects. To tease apart
the role of the various factors influencing such decision making tasks, we
conducted a series of 7 adult behavioral experiments. We asked subjects
to perform a 2-AFC task of judging which of two possible visual shapes
appeared on the screen in a randomly ordered sequence while we varied
the long- and short-term probability of appearance, the level of Gaussian
pixel noise added to the stimulus, and the ratio of repetitions vs. alterna-
tions. We found that the quality of the stimulus reliably and systematically
influenced the strength of influence by each factor. However, instead of
a simple interpolation between long-term probabilities and veridical
choice, different pairings of short- and long-term appearance probabili-
ties produced various characteristic under- and over-shootings in choice
performances ruling out earlier models proposed for explaining human
behavior. Independent control of base probabilities and repetition/alter-
nation revealed that despite the two characteristics being correlated in gen-
eral, repetition/alternation is a factor independently influencing human
judgment. In addition, we found that human performance measured by
correct answers and by reaction times (RT) yield opposing results under
some conditions indicating that RT measures tap into motor rather than
cognitive components of sequence coding. Our results can be captured by
a model of human visual decision making that not only balances long- and
short-term summary statistics of sequences, but in parallel also encodes
salient features, such as repetitions, and in addition, relies on a generic
assumption of non-discriminative flat prior of events in the environment.

33.3002 Does reward influence visual statistical learning? Kyle
Friedman' (kylefriedman33@gmail.com), Timothy Vickery'; 'Department
of Psychological and Brain Sciences, University of Delaware

Two means by which humans learn about the environment are by detecting
statistical regularity and by learning about which stimuli predict rewards.
In three experiments, we sought evidence that the occurrence of reward
impairs or enhances visual statistical learning. In all experiments, we
grouped shapes into triplets and presented triplets one shape at a time in
an undifferentiated stream. Triplets were additionally assigned no, low, or
high-reward status. Participants were naive to all underlying structure. In
experiments 1 and 2, participants were asked to view shape streams while
low and high rewards were “randomly” given, represented by low- and
high-pitched tones played through headphones, respectively. Unknown to
the subjects, however, rewards were always given on the third shape of a
triplet (Experiment 1) or the first shape of a triplet (Experiment 2), and high-
and low-reward sounds were always consistently paired with the same
triplets. Experiment 3 was similar to Experiment 1, except that participants
were asked to press the spacebar whenever they noticed a shape “jiggle,”
and we told participants that reward value was related to their actions,
with jiggle always associated with a third item in a triplet. In the test phases
for these experiments, participants viewed sequences of repeated triplets
and foil triplets that were never previously presented in that order, and
were asked to select the more familiar sequence. Across experiments, all
three value categories showed significant visual statistical learning effects,
but the strength of learning did not differ among no-, low-, or high-reward
conditions for any of the three experiments. Thus, all three experiments
failed to find any influence of rewards on statistical learning, implying that
visual statistical learning may be unaffected by the occurrence of reward.

33.3003 Classifying EEG patterns of visual statistical learning Brett
Bays' (bbays001@ucr.edu), Aaron Seitz'; 'Department of Psychology,
University of California, Riverside

Statistical learning (SL) refers to the extraction of probabilistic relation-
ships between stimuli and is increasingly used as a method to under-
stand learning processes. However, little is known regarding how SL
accumulates over time, nor of the neural processes that underlie SL. To
address these issues, in this study we employ pattern classification tech-
niques to examine electroencephalography (EEG) data collected as par-
ticipants acquire SL. While recording EEG, we exposed participants to a
stream of visual shapes which, unbeknownst to them, were grouped into
pairs, and then subsequently tested for statistical learning using a reac-
tion time based search task. We then use a k-Nearest Neighbors pattern
classification algorithm to classify corresponding EEG signals under two
test conditions: classifying periods of activity after stimuli appear based
on the presentation statistics of those stimuli; and classifying periods of
activity after stimuli appear based on whether those stimuli correspond
to “learned” or “non-learned” behavioral patterns. With these tests we
show that by using behavioral measures to label certain items as “learned”
and other items as “non-learned”, we can design a classifier that is able
to successfully discriminate those patterns of EEG activity within partici-
pants. In future work, we hope that these classifiers can be adapted to the
online analysis of SL so as to detect SL as it is acquired. This has import-
ant implications for the field of SL and is a step toward understanding
how SL accumulates over time and the neural processes that underlie SL.

Acknowledgement: NSF (BCS-1057625) NIH (1RO1EY023582) NSF (IGERT DGE
0903667)

33.3004 Perceptual adaptation: Getting ready for the future Xue-

Xin Wei' (weixxpku@gmail.com), Pedro Ortega?, Alan Stocker'; 'Depart-
ment of Psychology, University of Pennsylvania, Department of Electrical
and Systems Engineering, University of Pennsylvania

Perceptual systems continually adapt to changes in their sensory environ-
ment. Adaptation has been mainly thought of as a mechanism to exploit
the spatiotemporal regularities of the sensory input in order to efficiently
represent sensory information. Thus, most computational explanations for
adaptation can be conceptualized as a form of Efficient coding. We propose
anovel and more holistic explanation. We argue that perceptual adaptation
is a process with which the perceptual system adjusts its operational regime
to be best possible prepared for the future, i.e. the next sensory input. Cru-
cially, we assume that these adjustments affect both the way the system
represents sensory information (encoding) and how it interprets that infor-
mation (decoding). We apply this idea in the context of a Bayesian observer
model. More specifically, we propose that the perceptual system tries to
predict the probability distribution from which the next sensory input is
drawn. It does so by exploiting the fact that the recent stimulus history is
generally a good predictor of the future and that the overall long-term stim-
ulus distribution is stationary. We assume that this predicted probability
distribution reflects the updated prior belief of the Bayesian observer. In
addition, we assume that the system is adjusting its sensory representation
according to the predicted future stimulus distribution via Efficient coding.
Because this sensory representation directly constrains the likelihood func-
tion, we can define an optimal Bayesian observer model for any predicted
distribution over the next sensory input. We demonstrate that this model
framework provides a natural account of the reported adaptation after-ef-
fects for visual orientation and spatial frequency, both in terms of discrimi-
nation thresholds and biases. It also allows us to predict how these after-ef-
fects depend on the specific form of the short- and long-term input histories.

33.3005 Neural sources of prediction in visual cortex Nicholas

C. Hindy' (nhindy@princeton.edu), Felicia Y. Ng?, Nicholas B. Turk-
Browne'?; 'Princeton Neuroscience Institute, Princeton University,
*Department of Psychology, Princeton University

Predictive coding refers to the theory that top-down expectations from
higher-level brain areas interact with sensory evidence in lower-level areas.
Neural responses in lateral occipital (LO) cortex reflect the consequences of
this interaction, with reduced activity when expectations are fulfilled. But
where do these predictions come from? We used a multi-session training
paradigm and background connectivity to explore the neural mechanisms
of prediction based on associations learned either immediately before
(“Recent”) or three days before (“Remote”) an fMRI scan. Training sessions
were separated in time because different memory systems are thought to
support new and old memories. Within each training session, cue stim-
uli appeared individually and subjects pressed a button to transform
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the cue into an outcome stimulus. For predictable cues, a particular out-
come appeared when the left button was pressed and a different outcome
appeared when the right button was pressed. For unpredictable cues, both
outcomes appeared with equal probability irrespective of which button
was pressed. After training, subjects completed an fMRI session in which
Recent and Remote associations were presented in alternating runs. Each
run was structured as a block design, with blocks containing either predict-
able or unpredictable cues. To examine background connectivity during
these blocks, we first regressed out variance attributable to stimulus-evoked
responses and nuisance variables, and then measured correlations among
brain areas in the residual time-series. Correlations were computed in an
exploratory manner using the residual time-series in stimulus-selective LO
as a predictor of the time-series of all voxels. By comparing predictable to
unpredictable blocks, initial results reveal a tradeoff in LO background con-
nectivity for Recent vs. Remote associations between medial temporal lobe
structures that support rapid encoding and broader areas of temporal cortex
that represent consolidated long-term memories. These findings suggest a
neural model of how actions influence predictive coding in the visual system.

Acknowledgement: NIH F32 EY023162 (N.C.H.) and NIH RO1 EY021755 (N.B.T.-B.)

33.3006 Statistical regularities compress numerical represen-
tations Jiaying Zhao'? (jlayingz@psych.ubc.ca), Ru Yu'; 'Department
of Psychology, University of British Columbia, “Institute for Resources,
Environment and Sustainability, University of British Columbia

Numerical information can be perceived at multiple levels of abstraction
(e.g., one bird, or a flock of birds). The unit of input for numerosity percep-
tion can therefore involve a discrete object, or a set of objects grouped by
shared features (e.g., color). Here we examine how the mere co-occurrence
of objects shapes numerosity perception. Across three between-subjects
experiments, observers viewed arrays of colored circles and estimated the
number of circles in the array. In Experiment 1, unbeknownst to the observ-
ers, each array was constructed from either color pairs (i.e., regularities)
in the structured condition, or the same circles in a random arrangement
in the random condition. Aside from the regularities, the two conditions
were identical in terms of numerosity, color, and density. We found that the
number estimates were reliably lower in the structured condition than in
the random condition, although observers were not explicitly aware of the
regularities. This underestimation could be driven by either the presence
of color pairs, or attention implicitly drawn to individual circles. To tease
these two ideas apart, in Experiment 2 we examined the effect of grouping
on numerosity perception, by introducing color duplicates (e.g., two red
circles) in the structured condition. Number estimates were again reliably
lower in the structured condition, suggesting that the underestimation
could be explained by grouping. Finally, in Experiment 3 we examined the
effect of local attention on numerosity perception, by presenting either two
distinct colors in the array in the pop-out condition, or circles of the same
color in the uniform condition. We found no difference in the number esti-
mates between the two conditions, thus ruling out the role of local attention
in numerosity perception. These results demonstrate that object co-occur-
rences cause numerical underestimation, suggesting that regularities serve
as an implicit grouping cue that compresses numerical representations.

Acknowledgement: NSERC Discovery Grant to JZ

33.3007 Stimulus-specific regularities as a basis for percep-

tual induction Yu Luo’ (yuluo2008@hotmail.com), Jiaying Zhao'?;
'Department of Psychology, University of British Columbia, *Institute
for Resources, Environment and Sustainability, University of British
Columbia

A hallmark of visual intelligence is the ability to extract relationships
among objects. One form of extraction produces stimulus-specific knowl-
edge (statistical learning). Another form produces stimulus-general princi-
ples (inductive learning). These two learning processes seem incompatible
on the surface, but may be related on a deeper level. Here we examine how
statistical learning and inductive learning interact. In Experiment 1, observ-
ers were randomly assigned to one of three conditions where they viewed
a sequence of circles of varying sizes. In the rule+regularities condition,
the sequence contained repeated triplets (regularities) that followed a rule:
the three circles increased in size in each triplet. In the rule-only condition,
the sequence contained sets of three circles that followed the same rule,
but all sets were unique (no regularities). In the regularities-only condition,
the sequence contained repeated triplets that did not follow the rule. We
found that learning of the rule and learning of the regularities were both
stronger in the rule+regularities condition than in the rule-only, or the reg-
ularities-only condition. This suggests that statistical learning and induc-
tive learning are mutually beneficial. To tease apart whether one learning

process is necessary for the other, we increased the complexity of the rule
in Experiment 2. Everything was identical to Experiment 1, except now the
rule was that within each triplet or set, the first circle was smaller than the
second circle, and the second was larger than the third. Learning of the
rule was only successful in the rule+regularities condition, but not in the
rule-only condition. Moreover, there was no learning of regularities. This
suggests that the presence of regularities facilitated rule learning, but the
presence of the rule did not help the learning of regularities. These findings
demonstrate that statistical learning and inductive learning are related,
and that stimulus-specific regularities are necessary for inductive learning.

Acknowledgement: NSERC Discovery Grant to JZ

33.3008 History effects in perception after manipulating the
statistics of the environment Kyle McDermott"23 (kyle.c.mcdermott@

gmail.com), Adrien Chopin"?*, Anna Ptuha'?, Pascal Mamassian"?; 'Labo-
ratoire des Systémes Perceptifs, CNRS UMR 8248, Paris, France, Dépar-
tement d’Etudes Cognitives, Ecole Normale Supérieure, Paris, France,
*Vision Science and Advanced Retinal Imaging Laboratory, University of
California, Davis, “University of California, Berkeley

The perception of stimuli depends, in part, on the properties of stimuli seen
in the past. We examined the characteristics of observers’ responses based
on the stimuli they were shown and the responses they gave going back
several minutes, Critically, we manipulated the statistics of the stimuli to be
in a position to model the dynamics of these history effects on perception.
Observers were presented with gratings in one of five orientations: two
easy to discriminate (supra-threshold) ‘far-left’ and ‘far-right’, two inter-
mediate (near-threshold) ‘middle-left’ and ‘middle-right’, and one ambigu-
ous ‘middle’. Far-left and far-right orientations were seen most frequently,
and observers were not asked to respond to these ‘standard” stimuli. When
presented with one of the three orientations between the left and right stan-
dards observers had to indicate whether the orientation was closer to, or
farther from, the randomly selected standard orientation which preceded
it. In three contiguous conditions of 960 trials, left and right standard stim-
uli were presented in equal proportions, then biased to one side, then bal-
anced. Not surprisingly, the data show a negative correlation between the
orientation bias of the stimuli in the second condition and observers’ mean
responses, a negative aftereffect. While this negative correlation dominates
in the near past, the data also suggest a weaker, positive correlation with
stimuli seen in the more remote past (1000 trials). Critically, the aftereffect
observed in the second condition disappears before the end of that condi-
tion, which is a prediction of the predictive adaptation model (Chopin and
Mamassian, Current Biology, 2012). These results confirm earlier findings
highlighting the contribution of remote past history on perception Adap-
tation appears to be predictive in that the statistics of the remote past are
used to estimate a ‘norm’ against which present stimuli are compared.

Acknowledgement: French ANR- 12-BSH2-0006

33.3009 Rapid effect of high-frequency tRNS over the parietal
lobe during a temporal perceptual learning task Sarah Tyler' (sarah.

tyler@iit.it), Federica Conto', Lorella Battelli'? 'Center for Neuroscience
and Cognitive Systems, Instituto Italiano di Tecnologia, *Berenson-Allen
Center for Noninvasive Brain Stimulation and Department of Neurology,
Beth Israel Deaconess Medical Center, Harvard Medical School

Introduction. Transcranial random noise stimulation (tRNS) is a noninva-
sive neurostimulation technique in which random current levels applied to
scalp electrodes elicit temporary changes in cortical excitability (Terney et
al., 2008). This experiment explores modulatory effects of high-frequency
tRNS on neural plasticity during a temporal perceptual learning task. We
measured sensitivity to onset asynchronies (SOAs) during a temporal order
judgment task as a function of both practice and active stimulation. Meth-
ods. Twenty-four subjects were randomly assigned to one of four condi-
tions: hf-tRNS (up to 1000 Hz) over hMT+; hf-tRNS over parietal cortex;
sham stimulation; and behavior only. Subjects undergoing active hf-tRNS
were stimulated for 20 consecutive minutes concurrent with the task. Sub-
jects viewed two discs flickering black and white for 1000 ms at 7.5 Hz.
These discs were presented with onset asynchronies ranging from -66 ms
(left disc first) to +66 ms (right disc first). During the flicker cycle, each
disc was temporarily displayed as a Gabor for 133 ms (sp. frequency: 1.25
cycle/deg). Subjects judged whether the right or left disc appeared as a
Gabor first. Feedback was provided for five out of six blocks. Results. SOA
values across blocks were compared to determine sensitivity to the timing
of Gabor onsets. As the experiment progressed, subjects exposed to pari-
etal hf-tRNS were significantly better at correctly judging temporal order
of the embedded Gabor discs at small onset asynchronies (F(3,20)=14.37;
p = 0) as compared to all other conditions. Conclusions. Our results show
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the quick effect that parietal tRNS has in improving perceptual sensitiv-
ity during tasks that require attention to temporal patterns. These results
shows promising insight into the relationship between cortical stimula-
tion and neural plasticity, leading the way to neurostimulation as a pos-
sible therapy for patients suffering from neurological attention disorders.

33.3010 Human brain circuits for learning hierarchical temporal
structures Rui Wang' (rw517@cam.ac.uk), Yuan Shen?, Peter Tino?, Zoe
Kourtzi'; 'Department of Psychology, University of Cambridge, 2School of
Computer Science, University of Birmingham

Experience is known to facilitate our ability to extract regularities from
simple repetitive patterns to more complex probabilistic combinations
(e.g. as in language, music, navigation). However, little is known about
the neural mechanisms that mediate our ability to learn hierarchical struc-
tures. Here we combine behavioral and functional MRI measurements to
investigate the human brain circuits involved in learning of hierarchical
structures. In particular, we employed variable memory length Markov
models to design hierarchically structured temporal sequences of increas-
ing complexity. We first trained observers with sequences of four symbols
that were determined by their probability of occurrence (0.2, 0.8, 0, 0) and
then sequences determined by their temporal context. We measured perfor-
mance and fMRI responses before and after training on these two sequence
types. In each trial, we presented observers with a sequence of symbols
followed by a test stimulus. Observers were asked to indicate whether the
test stimulus was expected or not. Our results demonstrate that dissociable
brain circuits are involved in learning regularities determined by frequency
of occurrence vs. temporal context. In particular, learning occurrence
probabilities engaged frontal (inferior and middle frontal gyrus), parietal
(inferior parietal lobule) and superior temporal regions, while learning
temporal context engaged frontal (superior and medial frontal gyrus, cin-
gulate) and subcortical circuits (putamen). Fronto-parietal regions showed
increased fMRI responses to structured compared to random sequences
early in training while decreased responses after training. In contrast, in
subcortical regions, higher responses were observed for structured com-
pared to random sequences only after training. Our results are consis-
tent with the role of fronto-parietal circuits in identifying novel patterns,
and the involvement of subcortical regions in contextual learning. Thus,
our findings suggest that learning hierarchical structures is implemented
by fast learning of frequency statistics in fronto-parietal regions, while
conditional probability learning in subcortical regions later in training.

Acknowledgement: BBSRC, The Leverhulme trust, Wellcome trust

Color and light: Adaptation and constancy
Sunday, May 17, 8:30 am - 12:30 pm
Poster Session, Banyan Breezeway

33.3011 Monocular and binocular mechanisms mediating flicker

adaptation Xiaohua Zhuang' (zxhelsa@gmail.com), Steven Shevell'?;
'Institute for Mind and Biology, University of at Chicago, Chicago,

USA, ?Department of Psychology, University of Chicago, Chicago, USA,
*Department of Ophthalmology & Visual Sciences, University of Chicago,
Chicago, USA

Purpose: Is the loss of contrast sensitivity following exposure to flicker
(flicker adaptation) mediated by a mechanism at a monocular level, bin-
ocular level or both? New experiments address this by exploiting the
observation that flicker adaptation is stronger at higher than lower tem-
poral frequencies. Methods and Results: Experiment I used 3Hz square-
wave 50%-contrast flicker with an incremental pulse at 1/4 duty cycle
(83-msec pulse in each 333-msec cycle). Binocular contrast sensitivity
was measured following adaptation to in-phase flicker in both eyes or
180-degree out-of-phase flicker. At the binocular level, the flicker rate is
6Hz in the out-of-phase condition if the two eyes’ pulse trains sum up.
This would cause stronger adaptation than binocular 3Hz flicker in the
in-phase condition. However, similar sensitivity reduction was found in
both phase conditions, as expected for independent monocular adapt-
ing mechanisms. Experiment II tested for interocular transfer of adapta-
tion between eyes. Monocular left-eye contrast sensitivity was measured
following adaption to (i) 10%-contrast flicker in only the left eye or (ii)
50%-contrast flicker in only the right eye. In addition, (iii) adaptation in
both eyes simultaneously was tested with 10%-contrast flicker in the left
eye and 50% in the right. Various phase differences between eyes were
tested. Left-eye flicker (10%) alone caused the largest left-eye contrast-sen-
sitivity reduction, though right-eye flicker (50%) alone caused some left-
eye sensitivity loss. When presented in-phase, left-eye (10%) and right-eye

(50%) flicker together resulted in similar left-eye sensitivity reduction as
for right-eye flicker (50%) alone. Conclusion: Flicker adaptation was stron-
gest when adapting and testing in only the same eye. Adaptation can be
partially transferred interocularly with adaptation in only the opposite
eye. Moreover, monocular adaptation was weakened when both eyes
were adapted simultaneously at different contrasts. Thus flicker adapta-
tion results from mechanisms at both the monocular and binocular levels.

33.3012 Color constancy revisited: A better approach David Weifs’

(david.weiss@psychol.uni-giessen.de), Marina Bloj?, Karl Gegenfurtner';
'Department of Psychology, Justus-Liebig-University Giessen, ?Bradford
School of Optometry and Vision Sciences, University of Bradford

All established measures for color constancy come with methodological
problems or serious constraints. They rarely capture our everyday expe-
rience of the phenomena. Here we present a new and intuitive approach
that allows us to measure constancy for arbitrary colors without multiple
illuminants in the scene. Participants (N=17) were asked to bring a per-
sonal object (e.g. scarf) that had for them a well-defined colour that they
were confident they could identify in absence of the object. Without the
object being present, participants were asked to select from the Munsell
Book of Color (Glossy Edition) the chip that best represented the colour
of their chosen object. They performed the task first in a room under neu-
tral daylight illumination and in two other rooms that had non-daylight
illuminations provided by windows covered with filters. The task was
performed twice in each room but always on different days. The filters
induced substantial changes in the objects’ color coordinates by 24 (purple
filter) and 28 (green filter) Lab units. Before selecting the chip, partici-
pants adapted to the illumination while performing a color sorting task.
Under each of the three illuminations, we measured the Lab coordinates
of the objects, the illumination and the selected chips. We also selected
the chip that best matched the object in its presence. In this task, our par-
ticipants were perfectly color constant. The change in the objects’ color
coordinates under the illumination changes was equalled by the changes
in the color coordinates of the chips selected under the different illumi-
nants. On average, 99.2% (+/- 3.6% s.e.) constancy was achieved. There
was no significant difference for the two filter conditions. Our results show
that perfect color constancy can be achieved in a task and conditions that
are highly representative of the uses of color constancy in everyday life.

Acknowledgement: DFG-SFB/TRR135

33.3013 Brightness induction reveals changes in neural response
time to changes in stimulus contrast Karen Gunther' (guntherk@
wabash.edu), Jacob Owens'; 'Psychology Department, Wabash College

We explore whether brightness induction can be used to reveal changes
in neural response time to changes in stimulus contrast. Brightness induc-
tion is a phenomenon in which the brightness of a stimulus is influenced
by its surrounding context (e.g., Chevreul, 1839/1987; Shevell, Holliday
& Whittle, 1992). For example, a red dot surrounded by the color black
appears brighter than a red dot surrounded by the color white when both
red dots are the same intensity. Neurophysiological studies (e.g., Shapley
& Victor, 1978; Solomon & Lennie, 2005) have shown that as the contrast
of a stimulus decreases, the neuronal response time increases. Subjects
performed a brightness induction heterochromatic flicker photometry
task (HFP, 5Hz; Gunther & Dobkins, 2005) in three conditions: red intense
(bull's-eye dot stimulus with a red center [3.5° diameter] and black sur-
round [6° diameter] alternating with a bull’s-eye dot with a green center
and white surround), green intense (green is paired with black, red with
white), and a non-induction control (red and green dots alternating with
no inducing annulus). Subjects performed HFP (minimize flicker by adjust-
ing relative red/green luminances) on the red/green central dot for each
induction condition. The red/green center dot was presented at seven
contrasts (25-60% of the maximum possible on the monitor; 6.99-8.24%
root mean square cone contrast), in seven linear steps. The logic of the
induction paradigm is that as the contrast of the stimulus decreases, the
center should appear to flicker slower, thus becoming perceptually out of
phase with the inducing surround. At low enough contrasts, the center
may be perceptually 180° out of phase with the inducer, thus appearing
as assimilation instead of induction. The HFP settings do show changes in
induction magnitude with contrast, reflecting changes in neural response
time. Results are not yet statistically significant - data collection continues.

33.3014 Asymmetries and spatial gradients in color and brightness

induction Romain Bachy' (rbachy@sunyopt.edu), Qasim Zaidi'; 'Gradu-
ate Center for Vision Research, SUNY Optometry
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We tackle two issues in color/brightness induction with a new measure-
ment method. First, there are reports of asymmetry in the literature that
dark induction is stronger than light induction, but these claims are based
on experiments that did not separate adaptation effects from lateral interac-
tions. Second, the magnitude of induction is generally reduced by spatially
separating the test and surround, and by decreasing the physical contrast
between them, so blurring the edge between the test and the surround
should reduce the magnitude of induction, but this has not been tested
experimentally. In our method, observers viewed a centrally fixated annu-
lus (0.66° to 2.0°) surrounded by a 12° square. The edges between the annu-
lus and its surrounds had either a square (sharp) or sinusoidal (blur) gradi-
ent. The color of the square was modulated for 0.5 seconds as a half-sinusoid
between mid-Grey and one of the six poles of DKL space, roughly Light,
Dark, Red, Green, Yellow, Blue. When the annulus was steady at mid-Grey,
observers perceived an induced color/brightness shift towards the com-
plementary pole. The magnitude of the perceived shift was measured as
the amplitude of real modulation needed to null it, using a double-random
2AFC staircase-procedure. Each block of trials alternated surround modu-
lation between complementary poles to keep adaptation at the mid-Grey.
This method estimates stronger induction effects than any other method.
Across 2 observers, there were no consistent asymmetries in induction
along any of the 3 color axes, suggesting that previously reported asymme-
tries reflect adaptation effects rather than lateral interactions. Spatial blur
did not reduce the magnitude of induction, and in some cases seemed to
increase the effect. The lack of effect of moderate blur on induction mag-
nitude, suggests that neural models pooling the outputs of spatial filters
may be a better representation than models incorporating edge detection.

Acknowledgement: EY007556, EY013312, SUNY-BNE

33.3015 Adapting to an “aged” lens Katherine Tregillus' (kemtre-

gillus@gmail.com), John Werner?, Michael Webster'; 'Department of
Psychology, University of Nevada, Reno, “Department of Ophthalmology
& Vision Science Department of Neurobiology, Physiology & Behavior,
University of California, Davis

Color appearance is effectively compensated for the progressive yellowing
of the lens with age, but the time course and mechanisms of these adjust-
ments remain poorly understood. We examined how observers adapted to
the sudden introduction of an “aged lens” by wearing glasses with yellow
filters that approximated the average lens transmittance of a 70 year old
at shorter wavelengths. The glasses were worn over a period of 5 days
for 8 hours per day while the individuals (4 young adults) pursued their
normal activities. Achromatic settings were measured before and after each
daily exposure with the glasses on or off, with each setting preceded by
5 minutes of dark adaptation to remove biases owing to short-term chro-
matic adaptation. Stimuli were 2 deg fields shown for 250 msec with 1.5 sec
intervals and displayed on a CRT. The chromaticity varied in a staircase
and was confined to the axis extending through a nominal white point of
[luminant E with or without the glasses. Over repeated days there was
a weak but progressive drift of the achromatic settings toward blue, con-
sistent with a partial renormalization for the yellow lens. By the 5th day
this averaged roughly 40% of complete compensation. This drift was also
evident in the settings made at the beginning versus end of each daily
session when the glasses were on, which again showed partial compen-
sation. Surprisingly, the adaptation build-up on each day was not accom-
panied by an aftereffect when the glasses were removed (and after dark
adapting) at the end of the day. This could reflect a contribution of a con-
text-specific adaptation contingent on wearing the glasses. Our results
are consistent with evidence (e.g. Delahunt et al. Visual Neuroscience
2004) pointing to a very sluggish mechanism underlying renormaliza-
tion of color appearance as the spectral characteristics of the lens change.

Acknowledgement: EY-10834, NIA AG 04058

33.3016 Perceiving the average color Siddhart Srivatsav', Jacquelyn

Webster', Michael Webster'; 'Department of Psychology, University of
Nevada, Reno

The average color in a scene is a potentially important cue to the illumi-
nant and thus for color constancy, but it remains unknown how well and
in what ways observers can estimate the mean chromaticity. We examined
this by measuring the variability in “achromatic” settings for stimuli com-
posed of different distributions of colors. The displays consisted of a 15
by 15 palette of colors shown on a gray background on a monitor, with
each chip subtending 0.5 deg. Individual colors were randomly sampled
from varying contrast ranges along the luminance, S and LM cardinal axes.
Observers were instructed to adjust the chromaticity of the palette so that
the mean was gray, with variability estimated from 20 or more repeated

settings. This variability increased progressively with increasing con-
trast in the distributions, with large increases for chromatic contrast but
also weak effects for added luminance contrast. Signals along the cardi-
nal axes are relatively independent in many detection and discrimination
tasks, but showed strong interference in the white estimates. Specifically,
adding S contrast increased variability in the white settings along both
the S and LM axes, and vice versa. This “cross-masking” and the effects
of chromatic variance in general may occur because observers cannot
explicitly perceive or represent the mean of a set of qualitatively different
hues (e.g. that red and green hues average to gray), and thus may infer the
mean only indirectly (e.g. from the relative saturation of different hues).

Acknowledgement: Supported by EY-10834

33.3017 Effect of achromatic afterimage on spatial chromatic
induction Guillaume Riesen' (guillaume.riesen@gmail.com), Gennady
Livitiz', Rhea Eskew?, Ennio Mingolla'; 'Computational Vision Labora-
tory, Department of Communication Sciences and Disorders, Northeast-
ern University, Department of Psychology, Northeastern University

It is known that visual stimuli with luminance contrasts produce afterim-
ages of opposite contrast following adaptation. A bright figure on a dark
surround gives an afterimage of a dark figure on a bright surround. How-
ever, the exact nature of these afterimages is unclear -- does the visual
system treat them the same as it does luminance contrasts from real light?
We used spatial chromatic induction to explore this question. Spatial induc-
tion occurs when a colored surround induces its complement into a figure.
This effect is maximized at equal brightness, and is eliminated when there
are high-contrast edges between the figure and ground. Could brightness
contrast from an afterimage be used to cancel the luminance contrast in
a test display, thereby producing equiluminant conditions and restoring
spatial chromatic induction? We used neon color spreading stimuli (grids
of colored lines over achromatic backgrounds) to allow for fine control of
luminance independent of hue - the luminances of the backgrounds can
be manipulated separately from the grids themselves, which provide chro-
maticity. Participants were presented with a test stimulus which showed
little chromatic spatial induction due to luminance contrast between the
figure and background. This stimulus was then alternated with an adap-
tation stimulus which moved from uniform gray to a maximum contrast,
under participants’ control via a knob. Participants were instructed to
find the adaptation stimulus which resulted in the strongest perception
of hue within the figure region of the test stimulus. Results suggest that
the afterimage integrated with the test stimulus, reducing the edge con-
trast and enhancing spatial chromatic induction. This would indicate that
the integration of an afterimage with real light precedes the neural com-
putations that determine the strength of color induction. This method also
offers a potential way to quantify the luminance contrast in an afterimage.

Acknowledgement: Supported in part by CELEST, an NSF Science of Learning
Center (SBE-0354378 and SMA-0835976) and NSF BCS-1353338

33.3018 Canceling a Hue of a Negative Afterimage in Solid and
Perceptually-Filled Color Images Gennady Livitz' (glivitz@gmail.
com), Guillaume Riesen', Ennio Mingolla', Rhea Eskew? 'Computational
Vision Lab, Department of Communication Sciences and Disorders, Bouvé
College of Health Sciences, Northeastern University, 2Psychology Depart-
ment, Northeastern University

A negative afterimage is perceived as having a color “opposite” to those
of the adapting stimulus. We investigated the effects of afterimages on
the perception of color stimuli, as well as their effects on spatial chromatic
induction. Anstis et al. (1976) showed that the effects of direct light stimula-
tion could be integrated with the chromatic perception resulting from tem-
poral (color adaptation) and spatial color contrast. This could be an additive
interaction, meaning that a negative afterimage could be canceled either by
light of the same chromaticity or by a complementary surround. In a series
of hue cancellation experiments, observers judged the chromatic neutrality
of a test after adapting to a colored image. In the experiments with direct
light stimulation, observers were instructed to change the saturation of the
test stimulus, which had the same hue as the adapting light, until the test
figure appeared chromatically neutral. The spatial contrast procedure was
similar except that observers adjusted the surround of the test stimulus to
cancel the afterimage using spatial chromatic induction; in this case, the sur-
round hue was complementary to the adapting stimulus. Results show that
afterimages are either not complementary, do not mix additively with color
stimuli, or both. For many of the adapting colors, the hue of the subsequent
test did not appear neutral at the observer’s settings; observers were able to
reduce the saturation of the test but not make it look grey. This non-com-
plementarity was most pronounced in the afterimage of a blue stimulus.
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However in afterimages caused by perceptually-filled (neon color) stim-
uli, the interactions were more like additive mixing and the final percept
came closer to chromatic neutrality. This difference may be related to the
tendency of afterimages to be perceived as filters over solid stimuli while
additively mixing with perceptually-filled surfaces from neon stimuli.

Acknowledgement: Supported in part by CELEST, an NSF Science of Learning
Center (SBE-0354378 and SMA-0835976) Dr. Eskew was supported by NSF BCS-
1353338

33.3019 lllumination discrimination depends on scene surface
ensemble Avery Krieger' (krave@sas.upenn.edu), Hilary Dubin', Bradley
Pearce?, Stacey Aston?, Anya Hurlbert?, David Brainard', Ana Radonji¢’;
'Department of Psychology, University of Pennsylvania, USA, *Institute of
Neuroscience, Newcastle University, UK

The ability to discriminate between scenes under different illuminations
may provide insight into how the visual system represents and perhaps
discounts changes in illumination (Pearce et al. 2014). Here we examine
whether there is an interaction between sensitivity to illumination changes
in different chromatic directions and the chromaticity of the surfaces in
the scene. Simulated stimulus scenes were rendered hyperspectrally using
RenderToolbox3 and displayed stereoscopically. Each scene was specified
as a room covered with rectangular, uniform matte surfaces of widely
different colors. Across the three surface ensembles used, the shape and
position of surfaces was fixed but their assigned surface reflectance varied.
Under simulated illuminant D67, one surface ensemble was roughly ‘neu-
tral” in average chromaticity (mean xy: [0.32, 0.35]), while the other two
were ‘reddish-blue’ ([0.36, 0.34]) and “yellowish-green’ ([0.39, 0.42]) relative
to it. For each ensemble we measured illumination discrimination thresh-
olds along four different chromatic directions (‘blue’, ‘yellow’, ‘red” and
‘green’) using a staircase procedure. The subjects viewed the target scene
(simulated illuminant D67) and two comparison scenes — one identical to
the target and another rendered under the test illuminant — and judged
which of the comparison scenes matched the target. Varying average scene
chromaticity had an effect on illumination discrimination thresholds, and
that effect was different for different illuminant-change directions. Nota-
bly, thresholds for the ‘blue’ illumination-change direction were higher
for the ‘yellowish-green’ surface ensemble than for the ‘neutral’ (+5.6AE)
and ‘reddish-blue’ (+6.1AE) ensembles, while thresholds for the ‘red” illu-
mination change-direction were lowest for the ‘reddish-blue’ ensemble
(-3.7AE relative to the ‘neutral’; -4.1AE relative to the ‘yellowish-green’
ensemble). Our results show that characterization of illumination discrimi-
nation must take the scene surface ensemble into account, and that the rel-
ative discriminability of illumination changes in different chromatic direc-
tions is influenced by the average chromaticity of the surface ensemble.

Acknowledgement: NIH RO1 EY10016 NIH P30 EY001583

33.3020 Spatial ratios of cone excitations from natural scenes
over the course of the day David Foster' (d.h.foster@manchester.ac.uk),
Kinjiro Amano’, Sérgio Nascimento?; 'School of Electrical & Electronic
Engineering, University of Manchester, Manchester M13 9PL, UK, *Centre
of Physics, University of Minho, Campus de Gualtar, 4710-057 Braga,
Portugal

The light reflected from natural scenes varies markedly during the day. In
addition to spectral changes in the illumination on a scene from the sun
and sky, the geometry of the illumination alters with the sun’s elevation
and cloud cover and with changes in local surface shadow, mutual reflec-
tion, and haze. One low-level visual signal that offers an invariance to
spectral changes in illumination is the spatial ratio of cone photoreceptor
excitations generated in response to light reflected from points or surfaces
in a scene. Such a signal may indeed provide a basis for several kinds of
color judgments. But it is not obvious that these ratios are also invariant
under geometric changes in illumination. The question of this invariance
was addressed here by analyzing sequences of time-lapse hyperspectral
radiance images from five outdoor rural and urban scenes. The images
were acquired with a hyperspectral camera with spatial resolution 1344 x
1024 pixels and line-spread function that was approximately Gaussian with
standard deviation 1.3 pixels at 550 nm. In each scene, 10,000 pairs of points
were sampled randomly and for each pair the deviation in spatial cone-ex-
citation ratios were estimated at successive times of day. Averaged over
scenes, time intervals, spacings of the pairs of points, and cone classes, the
mean relative deviation in ratios (i.e. the symmetric mean absolute percent-
age error) was more than 20%, much greater than the 4% found with pure
spectral changes in illumination. But when time intervals were restricted
to about an hour or less and pair spacings to 4 pixels or less, the mean
relative deviation fell to 7% and for four of the five scenes to 5%. For cone

signals adjacent in time and space, spatial ratios may provide a reliable
cue for making visual judgements even in a varying natural environment.

Acknowledgement: Engineering and Physical Sciences Research Council (grant
no. GR/R39412/01)

33.3021 Adaptation and compensation in anomalous trichromacy

Jawshan Ara' (jawshan@gmail.com), Solena Mednicoff', Michael Webster';
'Department of Psychology, University of Nevada Reno

Anomalous trichromats have two similar longer wave pigments and thus
reduced sensitivity to the reddish-greenish chromaticities carried by their
differences. However, a number of studies have found that in some anom-
alous observers the salience of these hues is much greater than predicted
by their sensitivity losses, consistent with a compensatory mechanism that
tends to normalize the gamut of their perceptual color space. We explored
the possibility that this could result in part from normal processes of con-
trast adaptation, by examining how normal trichromats would adapt to the
reduced range of color signals available to color deficient observers. Images
were 1/f noise with perceptually equated random variations in luminance
and chromatic (Sand LM) contrast. These images were then filtered with the
spectral sensitivities of a deuteranomalous observer, and were adjusted for
von Kries adaptation so that the mean chromaticity remained gray. Chro-
matic variations in the resulting images varied primarily in S-cone contrasts.
Observers adapted to a rapid sequence of the filtered images shown in a
4-deg field for 5 minutes, and then interleaved with briefly presented test
stimuli shown in the same field. The test images had the same luminance
contrast but a fixed chromaticity spanning the S vs LM space at 22.5 deg
intervals. The hue of the test was matched by adjusting the hue angle of a
comparison image presented in an unadapted field to the other side of fixa-
tion. Adaptation to the biased chromatic contrasts in the anomalous images
produced systematic biases in the perceived hue of the test images, consis-
tent with a selective loss in sensitivity to the adapting colors. Our results
suggest that in anomalous trichromats the losses in color contrast may lead
to selective contrast adaptation which may act to rebalance and thus partly
discount their sensitivity losses from their phenomenal color percepts.

Acknowledgement: Supported by EY-10834

33.3022 Robust color constancy with natural scenes in red-green
dichromacy Leticia Alvaro' (L.alvaro@psi.ucm.es), Julio Lillo', Humberto

Moreira', Joao Linhares?, Sérgio Nascimento?; 'Facultad de Psicologia,
Universidad Complutense de Madrid, 28883 Pozuelo de Alarcon, Espaiia,
*Centre of Physics, Campus de Gualtar, University of Minho, 4710-057
Braga, Portugal

Color discrimination in dichromats is impaired but the extent to which
their color constancy is affected remains unclear. This work compares
color constancy for red-green dichromats with normal observers. Stimuli
were generated using spectral reflectance data of natural scenes obtained
from hyperspectral imaging. Two scenes of rural and two of urban envi-
ronments were selected from the database of Foster et al. (2006, J. Opt.
Soc. Am. A, 23, 2359). Each scene was rendered with correlated color
temperature (CCT) in the range 4012-40231K (steps of 23.3 MK-1) along
the daylight locus. In this condition of pure illuminant change average
luminance was 10 cd/m2. Thresholds for detecting a change in CCT were
estimated with a 2AFC experiment with the stimuli presented on a cali-
brated CRT controlled by a ViSaGe MKII (Cambridge Research Systems)
in 24-bits-per-pixel true-color mode. Similarly to Pearce et al. (2014 PLoS
ONE 9(2): e87989), observers viewed the scene illuminated by 6700K and
then two images, one illuminated by either a higher or lower CCT. The
observers had to identify the image that looked different. Thresholds for
a pure luminance change were also estimated with similar methodology
but varying only the average luminance of the scenes. Four normal observ-
ers, two protanopes and one deuteranope were tested. Four mixed-model
ANOVA analyses didn’t reveal any significant main effect of scene or of
its interactions with group of observers (all P > 0.05). However, a group
effect was found for changes towards lower CCT [F(2,4) = 8.29, P < 0.05]
but indicating slightly higher color constancy for dichromats. These
results suggest that for red-green dichromats color constancy mecha-
nisms along daylight locus are at least as efficient as for normal observers.
Acknowledgement: This work was supported by FEDER through the COMPETE
Program and by the Portuguese Foundation for Science and Technology (FCT)
in the framework of the project PTDC/MHC-PCN/4731/2012 and by Ministerio
de Ciencia y Competitividad in the framework of the project PSI2012-37778. LA
was supported by Beca Santander JPI2014.
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33.3023 Lightness filling-in as a mechanism for achieving light-
ness constancy Michael Rudd'? (mrudd@u.washington.edu); 'Howard
Hughes Medical Institute, “Department of Physiology and Biophysics,
University of Washington

In a series of recent publications, I have proposed a neural model of light-
ness computation in which large cortical receptive fields spatially inte-
grate the outputs of oriented contrast detectors in V1/V2 (Rudd, 2010,
2013, 2014). The model explains quantitative data on perceptual edge
integration in lightness, as well as matching data from the staircase-Gelb
and Gilchrist dome paradigms. Here I demonstrate with computer sim-
ulations how lightness filling-in results from this same computational
model. The filling-in produced by the model differs from that of previous
filling-in models in which regions lying between surfaces boundaries are
‘colored in.” The current model instead envisions filling-in as a ‘trans-ob-
ject” mechanism that supports lightness constancy by establishing a uni-
tary lightness scale that applies to multiple surfaces and objects within
the visual scene. I demonstrate how a spreading achromatic color signal
that is not stopped by object boundaries can support constancy and at
the same time appear —but only appear—to be contained by object bor-
ders. The effect is achieved through the spatial interaction of spreading of
separate lightness and darkness signals that combine like waves to either
reinforce or cancel. A spreading darkness signal that encounters a lumi-
nance boundary can be partially cancelled by a lightness signal on the
other side of the border, thus producing the perceptual impression that
the darkness signal was stopped at the border. The model also accounts
for Gilchrist’s Area Rule, according to which larger area regions that are
not the highest luminance appear lighter than smaller regions having the
same luminance. The geometrical patterns of lightness spreading pro-
duced by the model depend on the shapes of the model receptive fields.
I present simulations produced under different assumptions about these
receptive field shapes and explain how they reflect the properties of neural
connections within the feedforward ventral pathway of visual cortex.

Perception and Action: Driving and
navigating

Sunday, May 17, 8:30 am - 12:30 pm

Poster Session, Banyan Breezeway

33.3024 Easter Egg Hunt Winners use Competition-Density Mini-
mizing Foraging Strategy to “Bring Home the Bacon” (and Eggs)
Steven Holloway' (sth@asu.edu), Michael McBeath', Kathryn Van Etten';
'Arizona State University

This study examines foraging strategy in the ecologically-valid, real-world
setting of a competitive Easter Egg Hunt. Foraging studies often test mar-
ginal value theorem (MVT), an optimality model that describes ideal forag-
ing behavior in patchy environments with diminishing returns. A typical
setting for studying MVT is picking in an apple orchard. Here, a forager
balances pursuit of nearby, smaller, lower-density reward trees with pur-
suit of more distant, larger, higher-density reward trees. The optimal MVT
apple-picking tactic has been shown to utilize a cost-benefit analysis of
these two pursuit strategies. However, such models omit the real-world
role of competitor behavior which complicates modeling but improves
ecological validity. To address this issue, we examined foraging behavior
in an Easter Egg Hunt. We analyzed competitive foraging behavior of 64
adults in an egg hunt with patchy egg distribution. We found that the most
successful hunters initially ignored nearby patches with densely distrib-
uted eggs when those patches were crowded with competitors. Instead,
top hunters favored running to distant patches with less dense egg-dis-
tributions and scant competition. Best performers also exhibited distinct
strategy stages, reorienting after the initial scramble removed easily vis-
ible eggs, and, then, methodically exploring crowded but difficult areas
that novices treated more cursorily. In contrast to apple orchards without
dynamic competition, the best strategy was not dominated by MVT plan-
ning phases of shortest-routes-to-densest-egg-distribution areas. Rather, it
was dominated by taking advantage of behavioral tendencies of competi-
tion and systematically changing strategies when the competitive environ-
ment fundamentally changed. Our findings support that standard traveling
salesman route-length minimization models, like MVT, can be improved
by incorporating dynamic competition variables that are fundamental to
many real-world foraging tasks. Egg hunters who initially minimize den-
sity of competition and later brave crowds to persistently scour tougher
terrains prove to be the ones who “bring home the bacon” (and eggs)!

Acknowledgement: None

33.3025 Neighbor influence on evacuation behavior in virtual and

real environments Max Kinateder' (max_kinateder@brown.edu), Wil-
liam Warren'; 'Brown University

Virtual reality (VR) enables the study of visually-guided behavior in situ-
ations that are otherwise not amenable to laboratory research. An exam-
ple is a fire evacuation scenario, in which building occupants have to find
their way to safety through smoke and flames, identify safe egress routes,
and avoid threats. First, however, it must be determined whether evacu-
ation behavior in VR is comparable to that in a real environment. We are
thus initially studying participant responses to a fire alarm in matched
virtual and real environments. The present experiment investigates how
the decision to evacuate is influenced by visual cues about a neighbor’s
behavior. In the Control group, a lone participant is exposed to a fire
alarm while performing a bogus task. In the Passive group, a participant
performs the same task with a confederate who ignores the fire alarm.
In the Active group, the confederate immediately leaves the room when
the fire alarm sounds. The gender of the participant is crossed with the
gender of the confederate. 75 participants experience the scenario in a real
environment (25 per group), and 75 others in a matched virtual environ-
ment presented in a wireless head mounted display (HMD), with avatars
of the confederates. In the real environment, two-thirds of participants
in the Control group evacuated the room. In the Active group, nearly all
did so, whereas in the Passive group all but one did. More female than
male participants evacuated in the Control group, but there were no other
gender effects. Data collection in the virtual environment is in progress,
and will be completed by spring. The findings thus far demonstrate a very
strong influence of neighbor behavior on a participant’s evacuation deci-
sion. The results will provide answers to the much-debated question of
whether evacuation behavior is similar in virtual and real environments.

Acknowledgement: Supported by NSF BCS-1431406, the Brown Center for
Vision Research, and the German Academic Exchange Service

33.3026 The surprising utility of target drift in natural heading

judgements Li Li' (lili@hku.hk), Simon Rushton?, RongRong Chen’, Die-
derick Niehorster'; 'Department of Psychology, The University of Hong
Kong, Hong Kong, School of Psychology, Cardiff University, UK

Gibson (1950) proposed that optic flow provides information about the
direction of self-motion (heading) relative to objects in the environment.
Llewellyn (1971) pointed out that the change in egocentric direction of
an object, “drift”, also provides information about whether an observer
is passing to the left or right of the object. We compared the precision of
heading judgements with flow and drift cues, presented in isolation, and
together. With flow alone, observers were quite precise (< 1°), but observ-
ers were more precise with drift, and equally precise with drift alone and
with both flow and drift. Next we examined how precision changed with
display duration (0.2-1.6s). There was evidence of cue-combination at 0.2s
but at longer durations the precisions for the drift and both cue conditions
were similar and lower than for the flow condition. To explore whether
flow contributes at all with display durations longer than 0.2s, we repli-
cated the 0.4s condition and also measured reaction times. Lower reaction
times when flow was available suggested that flow does contribute. We
next checked to see whether poorer precision in the flow condition was
due to the fact that the object probe was presented after the stimulus dis-
play. We ran an experiment in which we added simulated gaze rotation
noise in the range between -1 and +1°/s in the display to perturb the drift
signal. This led to a drop in the precision of heading judgements. We then
added a simulated gaze rotation at +1 or -1°/s. This led to not only a larger
reduction in the precision but also a large systematic difference in the
accuracy of heading judgments between the two rotation rates, suggest-
ing drift dominating flow. We conclude that target drift is a surprisingly
powerful cue for the perception of naturalistic object-relative heading.
Acknowledgement: Hong Kong Research Grant Council (HKU 7460/13H

& 7482/12H), The Serena Yang Educational Fund, UK Economic and Social
Research Council (ES/M00001X/1)

33.3027 Distinct spatial and temporal discounting during decision
making in humans James Thompson' (jthompsz@gmu.edu), Martin
Wiener', Kelly Michaelis?, '"Department of Psychology, George Mason
University, Fairfax, VA, ?Interdisciplinary Program In Neuroscience,
Georgetown University, Washington, DC

When given the choice between a smaller reward now and a larger reward
at some time in the future, individuals discount the delayed reward as a
function of the delay, and choose the more immediate option. Less com-
monly studied in humans is the effect of spatial discounting, where one
must choose between a close reward and a farther one. In general, people
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tend to give less weight to geographically distant effects than to local effects
- for example, the willingness to pay to live further away from undesirable
facilities decreases exponentially as a function of distance. So-called spatial
discounting has been harder to demonstrate in the lab: a target’s distance
is often confounded by the time it will take to reach it. Across two experi-
ments using a virtual environment, we compared spatial and temporal dis-
counting (Experiment 1) and designed a spatial discounting task in which
we isolated the effects of distance on discounting (Experiment2). Our first
experiment (n=22) replicated previous findings of a hyperbolic discount-
ing effect in the temporal domain. We also observed the same finding in
the spatial domain, with longer/farther rewards progressively discounted.
In the second experiment (n=21), subjects again performed the spatial dis-
counting task, but this time the walking speed varied between trials. We
found that participants discounted rewards that were farther away rela-
tive to those that were closer, even when the time taken to reach the two
rewards was the same. These results demonstrate spatial discounting in
humans that is distinct from temporal discounting, suggesting a coding of
reward distance that is distinct from the time taken to travel to the reward.
These results have important implications for understanding spatial deci-
sion making in individuals in relation to their environmental surrounds.

Acknowledgement: Office of Naval Research Award N0O0014-10-1-0198

33.3028 Anchoring the internal compass: The role of geometry and
egocentric experience Nicole Paul' (paulnic@sas.upenn.edu), Steven
Marchette', Russell Epstein'; 'Department of Psychology

The ability to represent one’s orientation (i.e. heading) relative to a fixed
reference frame is an essential component of spatial cognition. In a previ-
ous study (Marchette et al., 2014), we found that subjects use local envi-
ronmental boundaries (i.e. walls) to anchor their sense of direction when
they re-instantiate spatial views from a newly-learned environment. Here
we investigate the role of egocentric experience in shaping this anchor-
ing process. In three experiments, subjects learned virtual environments
containing several target objects. On test trials, they re-instantiated views
from the environment and reported the locations of target objects. To assess
heading codes, we analyzed priming for repetition of imagined heading
across successive trials. Exp. 1 tested whether egocentric experience could
“break” geometric symmetry by training subjects in a symmetric (rectan-
gular) room but beginning every learning trial with the subject facing the
same direction. Priming was observed for views facing the same direction
but not for views facing geometrically identical corners, indicating that the
egocentric orientation during learning had an effect. In Exp. 2, geometry
and egocentric experience were put into conflict using a “hairpin” maze
consisting of rectangular corridors linked together to form a single path.
Once again, egocentric experience broke the geometric symmetry: prim-
ing was obtained between views facing the same direction along the path
of travel during learning but not between views facing the same absolute
direction. Exp. 3 tested whether egocentric experience alone sufficed to
anchor heading codes even in the absence of geometric boundaries by using
an environment in which travel was constrained by “moats” rather than by
walls. In this case, we observed no heading priming. Taken together, these
results suggest that environmental boundaries are essential for anchoring
one sense of direction, but that egocentric experience plays an important
role in distinguishing between headings when geometry is ambiguous.

33.3029 Predicting Steering Control Performance from Coherent
Motion Performance Bobby Nguyen' (bhnguyen@wichita.edu), Rui Ni',
John Plummer'; 'Psychology Department, Wichita State University

Integrating visual information spatially and temporally is important in
motion perception and in many daily activities, such as steering in a driving
task. Our recent research showed that reduced optic flow quality and quan-
tity impaired steering performance under reduced visibility conditions.
However, it is not clear how spatial and temporal integration of visual infor-
mation is related to steering control under low visibility conditions. In the
current study we examined whether spatial and temporal integration per-
formance on coherent motion tasks under low visibility could predict per-
formance on a steering control task under low visibility for younger drivers.
In the coherent motion task, displays consisted of either a 2D or 3D array
of dots, in which a portion of the dots moved in a uniform direction (i.e.,
coherency) and the remaining dots moved in random directions (i.e., noise).
Participants were asked to identify the perceived direction of the coherent
dots (in 2D displays) or to identify the perceived moving direction of the
viewer (in 3D displays). Dot density and dot lifetimes were manipulated
while coherency threshold was measured using the best BEST procedure. In
the steering control task, participants viewed a 3D array of moving random
dots and were asked to respond to a sinusoidal perturbation to their lateral
position, simulating a driving behavior. Forty participants performed the

coherent motion task and the steering control task. We found that temporal
and spatial integration of the stimuli, and not display type, affected perfor-
mance on the coherent motion task. A structural equation model revealed
that coherent motion performance accounted for nearly 30% of steering
control performance. These results suggest that under reduced visibility
conditions, temporal and spatial integration of visual information may play
an important role in certain aspects of driving, such as steering control.

33.3030 Prospective steering control is influenced by retinal flow
Richard Wilkie' (r.m.wilkie@leeds.ac.uk), Callum Mole', George Koun-

touriotis?, Jac Billington'; 'School of Psychology, University of Leeds,
“Institute of Transport Studies, University of Leeds

Both retinal flow and visible road edges are potentially useful sources of
information when steering down a road. Influential models of driving
have identified a role for “near” and “far” road edge components, but
it has been shown that flow is used even when complete road edges are
present (Kountouriotis et al., 2013). The aim of the present study was to
assess whether flow is used when different road edge components were
available. We tested 20 participants steering through a virtual reality com-
puter simulated environment while fixating a point on the road ~2s ahead.
Flow was systematically manipulated independent of the veridical road
edges, so that use of flow would lead to predictable understeer or over-
steer (the flow speed was altered proportional to veridical flow by: .5, .75,
1, 1.25, 1.5). We also varied road edge information by using 7 combina-
tions of Near road (‘N”: up to .5s ahead), Middle road (‘M’: from .5s to 1s
ahead) and Far road (‘F’: from 1s to horizon) information. As predicted,
steering systematically changed according to flow speed, but the magni-
tude of the flow-induced bias varied depending on the road-edge compo-
nents that were visible. The presence of Far road increased the influence
of flow, with flow bias most evident in F and N+M+F conditions. Simi-
lar results were observed when participants were free to look where they
preferred. It seems that flow predominantly interacts with prospective
steering control rather than the immediate correction of steering errors.

33.3031 Steering control using feedback from near road edges
does not rely upon retinal flow. Callum Mole' (ps09c2m@Ileeds.ac.uk),

Georgios Kountouriotis?, Jac Billington', Richard Wilkie'; 'School of Psy-
chology, University of Leeds, *Institute for Transport Studies, University
of Leeds

There are two potentially useful sources of information when steering
along a road: retinal flow and road edges. Influential models of driving
have examined the distinct roles of “near” and “far” road edge compo-
nents, but it has been recently shown that flow is used even when road
edges should be sulfficient to control steering (Kountouriotis et al., 2013).
The aim of the present study was to assess the use of flow when differ-
ent road edge components were present. Participants steered along a
computer simulated road on a textured ground plane, travelling at a con-
stant speed (generating retinal flow). Flow was manipulated independent
of the veridical road edges, so that use of flow would cause systematic
changes to steering. Additional translation components were added to
flow by moving the ground (at a speed of .75ms or 1.5ms) perpendicular
to the ideal direction of travel towards the outside of the bend (predicted
understeer; Fig 1A), towards the inside of the bend (predicted oversteer;
See Fig 1B), or flow remained veridical (no additional translation). We
also varied road edge information by displaying 7 combinations of Near
road ("N’: up to .5s ahead), Middle road (‘M’: from .5s to 1s ahead) and Far
road ('F’: from 1s to horizon) information. As predicted, steering system-
atically changed across the flow manipulations, however, the magnitude
of the flow-induced bias varied depending on the road edge components
that were visible. The presence of N seemed to decrease the influence of
flow: flow bias was weakest for N+M+F (complete road), N, N+M condi-
tions, and strongest for F conditions (see Fig 2). While these findings con-
firm previous observations that the visual-motor system uses flow despite
the presence of veridical road edge information, it appears that flow is
less influential when the immediate error correction signal is being used.

Acknowledgement: Emma & Leslie Reid Scholarship

33.3032 Steering along curved paths is influenced by global flow
speed not speed asymmetry Georgios Kountouriotis' (g.kountourio-
tis@leeds.ac.uk), Callum Mole?, Natasha Merat', Peter Gardner?, Richard
Wilkie? 'Institute for Transport Studies, University of Leeds, 2School of
Psychology, University of Leeds

Retinal flow, the pattern of motion caused by self-motion through a tex-
tured world, is used to control steering. Our previous work has shown
that flow asymmetries influence humans steering along demarcated
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paths, with different textures on either side of the path causing biases
consistent with participants reducing flow asymmetries (Kountourio-
tis et al., 2013). To test whether asymmetries in speed also bias locomo-
tor control, participants were asked to steer a series of curved trajectories
in a virtual reality simulated environment. Regions of the ground plane
either side of a visible bounded path were rotated at different speeds to
create flow asymmetries. The manipulation varied (i) Asymmetry Direc-
tion: whether the ground to the inside of the bend moved slower or faster
than the outside of the bend, (ii) Asymmetry Size: whether the differ-
ence in speeds of the two regions was a small gap or a large gap, and (iii)
Global Flow Speed: whether the average speed across both regions was
slower than, the same as, or faster than the actual locomotor travel speed.
The results suggest that participants did not simply equalise the flow vec-
tors (i.e. steer towards the slower-moving region) since asymmetry size
and direction did not systematically alter steering. Instead, participants
were influenced by the global flow speed, whereby faster global flow
led to greater oversteer (towards the inside of the bend) and vice versa.
Importantly, steering biases occurred despite the visible path providing
splay angle information across all conditions. We conclude that global
flow speed is used to control locomotor steering even when travelling
along visible paths that provide alternative useful sources of information

Acknowledgement: EPSRC UK

33.3033 Visual Perception and Illusions in a Driving Simulator -
Little Cars, Big Signs Stacy Balk' (Stacy.balk.ctr@dot.gov), Vaughan
Inman', William Perez'; "Transportation Solutions and Technology Appli-
cations Division, Leidos

One of the tools that the United States Federal Highway Administration
uses to evaluate highway infrastructure —signs, roadway markings, and
geometric features—is a driving simulator. The nature of the research
necessitates that important visual information is perceived similarly in the
simulated world as in the real-world. Perceptual mismatches can lead to
incorrect assumptions about driver behaviors and understanding of new
or novel roadway designs. Because of limitations in simulator projector
technology, and the lack of true depth in images projected onto a cylin-
drical scene, it is often necessary to adjust the size of projected objects. The
objects may need to be scaled up or down relative to 1:1 equivalence of
image projected on the retina in order to produce a detectable object or
a desired apparent distance. For example, to achieve an appropriate leg-
ibility distance for highway signs, signs are scaled up to achieve a mean
legibility distances of 1 inch of letter height per 60 feet of (simulated)
viewing distance. On the other hand, to attain a 1:1 correspondence with
real-world following distances between the subject vehicle and the vehi-
cle ahead, simulated vehicles are scaled down to 75 percent of the correct
retinal image size. The methods and theories for arriving at these scale
factors are described. The need to scale up highway signs is believed to
be related to resolution and contrast limitations of current technology
projectors. The need to scale down vehicle sizes may be the result of a
Ponzo illusion, in which the converging lines of highway lane markings
distort the apparent size of vehicles ahead. Before using a driving stim-
ulator to conduct studies of driver perception or behavior in response to
out of vehicle stimuli, it is important to examine assumptions concerning
the size of projected images and their detectability and perceived distance.

Acknowledgement: FHWA Contract DTFH61-13-D-00024
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33.3034 Object constancy from view-based models of the face.
Jevgenija Beridze' (jevgenija.beridze@gmail.com), Shin’ya Nishida?, Alan
Johnston®; 'Cognitive, Perceptual and Brain Sciences, University College
London, °NTT Communication Science Laboratories, Nippon Telegraph &
Telephone Corporation, Atsugi Kanagawa, Japan, *Cognitive, Perceptual
and Brain Sciences, University College London

Recognising a familiar face in various poses is a challenging computational
task that the human visual system can solve with remarkable ease. Cur-
rent theory favours a view-based approach to object constancy over an
object-centred approach but are different views of an object only related
through association? We investigated whether it is possible to reconstruct
a view of the face from another viewpoint. We recorded high quality,
high frame rate videos of the moving human face, simultaneously from
six cameras separated by 19 degrees in a horizontal arc around the face.
The videos sequences from each perspective view were converted into

separate image files and concatenated to form a sampled panoramic
view of the face for each time point. We then expressed each multi-view
image in terms of the vector field required warp the multi-view frame
onto a reference multi-view frame and the resulting warped multi-view
image. Principal components analysis (PCA) was used model the varia-
tion in these vectors. A PCA model can be cast as a content addressable
memory. From the multi-view vector we removed the data from all but
one view, setting the values for those other views to zero. We projected
this partial representation back into the principal component model, regen-
erating the other views. We found that the reconstruction was effective,
although there were some differences from the ground truth (reconstruc-
tion using all views). We found that summing up loadings for the partial
representations projected into the space gave the loading for the full view
representation (ground truth). We were able to substantially improve
the single view reconstruction by multiplying the resulting loadings
by a scale factor. The scale factor differed over views but was consistent
over frames. Object constancy for the face may therefore be achieved
through the mapping of relative information between view based-models.

33.3035 A neurocomputational account of the magnitude of face
composite effects Sarah Herald? (bergsma@usc.edu), Manan Shah?, Xia-
okun Xu', Irving Biederman'?, Jordan Juarez?, 'Department of Psychology,
University of Southern California, 2Neuroscience, University of Southern
California

Identical top halves of two faces are more likely to be perceived as differ-
ent when their different bottom halves are aligned rather than offset. Here,
we demonstrate that the magnitude of the offset effect for each face can be
predicted from a model of overlapping receptive fields with tuning profiles
similar to the hypercolumns of simple cells in V1, although the cells are
likely in face-selective areas. Importantly, a single face part (e.g. the left eye)
is coded by multiple large receptive fields centered at a distance from the
face part (Fig. 1). When different bottom halves are aligned to the identical
top halves of faces, the large receptive fields centered on the top half of the
face will extend to the differing bottom halves, thus making the top halves
of the faces more dissimilar. By offsetting the differing bottom halves from
the identical top halves of two faces, the features of the bottom halves no
longer activate the large receptive fields centered on the top half of the face,
leading to more accurate judgments of the identical top halves as the same
(Fig. 2). The retention of early-level visual coding (Yue, Tjan, & Biederman,
2006; Xu, Biederman, & Shah, 2014) and the retinotopic representation of a
face template in FFA (de Haas et al., 2014) may explain why the offset effect
is unique to faces rather than the parts-based representation of objects.

Acknowledgement: NSF, 06-17699

33.3036 Bubble-Warp: a New Approach to the Depiction of High-
Level Mental Representation Daniel Gill' (daniel.gill@glasgow.ac.uk),
Lisa DeBruine', Benedict Jones', Philippe Schyns'; 'Institute of Neurosci-
ence and Psychology, University of Glasgow

Humans have the ability to process facial stimuli and compare them with
facial information retrieved from memory. Cues from an input can provide
information that enables the observer to infer bits of information about the
signaller’s identity, age, gender and other characteristics. Reverse correla-
tion methods can reveal the memorized information content, formed as a
classification image, that enables the perceiver to resolve these categoriza-
tion tasks. The most typical method adds white noise to a fixed template
serving as a basis. Though powerful, its main drawback is that it typically
produces a low resolution greyscale classification image with config-
ural cues restricted to those of the basis image. Here we present a novel
method to reveal a colourful high resolution classification image with no
configural limitation. We demonstrate the feasibility of the method with
two different categories: (i) facial untrustworthiness and (ii) identity. A set
of 40 color-calibrated images of female faces served as a ‘face basis set’.
All faces were delineated by 189 landmarks on a fixed set of salient facial
locations. On each trial, the observer saw a set of masked and randomly
chosen images. The masked image comprised a pixel-wise multiplication
of a randomly drawn image from the face basis set with a two-dimen-
sional mixture of randomly placed Gaussians (a.k.a. “Bubbles’, Gosselin
& Schyns, 2001). Observers were instructed to select, from the masked
images, the one that best fitted the target category (Untrustworthiness in
experiment 1 and identity in experiment 2). To reconstruct the classifica-
tion images, we first computed the average template of the landmarks of
the positively identified images (weighted by the height of the sampling
Gaussians). We then warped the positively identified masked images to
that average template. Finally, we averaged and scaled the warped images
to produce a colored classification image with no configural limitation.
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33.3037 Predicting face dissimilarity judgements from Basel Face
Space Jonathan O’Keeffe*! (jonathan.okeeffe@hotmail.co.uk), Kamila
Jozwik*'?, Stephen Engel?, Nikolaus Kriegeskorte'; '"Medical Research
Council Cognition and Brain Sciences Unit, Cambridge, UK, *Cambridge
Research Institute, The University of Cambridge, UK, *Department of
Psychology, University of Minnesota, Minneapolis, Minnesota

*contributed equally What makes two faces appear similar to each other?
We examined how the dissimilarity of pairs of faces depend upon the faces’
features. We used the Basel Face Space (BFS), a high dimensional coordi-
nate system where axes control facial features and each point is an individ-
ual face, to synthesize photorealistic faces. We generated pairs of faces that
varied systematically in the angle separating them in the space (0), and in
their distances from the average face (r1 and r2). We used a novel method
to collect dissimilarity judgments, in which subjects (n=26) placed each pair
of faces vertically on a large touch screen to indicate how dissimilar the two
faces appeared. The vertical axis was anchored by reference points denot-
ing identicality and total dissimilarity: pairs of identical face at the bottom
of the screen, and pairs of BFS antifaces at the top. We asked to what extent
different functions of the BFS coordinates of two faces can predict face
dissimilarity judgements. Candidate functions for predicting perceived
dissimilarity included (a) linear and (b) sigmoid functions of (1) the BFS
Euclidean distance between two faces and (2) linear combinations of the
polar angle between faces (8), and the two eccentricities (r1, r2) of the faces.
We fitted models with half the data and compared their predictive perfor-
mance on the other half. A sigmoid function of Euclidean distance in BFS
provided a reasonable approximation to dissimilarity judgments. How-
ever, preliminary evidence suggests that similarity does not fall off exactly
isotropically in face space as we move away from a reference face in dif-
ferent directions. We relate the results to predictions of alternative models
of neuronal coding, including norm-based and exemplar-tuning models.
Our results show that BFS provides a useful quantitative model for inves-
tigating the representation of faces and predicting perceptual judgments.

Acknowledgement: This work was funded by the Medical Research Council
of the UK (programme MC-A060-5PR20) and by a European Research Council
Starting Grant (ERC-2010-StG 261352) to N.K. and Wellcome Trust to J.O'K.

33.3038 Using structural and semantic voxel-wise encoding models
to investigate face representation in human cortex Alan Cowen'

(alan.cowen@berkeley.edu), Samy Abdel-Ghaffar', Sonia Bishop'? 'Psy-
chology, University of California, Berkeley, ZHWNI Neurosci., University
of California, Berkeley

Face perception plays a vital role in human social interaction. Psycholo-
gists have previously theorized that a hierarchy of brain regions process
low- to high-level visual information about faces. Gallant and colleagues
have demonstrated that large-scale stimulus sets and extended data col-
lection can be combined with multi-feature encoding models and use of
regularized regression to investigate the neural representation of natural
images [1]. Here we applied this approach to conduct a detailed investi-
gation of the voxelwise representation of natural face stimuli within brain
regions across all stages of the visual processing stream. Low- and high-
level structural (Gabor wavelet pyramid, fiducial point, etc.) and semantic
encoding models were fit to estimation data (27 runs each of 4.5min dura-
tion, 864 face stimuli from the LFW database, each shown twice) and used
to predict voxelwise BOLD responses to novel faces at validation (9 runs
of 8min, 99 stimuli, each repeated 11 times). In line with previous find-
ings, the Gabor wavelet pyramid model showed good prediction in early
visual cortex. In contrast, semantic face features were primarily encoded
in and around face-selective regions (OFA, FFA, pSTS). Structural face fea-
tures (e.g. location of mouth and eyes) predicted voxelwise responses in
early visual regions—in particular, near-foveal early visual cortex—and,
to some extent, in high-level face regions. Selectivity differences between
classical face-selective regions were more nuanced than previously sug-
gested. This work illustrates how through use of naturalistic face images,
extensive data acquisition, and advanced modeling techniques it is possi-
ble to interrogate the extent to which the representation of facial features
changes across the cortical visual processing stream. [1] T. Naselaris, R.
J. Prenger, K. N. Kay, M. Oliver, J. L. Gallant. Bayesian reconstruction of
natural images from human brain activity. Neuron 63:902-915 (2009).

Face Perception: Neural mechanisms
Sunday, May 17, 8:30 am - 12:30 pm
Poster Session, Banyan Breezeway

33.3039 Comparing the functional profile of face-selective regions
with the amygdala at 7 Tesla David Pitcher' (david.pitcher@nih.gov),

Leslie Ungerleider'; 'Laboratory of Brain and Cognition, National Institute
for Mental Health

Prior fMRI studies have identified multiple face-selective regions in the
human cortex but the functional division of labor between these regions
is not yet clear. One hypothesis that has gained some empirical support is
that face-selective regions in the superior temporal sulcus (STS) preferen-
tially respond to the dynamic aspects of faces, whereas the fusiform face
area (FFA) computes the static or invariant properties of faces (Pitcher et
al., 2011). We further tested this hypothesis by examining how face-selec-
tive regions in the occipitotemporal cortex and the amygdala respond to
dynamic and static face stimuli. High-field strength (7 Tesla) and high res-
olution (1.25 mm isotropic) scans allowed us to functionally define face-se-
lective voxels in the amygdala in almost all participants. Preliminary anal-
yses from 17 healthy adult subjects indicated that the right FFA and right
occipital face area (OFA) responded equally to dynamic and static faces.
Similarly, the amygdala showed a comparable response to dynamic faces,
as compared to static faces. Conversely, a two-fold increase in response to
dynamic faces was seen in the right posterior STS region. This pattern of
responses in the amygdala, right posterior STS, right OFA, and right FFA
suggests that the posterior STS may be preferentially involved in comput-
ing changeable aspects of faces, compared to the amygdala, FFA and OFA.

Acknowledgement: NIMH Intramural

33.3040 The FFA can process a non-face category of objects as
robustly as faces. Valentinos Zachariou' (zachariouv@mail.nih.gov),

Zaid Safiullah? Leslie Ungerleider?; 'Laboratory of Brain and Cognition,
NIMH, NIH

The FFA is a functionally defined, domain specific brain region in the
service of face perception. It has also been shown that the FFA may also
subserve the perception of other categories of objects, namely objects of
expertise. Here, we present evidence that the FFA, defined using a stan-
dard face localizer task (faces > houses), can respond to a non-face category
equivalently to faces even when participants are not experts on the non-
face category. We demonstrated the above in human adults who performed
same-different judgments on two object categories (faces & chairs) while
undergoing fMRI. In each category, two exemplars differed in terms of the
shape or spatial configuration of their features (featural/configural differ-
ences) and the difficulty of the tasks was a priori matched, separately for
each participant, in terms of reaction time and accuracy. The functional con-
trast of faces vs. chairs yielded no significant activation within right FFA,
neither at the group nor the individual level. A closer investigation within
each individually defined FFA revealed the existence of two overlapping
activation peaks of equivalent magnitude: one for faces and another for
chairs (mod/mean Euclidian distance: 2.4/3.6mm; EPI: 3.2mm isotropic).
To assess the specificity of the face peak, the ten most significantly active
voxels comprising the peak were used to train pattern classifiers to differ-
entiate between chair configural and featural trials. The pattern classifiers
performed well above chance (60% accuracy), and their performance was
comparable to that of differentiating between face configural and featural
trials from the same peak voxels (63% accuracy). We conclude that under
certain conditions the FFA can respond as strongly to a non-face category
as it does for faces and the pattern of activity associated with the non-face
category contains sufficient information, even within the most face selec-
tive voxels, to differentiate between different attributes of the category.

Acknowledgement: Supported by the NIMH IRP

33.3041 Neural correlates of processing elastic moving faces: A
functional near-infrared spectroscopy (fNIRS) study Naiqi Xiao'
(naiqi.xiao@mail.utoronto.ca), Qiandong Wang?, Guowei Chen? Genyue
Fu? Kang Lee'; 'University of Toronto, 2Zhejiang Normal University
Recent behavioral studies showed that moving faces optimize face pro-
cessing efficiency by facilitating part-based face processing as opposed
to static faces (Xiao et al., 2012 & 2013). However, the mechanism of this
facial movement facilitation effect is less clear. This study using functional
near-inferred spectroscopy (fNIRS) methodology explored the neural
mechanisms underlying this moving face effect. Thirty-one adults partic-
ipated in the current study. The classic Composite Face Effect was used
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to examine holistic versus part-based face processing. In the dynamic
condition, participants first learned a 2-second silent moving face video,
depicting chewing and blinking movements in the learning phase. In the
testing phase, a static composite face was presented. The test face con-
sisted of upper and lower face halves from different people, displayed
either aligned or misaligned. Participants decided whether the upper half
was the same person as the one they just learned. The static condition was
identical to the dynamic one, except that the learned faces were static pic-
tures. NIRS data were acquired in the temporal and occipital regions. A
functional connectivity analysis indicated that learning moving faces led to
significantly more positive and negative functional connectivities between
brain regions than learning static faces. GLM results revealed a signif-
icant greater cortical [deoxy-Hb] response in the middle temporal gyrus
for watching moving faces than static faces. In addition, learning moving
faces led to decreased [deoxy-Hb] responses to process aligned composite
faces (beta = -0.08) but increased responses to misaligned composite faces
(beta = 0.11). However, static faces led to similar amount of [deoxy-Hb]
activation for aligned (beta = 0.08) and misaligned composite faces (beta
= 0.06). This face motion effect in neural activities suggests that facial
movement might exert a top-down influence on the primary visual cortex
by inhibiting holistic processing when viewing aligned composite faces.

33.3042 An image-invariant representation of familiar faces in
the human medial temporal lobe Katja Weibert' (kw783@york.ac.uk),

Richard Harris', Alexandra Mitchell', Hollie Byrne', Timothy Andrews’;
'Department of Psychology and York Neuroimaging Centre, University of
York

The ability to recognize familiar faces across different viewing conditions
contrasts with the inherent difficulty in the perception of unfamiliar faces
across similar image manipulations. It is believed that this difference is
based on the neural representation for familiar faces being less sensitive
to changes in the image than it is for unfamiliar faces. Here, we used a
fMR-adaptation paradigm to investigate neural correlates of familiar face
recognition in face-selective regions of the human brain. 80 participants
viewed faces presented in a blocked design. Each block contained different
face images from either the same identity or different identities. Faces in
each block were either familiar or unfamiliar to the participants. First, we
defined face-selective regions by comparing the response to faces with the
response to scrambled faces. This revealed the core face-selective regions
(fusiform face area (FFA), occipital face area (OFA) and superior temporal
face area (STS)), along with regions of the amygdala, hippocampus, middle
temporal gyrus (MTG), precuneus and medial frontal gyrus (MFG). Next,
we asked whether any of these regions responded more to familiar faces
compared to unfamiliar faces. Higher responses to familiar faces were
evident in the FFA, hippocampus, MTG, precuneus and MFG. No face-se-
lective regions responded more to unfamiliar compared to familiar faces.
Finally, we tested whether any of these regions showed image invariant
adaptation to faces. We found a higher response to different identity com-
pared to same identity familiar faces (adaptation) in the hippocampus.
However, there was no adaptation to unfamiliar faces. These findings are
consistent with electrophysiological studies that have found identity-in-
variant neuronal responses in the medial temporal lobe (Quiroga et al.,
2005, Nature, 435: 1102-1107). Taken together, our results suggest that the
marked differences in the perception of familiar and unfamiliar faces may
depend critically on neural representations in the medial temporal lobe.

33.3043 Classifying neural responses to familiar and unfamiliar
people over viewing distances in face and body selective areas
Carina Hahn' (achahn30@gmail.com), Alice O'Toole’, P. Jonathon Phil-
lips?; 'The University of Texas at Dallas, National Institute of Standards
and Technology

The visual quality of face and body information varies continually as we
observe a person approach from a distance. We investigated whether and
when neural responses to familiar and unfamiliar people could be dis-
criminated in face- and body-selective brain regions during an approach.
Participants were familiarized with identities using close-up and distant
videos of the individuals. Next, in an fMRI scanner, they viewed 8s videos
of familiar and unfamiliar people approaching from a distance (13.6m).
Multi-voxel pattern analysis (MVPA) was applied to classify the neural
activity patterns elicited in response to familiar and unfamiliar people in
three ROlIs: face-selective voxels, body-selective voxels, and a broader area
of ventral temporal cortex defined by significant differences in responses
to faces, bodies, and objects (“FBO voxels”). Using cross-validation, we
computed classifier accuracy (d’) for discriminating neural responses to
familiar and unfamiliar people at different times (i.e., viewing distances)

in the video. Each 8s video scan time was divided into 4 TRs, each cap-
turing 2s of video time, yielding four “distance windows.” Beginning by
classifying neural activity collected across the entire video, we were able
to discriminate responses to familiar and unfamiliar people in 10 of the
12 participants, for at least one of the ROIs. For these participants, the
classifier was applied independently within the four distance windows.
Classification accuracy depended jointly on the viewing distance window
and the ROI, F(6,54)=2.73, p=.02, with no main effects of ROI or distance.
In FBO and body-selective voxels, classification accuracy peaked in the
third distance window (d'=0.88 and 0.64, respectively). In the face-se-
lective ROI, accuracy peaked in the closest distance window (d'=0.56),
when the face was most prominent in the video. The degree of neural
response separation in response to familiar and unfamiliar people reflects
the relative quality of face and body information over varying distances.

33.3044 Cortical Thickness in Fusiform Face Area Predicts Face
and Object Recognition Performance Rankin McGugin' (rankin.
mcgugin@vanderbilt.edu), Ana Van Gulick??, Isabel Gauthier'; 'Depart-
ment of Psychology, Vanderbilt University, Nashville, TN, USA, ?Univer-
sity Libraries, Carnegie Mellon University, Pittsburgh, PA, USA, *Center
for the Neural Basis of Cognition, Carnegie Mellon University, Pittsburgh,
PA, USA

The response to non-face objects in the face selective fusiform face area
(FFA) can predict behavioral performance for these objects, but such
results are often disregarded because experts may pay more attention to
objects in their domain of expertise. We report an effect of expertise with
objects in FFA that cannot be explained by differential attention. We relate
regional cortical thickness (rCT) of FFA to face and object recognition
using the Cambridge Face Memory Test (CEMT) and Vanderbilt Exper-
tise Test (VET). Object performance in the VET was summarized using
two PCA factors, one for living objects (VET-LV) and one for non-living
objects (VET-NL). Using high-resolution structural data, we measured rCT
in individually defined FFA1 and FFA2, OFA and PHG, in twenty-seven
men recruited to vary in expertise for cars. The only significant correlations
with behavioral performance were found in the FFAs. In right FFA2, rCT
was positively correlated with performance on VET-NL (r=.42). This was
supported by a correlation with an independent matching task with cars
and planes (.43). In contrast, rCT was negatively correlated with perfor-
mance on the VET-LV in left FFA1 (-.50) and FFA2 (-.68), and with per-
formance on the CFMT in right FFA1 (-.46). Multiple regression revealed
that performance with faces and objects together accounted for ~40% of
the variance in rCT in several FFA patches. While men with a thicker FFA
cortex performed better with non-living objects, those with a thinner FFA
cortex performed better with faces and living objects. Performance with
these different categories may reflect experience that is acquired during
different phases of brain development (arguably faces earlier than vehi-
cles), with different mechanisms of plasticity operating at these different
times. The results point to a domain-general role of FFA in object per-
ception, one that cannot be explained by attention to objects of expertise.

Acknowledgement: This work was supported by the NSF (SBE-0542013), the
Vanderbilt Vision Research Center (P30-EY008126), and the National Eye Insti-
tute (RO1 EY013441-06A2).

33.3045 Rubin-vase illusion perception is predicted by prestimulus
activity and connectivity Nicholas Peatfield' (nick.peatfield@gmail.

com), Nadia Mueller?, Phillipp Ruhnau', Nathan Weisz'; 'Center for Mind
and Brain Sciences (CIMeC) University of Trento, Italy, 2 University Hos-
pital Erlangen. Center for Epilepsy. Schwabachanlage 6. 91054

The Rubin’s vase illusion evokes a bistable perception that alters between
a pair of faces or a vase. In this study we looked at the oscillatory and
network level effects that could differentiate between these two percep-
tions. Thus, tackling the issue of what leads to conscious access and, thus
resulting in perceptual dominance between two competing signals. We
conducted a study within the MEG, during which participants observed a
brief presentation (150msec) of the Rubin’s vase illusion, and subsequently
reported the dominant percept. Behavioral results indicated a stochas-
tic trial-by-trial report of the vase or faces. Contrasts in the prestimulus
period yielded significant results between the perceptual reports, whereby
there was an increase in low-frequency power (12-17Hz) for the report of
faces. Source analysis revealed the main locus of this effect to be in the
“object-sensitive” right lateral occipital area (LO). In the evoked response
a stronger late-processing (350msec-375msec) effect was observed for the
face report, with source analysis indicating a locus of this effect in the right
“face-sensitive” occipital face area (OFA). Using these two source effects
(i.e. LO and OFA) as seeds we conducted a connectivity analysis within
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source space using the imaginary coherence measure. Connectivity anal-
ysis revealed a variant connectivity to right inferior frontal gyrus (IFG),
whereby for the LO seed there was greater connectivity for vase vs. faces
reports, conversely for the OFA seed there was greater connectivity for face
vs. vase reports. This connectivity effect is an important finding within the
theory of consciousness, and adds more support to a recent framework
(WIN2CON) that predicts that not only is it the local effects that are suffi-
cient for conscious access (e.g. LO and OFA) but it is the state of open con-
nections to frontal regions (IFG) that results in the perceptual dominance.

Acknowledgement: European Research Council ERC StG 283404 (WIN2CON)

33.3046 A gradual increase of face-selectivity along the human
ventral visual pathway: evidence from intracerebral recordings
with fast periodic visual stimulation Bruno Rossion' (bruno.rossion@

psp.ucl.ac.be), Jacques Jonas'?, Joan Liu-Shuang', Corentin Jacques', Louis
Maillard?; 'Face Categorization Lab, University of Louvain, 2Neurology
Unit, CHU Nancy, Universite de Lorraine

Face perception involves a large set of regions distributed along the ven-
tral temporal cortex and thus represents an interesting model to help
understanding how visual information is processed along the ventral
visual pathway. Here we shed light on the functional organization of this
cortical network by recording focal intracerebral electroencephalogram
in 20 epileptic patients implanted with depth electrodes. We objectively
defined and quantified face-selective responses in the frequency domain
by means of fast periodic visual stimulation with natural images (Rossion
et al., in press, JOV). Patients were presented with various object catego-
ries (houses, animals, plants, etc.) at a base frequency of 6 Hz (6 images/
second) with variable face stimuli interleaved in this sequence at regu-
lar intervals of 5 stimuli (face frequency = 6 Hz/5 = 1.2 Hz) (Figure 1A).
They were instructed to detect colour changes of the fixation cross. Robust
face-selective responses occurring exactly at the 1.2 Hz oddball frequency
and its harmonics (2.4, 3.6, etc.) were found in the lateral occipital cortex
and in the fusiform gyrus (FG), but also in the antero-inferior temporal
cortex (AIT: anterior collateral and occipito-temporal sulci) and in the tem-
poral pole (TP). Interestingly, there was a posterior-anterior gradient of
face-specificity: face/base frequency ratio increased along the ventral tem-
poral regions (see Figure 1B for typical responses in 3 patients). Although
the magnitude of the face-selective responses were the largest in regions
that also responded to all visual stimuli (FG), “pure” response to faces
(oddball responses in the absence of any 6 Hz general visual responses)
were observed only in the AIT and in the TP (e.g., patients 2 and 3, Figure
1B). These findings point to a sharpening of face-selectivity along the
ventral visual pathway and reveal that exclusive response to faces can be
found at a macroscopic (cell populations) level of cortical organization.

Acknowledgement: European Research Council (facessvep 284025)

33.3047 Neural correlates of own- and other-race face processing
in infants: A near-infrared spectroscopic study Megumi Kobayashi'>
(megumik@nips.ac.jp), So Kanazawa?, Masami Yamaguchi*, Ryusuke

Kakigi', Kang Lee®; 'Department of Integrative Physiology, National Insti-
tute of Physiological Sciences, ?Japan Society for the Promotion of Science,
*Department of Psychology, Japan Women's University, ‘Department of
Psychology, Chuo University, °Dr. Erick Jackman Institute of Child Study,
University of Toronto

Human adults show better face recognition for own-race faces than oth-
er-race faces (e.g., Feingold, 1914; Meissner & Bringham, 2001). Devel-
opmental studies revealed that this recognition bias for own-race faces
emerges in infancy (for a review, see Lee et al., 2011). At three months of
age, infants can discriminate as readily between two own-race faces as
between two other-race faces (Kelly et al., 2007, 2009). However, 9-month-
old infants can only distinguish between own-race faces, whereas they
have difficulty discriminating other-race faces. In this study, we exam-
ined the neural correlates for the development of own- and other-race face
processing in infants aged 5 to 9 months using near-infrared spectroscopy
(NIRS). We hypothesized the different patterns of hemodynamic responses
to own-race and other-race faces between younger and older infants, par-
alleling the existing behavioral findings. We measured Japanese infants’
hemodynamic responses in the bilateral temporal regions during the pre-
sentation of East-Asian faces (own-race condition) and Caucasian faces
(other-race condition). In each trial, infants were presented sequence of
five color photographic images of different female faces (Figure 1). The
hemodynamic responses to the faces were contrasted against the acti-
vation during the baseline period where five color images of vegetables
were shown. We found that at 5 months, infants” hemodynamic responses

were higher for other-race faces than for own-race faces (Figure 2). In
contrast, 8- and 9-month-olds showed the higher activation for own-race
faces than other-race faces in the right temporal area. These results indi-
cate that due to differential exposure to own- versus other-race faces,
infants show differentiations in neural response between own- and oth-
er-race faces; this differentiation also undergoes developmental change,
likely due to the increased exposure to own-race faces with increased
age. Thus, early asymmetry in experience with own- and other-race faces
has early impact on not only infants” behavior but also neural activities.

Acknowledgement: This research was supported by a Grant-in-Aid for Scientific
Research on Innovative Areas,

33.3048 Effects of TMS to occipital face area on the perception of
face viewpoint cued only by shape changes in the external contour
of the face Samuel Lawrence’ (sjl510@york.ac.uk), Bruce Keefe', Richard

Vernon', André Gouws', Holly Brown', Alex Wade', Declan McKeefry?,
Antony Morland'?; "York Neuroimaging Centre, Department of Psychol-
ogy, University of York,, University of Bradford School of Optometry and
Vision Science, University of Bradford, *Centre for Neuroscience, Hull-
York Medical School, York

Changes in the outer contour of a face act as a cue to face viewpoint, and
these changes can be captured using radial frequency (RF) pattern stimuli
(Wilson et al., 2000). The face viewpoint aftereffect (FVA) is a visual illusion
where adaptation to a left-facing face causes a front-facing face to appear
as right-facing and vice versa (Fang and He, 2005). The occipital face area
(OFA) has been implicated in both the FVA (Fang et al., 2007) and early face
processing (Haxby et al., 2000; Pitcher et al., 2007). We replicated the FVA
using synthetic head outline RF pattern stimuli. We then applied transcra-
nial magnetic stimulation (TMS) to OFA and a nearby shape processing
area, LO2 (Silson et al., 2013), during viewpoint discriminations of the same
stimuli following adaptation to a forward- or lateral-facing stimulus. TMS
to OFA resulted in significantly worse viewpoint discrimination than TMS
to LO2, however neither condition was significantly different from control
conditions. It was therefore impossible to determine whether our effect of
TMS on discrimination was attributable to a facilitation of performance
from TMS to LO2, or an inhibition of performance from TMS to OFA. In
addition we found no effect of TMS to any brain regions on the magnitude
of the FVA. We conclude that our differential effect of TMS to LO2 and
OFA on viewpoint discrimination likely indicates a causal role for OFA
in the processing of shape cues to viewpoint, however more data will be
acquired to further clarif