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Binocular Rivalry

1 Negative afterimages generated during binocular rivalry
show signs of weakness and signs of strength.

Lee A Gilroy (lee.gilroy@uvanderbilt.edu), Randolph Blake; Vanderbilt
Research Center, Vanderbilt University, USA

In a series of experiments we investigated the interaction between
binocular rivalry and static, negative afterimages (Als). In experiment 1,
one eye was exposed to a static grating that was never consciously
experienced by the observer, because this grating remained suppressed in
rivalry throughout the entire exposure period (the dominant stimulus
itself was designed to preclude formation of an Al). As expected, the
suppressed grating generated a vivid Al whose orientation could be
accurately identified; not surprisingly, the strength of this Al varied with
induction contrast. Surprisingly, however, Experiment 2 revealed that the
strength of this afterimage was significantly weaker than the Al produced
by that same stimulus when it was visible throughout the entire induction
period. Suppression weakens Al formation, implying that at least some
component of Al induction is cortical (Shimojo, et al., 2001, Science) and
therefore susceptible to rivalry suppression, itself a cortical process. In
Experiment 3, dichoptic, orthogonally oriented grating Als were
generated; flash suppression (Wolfe, 1984, Vis. Res.) was used to ensure
that one of the two gratings was exclusively dominant during the
induction phase. As expected from earlier work (Blake, et al., 1971, JEP;
Wade, 1975, Percept. & Psychophys.), dissimilar monocular Als engaged
in rivalry, but to our surprise the Al induced by the suppressed grating
subsequently predominated in rivalry following adaptation. Why does a
weak Al fare so favorably in rivalry against a stronger AI? This
counterintuitive finding may point to the involvement of contrast gain
control in binocular rivalry, with contrast signals pooled over orientations
and across eyes. This kind of gain control may, in turn, explain why rival
targets differing widely in contrast can nonetheless engage in rivalry, with
a relatively low contrast contestant occasionally defeating its high contrast
opponent.

Acknowledgment: EY13358 & EYO7135

Vision

2 When a Traveling Wave Meets a Gap on Its Way

Sang-il  Kim (ksis79@snu.uc.kr)1, Randolph Blake?, Sang-Hun Leel3;
Ipsychology Department, Seoul National University, *Vision Research Center,
Vanderbilt University, 3Interdisciplinary Program in Brain Science, Seoul
National University

During binocular rivalry, one sees perceptual waves in which the
dominance of one pattern emerges locally and expands progressively. This
intriguing phenomenon provides a tool by which the nature of cortical
network can be probed by detailing the dynamics of perceptual waves,
given a tight linkage between perceptual waves and cortical waves in the
early visual cortex (Lee et al., 2004). Wilson et al (2001) proposed a model
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that wave propagation is mediated by inhibitory interactions between two
layers of cells, and the efficiency of propagation is regulated by reciprocal
excitatory connections within each layer. With this model in mind, we
attempted to estimate the efficiency of recurrent connections by assessing
how the size of a gap in patterns affects the dynamics of perceptual waves.
Subjects viewed a dichoptic display of a spiral annulus and a radial
annulus. When a spiral grating was dominant, the contrast pulse was
applied to a small region in a radial grating, resulting in a perceptual wave
of a radial pattern propagating from that region. The speed of a wave was
measured by a key press when a wave arrived at a region marked by
nonius lines positioned 1358 away from the contrast pulse. A gap of
various sizes was placed on a radial grating. Another key press indicated
whether a wave propagated continuously and reached the lines allowing
to estimate a threshold gap size at which the probability of waves jumping
the gap was 50%. The radius of annulus patterns was varied to see how the
threshold gap size is affected by the eccentricity. The threshold gap size
was greater for interhemispheric waves than for intrahemispheric ones,
but was constant across different eccentricities when the gap size was
converted into the cortical distance on V1. The effect of gaps coincides
with the known functional organization of the early visual cortex and
predicts that the range or the strength of recurrent connections among
neurons is homogeneous throughout the cortical surface within a given
visual area.

Acknowledgment: Supported by KISTEP / M103KV010021-04K2201-
02140

3 Contrast Effect of Spatial Context on Binocular Rivalry is
Modulated by Eccentricity and Binocular Depth

Michiteru Kitazaki (mich@tutkie.tut.ac.jp), Kazuo Mase; Department of Knowl-
edge-based Information Engineering, Toyohashi University of Technology, Aichi,
Japan

Spatial context influences binocular rivalry. The predominance of a rivalry
target is facilitated by globally coherent stimuli (eg Sobel & Blake, 2002). In
contrast, if a rivalry target is surrounded by a background, the context-
contradictory target is preferred in some cases (eg Paffen et al, 2003; Carter
et al, 2004). The purpose of this research is to explore the contrast effect of
spatial context on binocular rivalry, and its modulation of the rival target's
eccentricity and the binocular depth separation between the target and the
surrounding background. We presented a square (1.5x1.5 deg) consisting
of sinusoidal gratings (2.0 cpd, 100% contrast, mean luminance 50.0 cd/
m>, rightward or leftward slant 45 deg) dichoptically, of which the
orientations were orthogonal for two eyes (Rivalry target). The rivalry
targets were surrounded by a similar grating (10x10 deg), of which the
orientation was identical to one of rivalry targets (Background). Thus, a
rivalry target for one eye and the background were collinear gratings, and
the other target and the background were orthogonal gratings. 7 naive
subjects continuously reported the predominant orientation of the target
grating for 180 s. In Experiment 1, the retinal eccentricity of the rivalry
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target was varied at 0.0, 0.75, and 1.5 deg by manipulating the position of
the fixation point. In Experiment 2, we introduced binocular disparity to
the background grating, which was in front of, on, or behind of the rivalry
target (crossed or uncrossed disparity 0.1 deg). Most subjects showed the
predominance of the rivalry target consisting of the orthogonal gratings
over the collinear gratings (spatial contrast). The contrast effect of
binocular rivalry decreased as the eccentricity increased (Experiment 1)
and as the background was separated in depth (Experiment 2). These
results suggest that the cortical processes for spatial contrast and binocular
depth perception are concerned with the predominance during binocular
rivalry.

Acknowledgment: This research was supported by SCAT and The 21st
Century COE Program: Intelligent Human Sensing from MEXT Japan.

4 Binocular Rivalry Can Fully Gate the Formation of Visual
Phantoms

Ming Meng (mmeng@princeton.edu)?, Frank Tong?; 1 Princeton

University,
2Vanderbilt University

We investigated the neural interactions between binocular rivalry and
perceptual filling-in of visual phantoms to elucidate the stages at which
selective and constructive perceptual mechanisms operate in the visual
pathway. Binocular rivalry leads to the selective perception of one of two
competing monocular stimuli, whereas visual phantom formation leads to
perceptual filling-in of a large gap between two collinearly aligned
gratings. We devised a novel visual display to investigate interactions
between rivalry and filling-in, and measured the resulting effects in
human visual cortex. One eye was shown two vertically aligned gratings
(positioned one above the other) that would normally lead to perception of
a visual phantom in the gap, while the other eye viewed rivalrous
horizontal gratings in corresponding locations, which if viewed alone
would not lead to a visual phantom. Observers reported phantom filling-
in only when the vertical gratings were dominant. This behavioral result
suggests that rivalry can gate the formation of visual phantoms. We
monitored fMRI activity while observers viewed this perceptually
ambiguous display. When observers perceived the vertically aligned
gratings as dominant, increased activity was observed in retinotopic
regions corresponding to the phantom location in areas V1-V3. In contrast,
when the horizontal gratings became dominant and observers failed to
perceive a phantom, decreased activity was found. More strikingly, the
modulations in early visual cortex during rivalry were just as strong as
those evoked by the non-rivalrous stimulus alternation between the two
monocular displays, suggesting that rivalry fully gates the neural filling-in
of visual phantoms. These results show that rivalry occurs at an earlier
stage of visual processing than perceptual filling-in, and that neural
activity in V1-V3 closely reflects the observers’ conscious perception of the
visual phantom during moment-to-moment fluctuations in awareness.

Acknowledgment: Research supported by NIH grants R01-EY14202 and
P50-MH62196 to FT

5 Binocular Rivalry Is Affected By Surface Boundary Contours

Teng Leng Ooi (tlooi@pco.edu)!, Zijiang | He?, Yong Su?; Pennsylvania  Col-
lege of Optometry, USA, *University of Louisville, USA

In a typical binocular rivalry (BR) display, orthogonal grating disks
(vertical vs horizontal) at corresponding retinal areas induce a strong
alternation wherein each disk has ~ 50% predominance. But by placing
these grating disks on, say, a vertical grating background in each half-
image (thus blending the vertical grating disk into the background), the
alternation is vastly reduced as the horizontal grating disk claims ~ 90%
predominance. We proposed that the perceptual difference between this,
monocular-boundary-contour (MBC)-display, and the typical-BR-display
reveals a preference for boundary contours (He & Ooi 02). Only a
monocular boundary contour (rim of horizontal grating disk) exists in the
MBC-display, hence its predominance, whereas binocular boundary
contours (rims of the two grating disks) exist in the typical-BR-display. To

further test the proposal, Exp 1 tracked the BR dynamics of a modified
MBC-display with a monocular grating disk on two types of random-dots
background conditions. i) Fully correlated condition: the two half-images
had the same random-dots pattern; ii) Partially correlated condition: the
random-dots pattern in one half-image was flipped around the vertical
and horizontal axes. It was predicted that the fully correlated condition
would have more BR alternations as stronger binocular boundary contours
were formed between the correlated random-dots around the rim of the
grating disk and its corresponding area in the other half-image.
Confirming this, we found more alternations in the fully correlated
condition, while the grating disk in the partially correlated condition has a
higher predominance. Besides BR's varied dynamics, the sensitivity of the
suppressed area is expected to decrease. Thus Exp 2 used a probe to
measure the sensitivity reduction in the MBC-display. We found a
suppression threshold similar to that in other BR displays, suggesting a
common (suppression) fate beyond the boundary contour processing
stage.

6 Surround inhibition affects perception of center motion in a
manner similar to lowering the center’s luminance contrast

Chris L.E. Paffen (c.paffen@fss.uu.nl), Susan F. te Pas', Frans Al Verstraten®;
Helmbholtz Instituut, Psychonomics Division, Universiteit Utrecht

Recently, it has been shown that increasing size and luminance contrast of
a motion stimulus makes it more difficult to perceive its direction of
motion (Tadin et al. 2003). It was argued that this was the result of
surround inhibition in motion selective neurons in the human brain. The
neural response to motion presented to a neuron’s classical receptive field
can be inhibited by presenting motion to its surround. Question: does
increasing size and contrast of a motion stimulus have a similar effect on
perception of motion in the center as decreasing the center's luminance
contrast?

In binocular rivalry, dissimilar targets compete for perceptual dominance.
Decreasing one target's contrast increases the dominance duration of the
other target, leaving its own duration unaffected. We investigated whether
increasing size and contrast of surround motion has the same effect on
rival targets as decreasing one target's contrast.

Rivalry was instigated between a moving and stationary target. Surround
motion was either in the opposite direction of the moving target, or in the
same direction. Both contrast of center and surround and width of the
surround were varied. Observers continuously indicated which target was
perceptually dominant.

A same direction surround modulated rivalry: at high contrast (100 and
50% Michelson), increasing the size of surround motion gradually
decreased the dominance of the moving target. At low contrast (5%), the
decrease in dominance was constant for various widths of the surround.
Interestingly, as dominance durations of the static target increased,
durations of the moving target where relatively unaffected. An opposite
direction surround did not modulate dominance.

This study shows that increasing size and contrast of a moving stimulus
has a similar effect on perception of center motion as decreasing the
center's contrast. It appears as though surround inhibition decreases the
signal for center motion in a manner similar to lowering the center’s
contrast.

Acknowledgment: Supported by the Netherlands Organization for
Scientific Research (NWO)

7 Structure-From-Motion and Biological
Influences on Binocular Rivalry

Jaap A Beintema (j.a.beintema@bio.uu.nl), Anna Oleksiak, Richard JA van
Wezel; Functional Neurobiology, Helmholtz School, Utrecht University, The
Netherlands

Previously, we showed in psychophysical experiments that rivalry
between biological motion patterns under binocular conditions is different
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from low-level rivalry (Beintema, Halfwerk & van Wezel VSS 2004).
Biological motion patterns evoked slower alternation and less suppression
than less-recognizable inverted and scrambled versions, but only at less-
than-natural gait speed. We used this stimulus in an event-related fmri
study to investigate the influence of higher level processing on binocular
rivalry. We tested rivalling upright vs rivalling inverted walker conditions
at less-than-natural gait speeds. Clear centers of activation differences
were found in the Fusiform Gyrus, Middle Temporal Gyrus and Inferior
Temporal Gyrus, but also in the Parietal and Frontal Lobes. Furthermore,
psychophysical 2AFC experiments under monocular viewing conditions
showed that a walking figure is perceived to be rotating about the vertical
at low speed (as low as 1/8 of natural gait speed), especially when its
recognizability is decreased. The opposite trend was found for simulated
rotation of a frozen figure, which was perceived as non-rotating at higher
speeds (up to twice natural gait speed), especially when it was most
recognizable. Interestingly as well, structures could be perceived as
rotating and being non-rigid, suggesting two independent perceptual
processes. The psychophysics suggest that binocular rivalry is not only
influenced by biological motion perception, but also by structure-from-
motion perception. The latter might explain activity differences found in
the regions that could correspond to MT+ and the more posterior located
KO/LO.

Acknowledgment: supported by NWO/ALW grant 811.37.001, VIDI
grant of the Netherlands Organization for Scientific Research (NWO) and
the Interuniversity Attraction Poles Programme (IUAP) of the Belgian
Science Policy

8 Metacontrast and Binocular Rivalry Suppression Reveal
Hierarchies of Unconscious Visual Processing

Bruno G Breitmeyer (brunob@uh.edu)"3, Haluk Ogmen®3, Alpay Koc’;
IDepartment of Psychology, University of Houston, Houston TX, 2Department of
Electrical & Computer Engineering, University of Houston, Houston TX,
3Center for Neuro-Engineering and Cognitive Sciences, University of Houston,
Houston TX

Using metacontrast, we looked at target suppression and target recovery
under binocular and dichoptic viewing of stimuli, with the ability to
additionally introduce binocularly rivalry suppression in the latter
viewing condition. Our investigations revealed the following functional
hierarchy of unconsciously processing of visual stimuli: 1) Studies of
masked priming showed that a target form can be processed
unconsciously at levels that already have extracted, at minimum,
conjunctions of primitive orientation features such as corners and vertices.
2) Studies of target recovery, produced by using a secondary mask to
weaken the masking effect of the primary mask, showed that recovery is
absent or greatly reduced under dichoptic presentation of the two masks,
indicating that target recovery occurs primarily at unconscious levels prior
to cortical binocular activation. 3) Studies of target recovery, produced by
binocular rivalry suppression of the mask, showed that the cortical
mechanism responsible for metacontrast suppression, itself activated at
unconscious levels of cortical processing, occurs after the cortical level of
binocularly rivalry suppression. Besides allowing us to establish
functional hierarchies of unconscious processing in the cortical visual
system, these results also allow us to distinguish between current models
of target masking and recovery.

Acknowledgment: Supported by NSF grant BCS-0114533 and NIH grant
R01-MH49892.

9 Predicting the stream of human consciousness

Geraint Rees (g.rees@fil.ion.ucl.ac.uk)"?, John-Dylan Haynes"?; 'nstitute  of
Cognitive Neuroscience, University College London, UK, *Institute of Neurology,
University College London, UK

Is it possible to predict the rapid stream of conscious experience in another
person’s mind from their brain activity alone? Here we used binocular
rivalry to induce frequent changes in conscious perception in the absence

of any external changes in sensory stimulation, while measuring cortical
responses with functional MRI. Using information present in the
multivariate pattern of responses in early visual cortex, we were able to
accurately predict, and therefore track, the conscious experience of
participants over periods of several minutes. During this time, multiple
changes in the contents of participants’ subjective experience were
accurately predicted from fMRI measurements alone. Our findings show
that it is possible to predict the dynamically changing time-course of
subjective experience only using brain activity, in the absence of any
behavioural clues.

Acknowledgment: This work was funded by the Wellcome Trust

10 Perceptual mis-binding of color and form during binocular
rivalry

Sang Wook Hong (swhong@uchicago.edu), Steven K Shevell; Visual Science Lab-
oratories, University of Chicago, Chicago, IL60637, U.S.A.

PURPOSE: How are separate neural representations of color (red) and
form (an oriented grating) bound together to give a unified percept (a red
grating)? Dichoptic presentation of rivalrous chromatic gratings reveals
perceptual mis-binding of color and form, which implies (1) color and
form rivalry are resolved separately and (2) resolution of color rivalry goes
beyond just color dominance and color mixture. METHODS AND
RESULTS: An equiluminant square-wave red/gray grating was presented
to the left eye and an equiluminant blue/gray grating to the right eye.
After an initial period of rivalry (less than a minute), these stimuli resulted
in a perceived red/blue grating. This two-color perceived grating is not
consistent with previous studies of dichoptic presentation of two
chromaticities, which report either binocular color rivalry or binocular
color mixture. Instead, the percept is accounted for by mis-binding of the
color presented to each eye with the perceived form. In experiments,
observers dichoptically viewed two rivalrous stimuli for 1 minute. The
visibility time was measured for three percepts: left-eye stimulus, right-eye
stimulus, or two-color grating. The chromaticities of the gratings were
varied to exclude opponent chromatic induction as an explanation. Three
types of spatial configurations were tested to exclude optical misalignment
(eye vergence) as an explanation. All three configurations gave rise to the
percept of a two-color grating, regardless of the chromaticities.
CONCLUSIONS: The experiments showed that neither classical chromatic
contrast nor misalignment of the two eyes could explain the percept of a
grating with both eyes' rivalrous chromaticities (e.g., a red/blue grating).
These results show that color rivalry is resolved independently of form
rivalry and, further, that two rivalrous colors can both be represented
simultaneously but separately. "Resolution" of color rivalry is not
restricted to color dominance or color mixture.

Acknowledgment: This research was supported by PHS grant EY-04802.

11 The Effect of Ocular Dominance and Interocular Rivalry on
Monocular Reading Speed Under Near-Normal, Ganzfeld, and
Complete Occlusion Conditions

Nathalie Duponsel (nathalie_duponsel@hotmail.com)’, Olga Overbury?; 1School
of Psychology, University of Ottawa, Ottawa, Canada, *Department of Psychol-
ogy, Concordia University, Montreal, Canada

Purpose: Normal reading typically involves binocular processes.
However, in the case of monocular reading, the non-reading eye may
interfere with the processes of the reading eye depending on the nature of
the input to that eye. Furthermore, this interference may differ depending
on whether the eye reading is the dominant or non-dominant eye.

Method: The monocular reading speed of seventeen participants with
normal vision was tested under six conditions. Three conditions tested the
reading speed of the dominant eye while the non-dominant eye received
patterned input, light input, or no input, and the other three conditions
were similar for the non-dominant eye.
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Results: No difference in monocular reading speed was found between the
dominant and non-dominant eye. A significant difference was found
between patterned input and light input (p <.05), as well as patterned
input and no input (p <.05).

Conclusions: While dominance does not seem to play a role in monocular
reading, the level of input into the non-reading eye heavily affected
monocular reading speed. Specifically, patterned input in the non-reading
eye negatively affected monocular reading speed while light input and no
light input did not. These results support the hypothesis that patterned
input in the non-reading eye would most negatively affect reading speed
as reading involves the interpretation of patterned information.

12 Perceptual and neuronal dynamics of binocular rivalry flash
suppression

Alexander Maier (muieru@mail.nih.gov)l'z, Melanie Wilke”2, Nikos K.
Logothetis!, David A. Leopold?; 'Max Planck Institute for Biological Cybernet-
ics, Tuebingen, Germany, 2National Institute of Mental Health, Bethesda, MD,
USA

Asynchronous presentation of two dissimilar patterns at the same point in
visual space can lead to the perceptual domination of the second pattern,
accompanied by suppression of the first. This flash suppression is
particularly pronounced when there is direct interocular conflict, as in
binocular rivalry flash suppression (BRFS, Wolfe, 1984), or more subtle
interocular differences as in generalized flash suppression (GFS, Wilke et
al, 2003). Under conditions favorable to monocular rivalry, asynchronous
presentation is also effective at promoting exclusive visibility when two
overlapping patterns are shown to corresponding portions of the same eye
(Maier et al., ECVP 2004). The dynamics of all these phenomena appear to
be closely related, all possessing an increasing probability of perceptual
suppression with longer “adaptation’ intervals before the presentation of
the second stimulus.

Here we present neuronal activity in monkey areas V4 and MT during
BREFS using various pre-flash intervals. Animals performed a fixation task
while dichoptic grating patterns were presented asynchronously to the
two eyes. Pre-flash intervals were varied over the range used for
psychophysical testing. We found that neural responses to this
presentation followed the expectations based on perception, with longer
pre-flash intervals eliciting larger modulation. This was largely caused by
an inhibitory response component that could only be evoked if pre-flash
intervals were large enough to reliably elicit perceptual suppression. This
time course of perception-related modulation was largely comparable to
that observed with GFS in an accompanying study. Taken together, these
observations provide evidence that the diverse phenomena of flash
suppression share common active mechanisms related not to any
particular stimulation condition, but more generally to perceptual
organization.

Acknowledgment: Work was supported by Max Planck Society

13 Temporal dynamics of generalized flash suppression in V4

Melanie Wilke (wilkem@muil.nih.gov)1'2, Nikos K Logothetz'sl, David A
Leopold"?; "Max Planck Institute for Biological Cybernetics, “National Institute
of Mental Health

A wide range of salient visual stimuli can be made to suddenly disappear
from view following the onset of a large surrounding pattern (generalized
flash suppression, GFS, Wilke et al (2003)). The interaction of two factors
has previously been found to maximize the probability of perceptual
suppression in the context of GFS: some kind of interocular interaction
other than spatial conflict, combined with the introduction of
approximately a second temporal delay between target and surround
onset (stimulus onset asynchrony, SOA). In the present study we
examined the neurophysiological basis of this observation by means of
multielectrode recordings in area V4 of awake monkeys. Specifically, we
were interested in whether the increased probability of perceptual target

suppression with longer SOAs could be explained by a decay in the firing
rate of neuronal populations responding to the target. To test this, we
systematically varied the time between target and surround onset between
0 ms (simultaneous onset) and 1400 ms under different ocular
configurations. By subtracting neuronal activity in "target only” trials from
‘target + surround’ trials for a given SOA, we found significant neuronal
suppression only with the SOA times that reliably led to perceptual
disappearance. Further matching perception, maximal attenuation
occurred at a mean latency of about 130 ms to 200 ms after surround onset
- approximating the previously measured latency to subjective
disappearance in GFS. Moreover, optimal suppression was achieved with
incongruent ocular target/surround configurations. These data suggest
that response modulations in area V4 are closely related to perception
during GFS, and that neural adaptation cannot alone account for the all-or
none perceptual disappearance of the target.

14 Multistable motion rivalry - four co-localised motion
directions compete with similar dynamics to binocular motion
rivalry

David P Crewther (dcrewther@bsi.swin.edu.uu)l, Anita Panuyiotouz; 1Brain Sci-
ences Institute, Swinburne University of Technology, >Psychological Science, La
Trobe University

Following Diaz-Caneja’s observation of multistable perception across the
midline, Suzuki and Grabowecky (Neuron 2002) have recently studied the
dynamics afforded by the increased perceptual options, including path
dependence and on-line adaptation, which were equivalent whether the
rivalrous exchanges perceived were formed by single-eye or mixed-eye
dominance. Because the four perceptual options of Suzuki were formed by
a mid-line split of the two stimuli, we investigated whether more than two
discrete stimuli existing at the one point in space could individually
compete for dominance. Three experienced subjects with normal or
corrected-to-normal vision viewed through a stereoscope (or performed
free-fusion of) two circular stimuli each containing a red pattern of moving
dots and a green pattern moving in the opposite direction (Left eye Up-
Down, right eye Left-Right), each with 90% coherence. Thus all four
cardinal directions are represented when the patterns are superimposed.
After a short period of adjustment, alternation of 4 rivalrous percepts
emerged such that alternations of dominant motions were clearly visible
with other motions either missing or apparently in the background. Each
of the four motions demonstrated dominance durations well-fit by a log-
normal distribution. Mean durations were calculated for a series of trials
where the velocity of one dot motion (green horiozontal) was varied from
1 to 408/ sec. While interaction was clear between dominance durations for
opposite motions, increasing the strength of one direction did not appear
to affect durations of orthogonal directions. Transition history showed that
approximately 55% of transitions were within eye and 45% between eyes,
despite and equal probability model predicting 33.3% within eye and
66.7% between eye. Both interocular rivalry suppression and hemispheric
switching theories would require significant modification in order to
explain the data.

15 Cortical Responses to Invisible Objects In Human Dorsal
And Ventral Pathways

Fang Fang (fang0057@umn.edu), Sheng He; Department of Psychology , Univer-
sity of Minnesota

It is long believed that the human visual system comprises two main
pathways, a ventral pathway that explicitly represents perceptual
experience and a dorsal pathway that can process visual information and
guide action without accompanying conscious knowledge. Evidence for
this theory has primarily come from studies of neurological patients and
animals. Here, we used functional Magnetic Resonance Imaging (fMRI) to
measure cortical responses to invisible objects in human dorsal and ventral
object-selective areas. When low-contrast stationary images of objects are
presented to the non-dominant eye and high-contrast and dynamic noise
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to the dominant eye intermittently, object images can be suppressed from
consciousness for minutes. We found that in normal human subjects, even
when they were completely unaware of the nature of visual input due to
interocular suppression, dorsal cortical areas, but not ventral cortical areas,
showed significant activities for different types of visual objects, with
stronger responses to man-made tools than human faces. This pattern of
results supports the distinct functional role of the dorsal and the ventral
streams. The results also suggest that in binocular rivalry, substantial
information in the suppressed eye can escape the interocular suppression,
possibly traveling through the sub-cortical pathways that feed directly to
the dorsal cortical regions, or through the Magnocellular pathway that is
believed to be less susceptible to inter-ocular suppression.

Acknowledgment: Supported by the James S. McDonnell foundation,
National Institutes of Health Grant R0O1 EY015261-01 and the Eva O. Miller
Fellowship from the University of Minnesota.
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16 Perception of biological motion at varying eccentricity

Laura A Gibson (lgibson@fas.harvard.edu)?, Javid Sadr', Nikolaus F Trojé?, Ken
Nakayama'; "Harvard University, >Queen's University

Purpose: Items in the periphery are harder to see than those in the fovea.
The degree of difficulty depends on the task and stimuli used. We
investigated the size threshold for determining a point-light walker's
direction of motion both in the fovea and in the periphery. The rate at
which this threshold increases as stimuli are shown farther into the
periphery is described by the eccentricity (Ep) at which a stimulus
magnified to twice the size would show equivalent performance in the
fovea. Method: Point-light treadmill walkers of different sizes were
presented by method of constant stimuli at four levels of eccentricity: 0, 10,
20, and 40 degrees. Participants reported which direction the walker was
headed (right or left) without feedback. Results: Threshold size was
surprisingly small. Thus a six-foot walker's direction could be discerned at
a distance of 1400 feet at the fovea and at about 85 feet at 40 degrees
eccentricity. E, values ranged from 3.1 to 3.8. Conclusions: In comparison
to significantly lower E; values for both simple and more complex form
tasks, these high E, values suggest that the periphery is more efficient in
coding complex moving patterns. It is of interest to determine whether
other perceived aspects of biological motion, for example gender, have
similar E, values.

17 Eccentricity dependency of the motion
perception

Hanako Ikeda (h-ikeda@aist.go.jp)!, Randolph Blake’, Katsumi Watanabe’;
TUniversity of Tsukuba, >Vanderbilt University, 3National Institute of Advanced
Industrial Science and Technology

biological

Accurately perceiving the activities of other people is a crucially important
social skillof obvious survival value. Human vision is equipped with
highly sensitive mechanisms for recognizing activities performed by
others (Johansson, 1976). One putative functional role of biological motion
perception is to register the presence of biological events anywhere within
the visual field, not just within central vision. To assess the salience of
biological motion throughout the visual field, we compared the detection
performances of biological motion animations imaged in central vision
and in peripheral vision. To compensate for the poorer spatial resolution
within the periphery, we spatially magnified the motion tokens defining
biological motion. Normal and scrambled biological motion sequences
were embedded in motion noise and presented in two successively viewed
intervals on each trial (2AFC). Subjects indicated which of the two
intervals contained normal biological motion. A staircase procedure varied
the number of noise dots to produce a criterion level of discrimination
performance. For both foveal and peripheral viewing, performance
increased but saturated with stimulus size. Foveal and peripheral

performance could not be equated by any magnitude of size scaling.
Moreover, the inversion effect - superiority of upright over inverted
biological motion (Sumi, 1984) - was found only when animations were
viewed within the central visual field. Evidently the neural resource
responsible for biological motion perception are embodied within neural
mechanisms focused on central vision.

18 Detection of biological motion in the visual periphery
Emily Zyborowicz (pintoj@lafayette.edu), Jeannine Pinto'; Lafayette College

In general, studies of peripheral vision report that spatial acuity and form
perception decline rapidly outside the fovea. The course-grained
information the peripheral retina provides is inadequate for form
recognition. Instead, the peripheral retina provides only cues to elements
in the visual field to which we might orient. With few exceptions (e.g.,
Thorpe, Gegenfurtner, Fabre-Thorpe, & Bulthoff, 2001), these studies
employed simple or artificial stimuli such as letters and gratings. In the
current study, we examined sensitivity to socially-salient stimuli in the
nasal and temporal periphery. Two human movementséwalking and
lungingéwere depicted in high-contrast point-light displays. Each
movement was performed in 5 different orientations relative to the picture
plane. Foils were created from each target in each orientation by randomly
relocating the point-light elements comprising the target figure. On each
trial, a target or foil figure was presented in one of 14 locations throughout
the horizontal visual field, from 50 deg in the nasal to 75 deg in the
temporal visual field. Observers were asked to discriminate the target and
foil displays viewed monocularly, with their heads held stable in a chin
rest. Observers were presented either the walking or the lunging targets
and the corresponding foils. We recorded discrimination accuracy and
reaction time. Initial analyses suggest that observers are able to
discriminate alternative forms in structure-from-motion displays at the
most extreme eccentricities we tested. These results suggest that the visual
periphery’s ability to extract motion-carried information is not limited to
optic flow information.

19 The conspicuity of pedestrians at night: How much
biological motion is enough?

Stacy A. Balk (sbalk@clemson.edu), Thomas L. Carpenter', Johnell O. Brooks’,
James S. Rubinstein', Richard A. Tyrrell'; Department of Psychology, Clemson
University

Most collisions between vehicles and pedestrians occur at night and
inadequate visibility has been implicated as a key causal factor. Earlier
research has shown positioning reflective markers to depict biological
motion greatly enhances pedestrian conspicuity at night. To determine the
extent to which enhanced conspicuity can be achieved with fewer
biological motion elements, we measured the distance at which passengers
pressed a button to indicate their confidence that a pedestrian was present.
120 university students (18-24 years) were driven along a 5.1 mile
residential route using low beams. At two dark locations along the route a
pedestrian (an experimenter) had been positioned to the right of the
roadway. The pedestrians, who either stood still or walked in place, wore
either black clothing or black clothing plus 304 cm? of retroreflective
material in four different configurations (a rectangular vest; ankles; ankles
& wrists; full biological motion). The mean response distance for the vest
condition (23.8 m) was not significantly different from the mean response
to the black condition (30.6 m). When pedestrians were walking in place,
all conditions with markings on the extremities were significantly more
conspicuous, with response distances ranging from 88.9 m (ankles) to 113.5
m (biomotion). Although the advantages of marking the extremities was
reduced when the pedestrians were standing still, the biological motion
configuration (63.2 m) and the ankles & wrists configuration (45.4 m)
remained significantly more conspicuous than the other conditions.
Marking the ankles only (where low beam illumination is maximal) was
effective when the pedestrian was walking but was ineffective when the
pedestrian stood still. These results confirm that incorporating biological
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motion substantially enhances pedestrian conspicuity at night.
Interestingly, our results also suggest that motion patterns alone can not
explain the conspicuity advantages of biological motion.

Acknowledgment: JOB was supported by a Dwight D. Eisenhower
Graduate Transportation Fellowship.

20 The ups and downs of point-light displays: Sensitivity to
upright and inverted biological motion

Alejo Freire (freirea@mcmaster.ca), Daphne Maurer!, Terri L Lewis!, Randolph
Blakez; IMcMaster University, Hamilton, Ontario, Canada, 2Vanderbilt Univer-
sity, Nashville, Tennessee

Inversion of point-light displays depicting biological motion impairs
identification of the depicted action, actor, and emotion (e.g., Dittrich,
1993). This impairment arises from the discrepancy between the
orientations of the observer and the display rather than from the inversion
of the display itself (Troje, 2003). In the present study, we quantified the
impairment by comparing the processing of upright and inverted
biological motion embedded in noise in a 2-interval temporal forced-
choice task. Each trial comprised a point-light biological motion stimulus
depicting one of 12 possible actions, and a scrambled version of the same
action. Scrambled stimuli were equivalent to biological motion stimuli in
the movement of individual dots (black, 10 arc min, moving on a gray
background), but the movements were disrupted in both temporal phase
and spatial location. Each biological motion and scrambled display lasted
1 sec and was embedded in a mask composed of a variable number of dots.
The number of masking dots was varied according to a staircase procedure
to determine the maximum number of masking dots yielding 71%
accuracy. Masking dots each underwent equivalent motion to one of the
dots in the biological motion display. Participants (n=20) tolerated
substantial amounts of noise in both orientations of the display, although
thresholds for the inverted condition (63 noise dots) were significantly
worse than thresholds for the upright condition (88 noise dots), p <.01. The
results are consistent with fMRI findings that the area in the posterior STS
that responds preferentially to upright biological motion also responds
above the baseline rate to scrambled biological motion when the stimuli
are inverted (Grossman & Blake, 2001). The findings substantiate the
exquisite sensitivity of the human nervous system to patterns of human
motion, even patterns that have never been experienced in the real world
such as point-light displays of inverted climbing of stairs.

Acknowledgment: Canadian Institutes of Health Research grant # MOP-
36430; National Institutes of Health grant # EYO7760

21 Perception of point-light biological motion at isoluminance.

Javier O. Garcia (jogarcia@uci.edu), Emily D. Grossman'; Department of Cogni-
tive Sciences, UC Irvine

Background. Individuals are remarkably adept at recognizing the human
form in action solely from the motion of the joints (Johansson, 1973).
Recognition of biological motion has been shown to depend on spatio-
temporal integration of the dots, though recent evidence has called into
question the extent to which image motion is critical (e.g. Beintema &
Lappe, 2002). These experiments examine the extent to which viewing
biological motion without luminance cues, a manipulation that degrades
motion sensitivity, impairs perception of biological motion. Method. All
subjects were screened for normal color vision as measured by the Ishihara
Color Plates. Observers viewed animations depicting either a human
action (biological motion) or non-biological motion-matched controls
('scrambled motion’). Psychometric functions were measured for two-
alternative forced choice discriminations on the animations embedded in
four levels of dynamic noise. The dynamic noise consisted of the same
motion trajectories as the biological or scrambled targets. The displays
were rendered as green dots on a red background, or vice versa, and either
differed in luminance or had the same perceived luminance as determined
by a minimum flicker task using random dot patterns. Subjects also
performed a direction discrimination task on red/green random-dot

kinematograms with varying levels of direction coherence. Results.
Direction discrimination was better with the luminance cue that at
isoluminant light levels, verification that subjects were indeed able to
determine their point of red/green isoluminance in the minimum flicker
task. Discrimination performance on the biological motion task was also
better in the luminance condition than in the isoluminance condition.
Conclusions. Removing luminance cues from point-light animations
reduced sensitivity to biological motion. These results will be discussed in
the context of the relative contributions of form and motion in biological
motion perception.

22 How Much Does Biological Motion Perception Depend on
Motion?

Eric Hiris (ejhiris@smcm.edu), Christine Cramer'; St. Mary's College of Mary-
land

Purpose: When presented with a single frame, naive observers do not
spontaneously recognize it as a human figure. However, non-naive-
observers can perceive biological ‘motion” from a static display. Static
frame conditions and conditions with poor motion quality may provide
the key to discovering how much biological motion perception depends on
form or motion perception. Method: Motion quality was degraded in three
ways: inserting blank frames, displaying motion out of order, and
decreasing the number of frames presented. Two animation conditions
were used, one where blank frames were presented between each frame of
the animation sequence and another where each frame remained visible
until the next frame was presented. The animation sequences contained 1,
3, 6,12, 23, or 45 frames presented over a 1.1 second period. Observers
indicated whether the first or second of two presentations contained a
point light walker among scrambled walker masking dots. Results: There
was no difference between the two animation conditions. In the one frame
condition, observers required about 25 mask dots to mask biological
"motion.” However, as the number of frames increased beyond six frames,
more masking dots were required to mask biological motion. This increase
was much more pronounced for animation sequences presented in order
compared to those presented out of order. Conclusions: Adding motion to
the display does not seem to have an effect until the motion quality is
about twelve frames per second. Specifically, performance in the three and
six frame conditions, where the motion quality was poor, was similar to
performance in the 1 frame (no motion) condition. This suggests that
under poor motion quality conditions, form perception may play a large
role in perceiving biological motion and may be more useful to consider
than short- versus long-range motion processing distinctions.

23 Configural processing in biological motion detection:
human versus ideal observers

Hongjing Lu (hongjing@psych.ucla.edu), Alan Yuille?, Zili Liu’; 'Department
of Psychology, UCLA, *Department of Statistics, UCLA

Purpose: To provide evidence of visual system’s configural processing in
biological motion detection, by comparing human vs. ideal observers.

Method: A three-frame sequence of a 12-point human walker, as signal,
was embedded in dynamic random-dot noise. In each trial subjects
detected the walker in a yes-no task, with feedback. There were 10
counter-balanced blocks, 120 trials each. One of five levels of signal
strength was used per block: 4, 6, 8, 10, or 12 points were randomly
sampled from the 12 walker points per trial. Detection sensitivity per
signal strength level was defined by the number of noise dots at 75%
correct detection, in a staircase procedure (Neri, Morrone, & Burr, 1998).

An ideal observer was designed using knowledge of how the random
noise dots and walker dots were generated. It assumes knowledge of the
dynamic form of the walker but does not know which walker dots are
present. The ideal observer made decisions based on the number of noise
or walker dots located at appropriate positions, which follows binomial
distributions.

Results:
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When the walker was upright, subjects’ sensitivity was a quadratic
function of the number of displayed walker dots, a result predicted by the
ideal observer. This suggests that subjects used the dynamic configural
representation of biological motion. In contrast, when the walker was
upside-down, subjects” sensitivity was a linear function of the number of
displayed walker dots, suggesting that subjects were unable to efficiently
use the dynamic walker representation, but instead detected the signal
walker based on a low-level process. The latter is consistent with the
prediction by Barlow & Tripathy (1997) based on smooth motion
correspondence of individual dots.

24 The Effect of Blurring on Action Recognition by Human
Subjects

Anna Montesanto (a.montesunto@univpm.it)l, Maria Pietronilla Penna?, Vera
Stara?, Marco Boi%; IUniviversity Politecnic of Marche, DEIT, Italy, 2llniversity
of Cagliari, Dept. of Psychology, Italy

Several experiments on human subjects evidenced how they are endowed
with a good ability to recognize unambiguously a motor action, whilst
they are not able to recognize without uncertainty an action from a single
image frame representing the same action. In fact, the movement is a
motion characterized by a whole spatio-temporal pattern, with specific
spatial distributions of kinetic energy, and is sufficient for extracting
meaningful information about 3-D shapes.

In this contribution we study how the interaction between two systems
(the movement image and the cognitive system of the observer) changes
when a feature of the image is manipulated. The image features were its
dynamics, its shape and the spatial relationships occurring between its
components. In order to investigate the effects of these features we showed
to 80 students movies and slides depicting different actions, with four
blurring levels (0-3), obtained through a mosaic technique that masks
shape and spatial relations. The subject task was to give a verbal
interpretation of the action depicted by the pattern itself. The goals of the
experiment were to know if humans were able to recognize actions only
getting information from dynamics, and at what shape definition level a
human observer was able to distinguish two movements that showed the
same dynamics but were associated to different actions.

The findings evidenced that the blurring level had a strong influence if the
input pattern was a static image. So the movement carries a lot of
information about the dynamics and the action that is quite independent
from the objects contained in the scene. Moreover, in correspondence to
the same blurring level, actions and dynamics were not recognized with
the same precision, leading to a recognition of dynamics without the
corresponding recognition of the associated action. This supports the
hypothesis asserting the existence, within subjects, of general movement
schemes operating in the recognition process.

25 Multistability of Point-Light Gait is Resolved by the Optical
Flow of the Ground

Songjoo Oh (songjoo@psychology.rutgers.edu), Maggie Shiffrar; Rutgers Univer-
sity-Newark, USA

Two dimensional point-light walker displays are ambiguous in depth
(Proffitt et al., 1984; Vanrie et al.,, 2004). Yet, observers are frequently
unaware of this ambiguity (Bulthoff et al., 1998). What cues does the visual
system use to disambiguate human motion? Object perception is strongly
dependent upon ground cues. We therefore tested whether the ground
influences the perceived direction of a point-light walker’s gait. Across
three studies, naive observers viewed computer-generated displays of a
point-light walker and reported whether the point-light person walked
towards or away from them. In Exp 1, the point-light person was
positioned above 10 points in a trapezoidal arrangement depicting a
rigidly translating surface. When the points defining this ground surface
translated away from observers, the point-light person appeared to walk
towards the observers (82% ’toward’ and 18% ’away’ responses).
Conversely, when this ground translated toward observers, the point-light

person appeared to walk away from the observers (70% ‘away’). Thus,
ground motion significantly influences the perception of gait direction. In
Exp. 2, the point-light defined surface was positioned above the point-light
walker’s head. When positioned as a ceiling, the translating surface had
significantly less impact on the perceived direction of the walker’s gait. In
Exp. 3, the ceiling and ground motions were placed in conflict. That is,
inward ceiling motion was paired with outward ground motion and visa
versa. When an ambiguous point-light walker was placed in between
conflicting ceiling and floor motions, the floor motion was significantly
more likely to capture the perceived direction of gait. Taken together, these
results suggest that the visual interpretation of human motion depends
upon the physical restrictions on that motion. Specifically, the ground
constrains human motion (Gibson, 1979) and visual analyses appear to
take that into account.

Acknowledgment: Supported by NIH EY12300

26 Learning Mid-level Motion Features for the Recognition of
Body Movements

Rodrigo Sigala (martin.giese@uni-tuebingen.de)!, Thomas Serre?, Tomaso
Poggioz, Martin A Giesel; IARL, HCBR, Dept. of Cognitive Neurology, Univer-
sity Clinic T bingen, Germany, *Center for Biological and Computational Learn-
ing, MIT

Body movements are characterized by specific sequences of complex optic
flow patterns. Computational models for the perception of static shapes
have demonstrated that recognition performance can be significantly
improved by choosing an appropriate dictionary of mid-level shape-
components (see abstract by Serre & Poggio, 2005). Preliminary results
suggest that such shape-tuned wunits are consistent with recent
physiological data collected in V4 (see abstract by Cadieu et al, 2005). We
test if the visual recognition of complex body movements from optic flow
might also benefit from optimized motion-component units.

METHOD: We employ a physiologically inspired learning algorithm for
the optimization of mid-level motion detectors of a hierarchical model for
the recognition of human actions (Giese & Poggio, 2003). In the proposed
algorithm, competing units are associated with a memory trace that
reflects their recent synaptic activity. The model is presented with movies
showing a human action (i.e. walking): the trace from units that are
behaviorally-relevant is increased while the trace from the others is
decreased. Units whose memory trace falls below a critical threshold are
randomly replaced.

RESULTS: When presented with movies showing human actions, the
model generates a dictionary of mid-level motion-component units that
lead to a significant improvement of the recognition performance. For the
special case of walking, many of the units' preferred stimuli were
characterized by horizontal opponent motion, consistent with a recent
experimental study showing that opponent horizontal motion is a critical
feature for the recognition of these stimuli (Casile & Giese, 2003).
CONCLUSION: Like for the categorization of static shapes, recognition
performance for human actions is improved by choosing optimized mid-
level motion features. In addition, the extracted features might predict
receptive field properties of complex motion-selective neurons, e.g. in
areas MT and MSTL

Acknowledgment: Supported by the DFG, the German Volkswagen
Foundation.

Attention, Motion, and Tracking

27 Multiple Visual Object Juggling
Skyler S Place (skyler@search.bwh.harvard.edu)?, Jeremy M Wolfe?; 1Brigham
Women's Hospital, 2Harvard Medical School

Purpose: In standard multiple-object tracking experiments, Os attend to
specific objects (targets) while ignoring other objects (distractors).
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Typically, the targets are identified at the start of each trial. Then, all
objects become identical and move about the screen. After some period of
time, memory for target items is assessed. Real life is more continuous.
You monitor two cars on the highway. Then a new car becomes relevant,
an old one moves away, and so on. We wish to assess the ability to change
the tracked set during a trial.

Method: In the critical condition, a set of identical items begins moving. Os
are instructed to begin to track targets that briefly change color. They are
instructed to stop tracking targets that are briefly marked with an X. This
condition was compared with two others. In one condition, all targets were
defined at the beginning of each trial as in a typical tracking task. In
another, targets were added dynamically, once the items were moving.
However, no targets were dropped during a trial. Total tracked items were
never greater than four. The overall set size was eight objects. The tracking
duration was twenty seconds.

Results: As soon as you see a demonstration of the display, you will know
what the data must look like. Performance was very proficient in all
conditions. The juggling (pick up and drop off) condition produced 88%
accuracy compared to 90% when targets were added throughout the
experiment and 87% accurate in the standard tracking experiment.

Conclusions: It is not necessary to establish the tracking set before the start
of tracking nor even to have a fixed set. Os can proficiently add and delete
items from the tracked set. In on-going experiments, Os appear to be able
to do this for trials lasting many minutes.

Acknowledgment: NIH MH56020

28 Target Tracking During Interruption in the Multiple-Object
Tracking Task

David E. Fencsik (fencsik@search.bwh.harvard.edu)"?, Todd S. Horowitz"?, Sky-
ler S. Place', Sarah B. Klieger', Jeremy M. Wolfe'"?; 'Brigham  and ~ Women's
Hospital, 2Harvard Medical School

Observers can successfully track a subset of independently moving
identical objects in a multiple-object tracking task, even if all objects
disappear for a 300-500 ms gap. How observers reacquire targets following
such a gap reveals what kinds of information they maintain for moving
objects. With identical objects, only two types of information are available:
location and trajectory. In Experiment 1, objects disappeared and then
reappeared at one of three locations: the point of disappearance ("stay"
condition"), the position predicted by continued motion during the gap
("forward"), or the position predicted if the object had reversed direction
during the gap ('reverse"). We found that tracking accuracy in the stay
condition was superior to both the forward and reverse conditions, which
were equivalent, supporting the use of location information in target
reacquisition. Experiment 2 replicated Experiment 1, but with a condition
in which objects disappeared one at a time. In this case, tracking accuracy
in the forward condition, while still worse than in the stay condition, was
now superior to that in the reverse condition. In Experiment 3, objects
always reappeared in the forward position. In the motion condition,
objects moved before they disappeared. In the static condition, they were
stationary before the gap but reappeared in the forward position. Tracking
performance was better in the motion condition. Experiments 2 and 3
support the use of trajectory information in target reacquisition. Taken
together, the results indicate that the visual system maintains both types of
information about tracked objects, selectively favoring one or the other in
reacquisition depending on the nature of the task. More speculatively, we
suggest that there may be two distinct mechanisms: one for general task-
postponement during simultaneous offset (see Horowitz et al., VSS 2004),
and the other for maintaining object continuity during single-object
disappearance or occlusion.

Acknowledgment: Supported by NIH grant MH065576 to TSH
httpy//vision.arc.nasa.gov/personnel/al/papers/05vss/

29 Rapid recovery of targets in multiple object tracking

Todd S Horowitz (toddh@search.bwh.harvard.edu)'?, Skyler S Place'; 'Brigham
& Women's Hospital, 2Harvard Medical School

We have previously shown that Os in multiple object tracking (MOT)
experiments can successfully track objects that disappear for up to 500 ms
(Alvarez et al. in press; see also Keane & Pylyshyn VSS 04). Last year, we
demonstrated that Os recover those tracked objects based on some
memory representation, rather than tracking amodally during the gap.
(Horowitz et al. VSS 04). How quickly can targets be recovered after they
reappear? Are targets recovered one by one, or simultaneously? Here we
employed a version of the MOT paradigm in which Os indicated whether
or not a probed object was a target with a speeded response. Eight Os
tracked 4 of 8 moving gray disks. After 1000 to 3000 ms of tracking, the
disks disappeared for a fixed gap duration, then reappeared at updated
positions as if they had continued to move during the gap. After a
stimulus onset asynchrony (SOA) of 0, 80, 160, 320, or 1280 ms, one of the
disks (the probe disk) turned red until response. The gap duration was
either 0 ("no-gap" condition) or 133 ("gap") ms. At an SOA of 0 ms,
response times (RTs) to target disks were elevated in the gap condition
relative to the no-gap condition; however, at SOAs of 80 ms and greater,
there was little or no difference between RTs on the gap and no-gap
conditions. In a second experiment (8 Os) that included shorter SOAs, the
difference in RT between gap and no-gap conditions disappeared by 40
ms. Os can apparently recover targets within 40 ms after reappearance.
This rapid timecourse argues against a target-by-target, serial recovery
process. Instead, Os may be matching a single template of expected target
locations to the display.

Acknowledgment: NIH RO1 - MH65576

30 Attentive tracking of multiple objects by humans and
monkeys

Jude F. Mitchell (reynolds@salk.edu), Kristy A. Sundberg", John H. Reynolds’;
Systems Neurobiology Laboratory, The Salk Institute

Human observers can attentively track 3-5 stimuli as they move along
independent random trajectories among distracter stimuli (Pylyshyn and
Storm, 1988; Sears and Pylyshyn, 2000). We developed a multi-object
tracking task suitable for monkeys, and measured task performance in two
monkeys as we varied the number of tracked and distracter stimuli. Each
trial began with fixation of a central point, after which 4-8 identical stimuli
appeared at equally eccentric peripheral positions. A subset of these
briefly flashed, identifying them as targets. All stimuli then moved along
random independent trajectories for 2-3 seconds while the monkey
maintained fixation. All stimuli terminated motion at equally eccentric
positions that were unpredictable from their initial positions. The monkey
indicated the identities of the targets by making a saccade to each. Reward
was only delivered if the monkey made saccades to all targets and no
distracters. After extensive training both monkeys showed reliable
tracking for two items. Humans were able to track 3-4 items when tested
with the same stimuli. Initial recordings in Area V4 made with one tracked
target and three distracters found that V4 responses evoked by the tracked
object were on average ~20% stronger than responses evoked by the same
stimulus when it was not being tracked.

Acknowledgment: Support Contributed By: NIH Training Grant in
Cognitive Neuroscience (J.M.), NSF Graduate Research Fellowship (K.S.),
NEI Grant 5R01EY13802 (J.R.)

31 Further evidence for inhibition of moving nontargets in
Multiple Object Tracking

James E Reilly (zenon@ruccs.rutgers.edu), Zenon W Pylyshyn!, Charles E
King'; Rutgers Center for Cognitive Science, Rutgers-New Brunswick, NJ
Using the Multiple Object Tracking (MOT) task involving tracking 4
targets moving randomly among 4 identical nontargets, Pylyshyn &
Leonard (VSS03) showed that a small brief probe dot was detected more
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poorly when it occurred on a nontarget than when it occurred either on a
target or in the space between items, suggesting that moving nontarget
items were inhibited. Here we generalize this finding by comparing probe
detection performance against a baseline condition in which no tracking
was required. We examined both a baseline condition in which objects did
not move and one in which they moved exactly as in the probe detection
task, but without tracking. Detection in the nonmoving control was
essentially error-free, but probe detection performance in the moving
(non-tracking) control task did depend on the probe location. Nonetheless,
the findings reported earlier (worse detection on nontargets than
anywhere else) remained after we took account of the baseline
performance (using several different baseline comparison methods). Using
this new baseline-control method we also showed that inhibition does not
spread more than about 1.3 degrees of visual angle from the nontargets as
the latter move during a tracking trial. In the present report we also
describe some preliminary studies of conditions under which
enhancement of targets, as well as inhibition of nontargets, may be
obtained. Increasing the number and type of nontargets appeared to
improve the detection of probes on targets, relative to baseline. However,
we failed to find evidence that potentially distracting nontarget objects
were inhibited more than clearly task-irrelevant objects, as would be
expected if inhibition were a top-down process applied in order to
improve performance on the main tracking task. For example, using the
comparison with its matching baseline, we showed that task-irrelevant
stationary items (which are never confused with targets in the tracking
task) appeared to be inhibited even more than nontargets.

Acknowledgment: This research was supported by NIH research grant
R01 MH60924 to ZWP.

32 Using multiple-object tracking (MOT) to test whether
cerebral hemispheres share common visual attention resources

Jonathan Rein (zenon@ruccs.rutgers.edu)!, Zenon W Pylyshyn!, George
Alvarez?; "Rutgers Center for Cognitive Science, ?Harvard Vision Laboratory

Alvarez & Cavanagh (VSS 2004) showed that attentive tasks presented to
left and right cerebral hemispheres appear to be carried out
independently, so observers perform a pair of tasks presented to different
hemispheres much better than when they are presented to the same
hemisphere. We further explore this important finding by using a pair of
multiple object tracking (MOT) tasks involving tracking 2 targets out of 4
identical objects, which were presented in two separate quadrants of a
display. We tested whether stressing one of the two tasks by increasing its
speed results in poorer performance on that task and/or the paired task
when the two tasks are presented in the same hemisphere compared with
when they are presented in different hemispheres. The assumption that
resources for the speeded-up task could be borrowed from the paired
same-hemisphere task but not from the paired different-hemisphere task
leads to several predictions. An increase in difficulty of one task should
result in greater performance decrement in the second task in the same-
hemisphere condition compared with the different-hemisphere condition.
Moreover, since resources cannot be borrowed from the second task in the
dual-hemisphere condition the decrement in performance on the speeded-
up task itself should be greater in the dual-hemisphere condition than in
the same-hemisphere condition. We used several baseline measures to
assess the degree of interaction between tasks in the dual-hemisphere
presentations compared with matched single-hemisphere presentations
and confirmed all the above predictions, as well as the original A & C
findings, thus adding strang support to the conclusion that one
hemisphere is unable to draw upon attentional resources from the other
hemisphere to help with an increasingly difficult task.

Acknowledgment: This research was supported by NIH research grant
R0O1 MH60924 to ZWP.

33 Object substitution masking during attentive tracking
Takako Yoshida® 2, Satoshi Shioiri%; 1JSPS, 2Chiba University

A recently reported form of visual masking named object substitution
masking (OSM) occurs when a sparse mask such as a group of four dots is
presented simultaneously with the target (Enns & DiLollo, 1997). When
the mask lingers in the display following target offset, the masking can
occur. Some studies reported that the masking could be observed even
when the target and mask were presented at the separate position and
time, and implied that the masking could be regarded as a token
individuation failure between the target and the mask. We introduced a
new technique to couple attentive tracking and OSM to investigate the
effect of the individuation between the target and mask under the control
of the locus of attention. Observers attentively tracked a disk in an
ambiguous motion display of six disks. After several frames, the discs
changed into Landolt-Cs. Observers were required to report the gap
direction of the Landolt-C that was surrounded by the four dots mask.
When the target and mask offset simultaneously, observers could
responded correctly even if it was not the tracked item. Whereas, when the
mask lingered at the target position after the target offset, observers
responded correctly only when the target was the tracked item. That is,
OSM was found. We assessed the minimum target-mask SOA that could
produce the masking effect. Our initial hypothesis was that this SOA
should be close to the minimum SOA between the frames in the
ambiguous motion display with which the observer could attentively track
one item, where we thought the visual system could individuate tokens of
stimuli. Indeed the masking effect reduced around 140ms-SOA that was
close to the minimum SOA for the tracking (7Hz or 143 ms; Verstraten et
al., 2000). These results support the target-mask individuation failure view
of the OSM and suggest that it is necessary for the effect that the target and
the lingering mask are presented within the spatio-temporal attentional
resolution.

Acknowledgment: Supported by JSPS to TY

34 Cortical and Behavioral Manifestations of Dynamic Object
Occlusion

Scott P Johnson (scott.johnson@nyu.edu)?, Clayton Curtis™?, Sarah Shuwairi
IDepartment of Psychology, New York University, >Center for Neural Science,
New York University

1.
’

How does the visual system keep track of a moving object that temporarily
disappears and re-emerges again? We investigated the nature of the
tracking mechanism with two tasks. In the first, observers maintained
central fixation and covertly tracked a target that translated back and forth
on a constant linear trajectory at three velocities, fast (3.9 deg/s), medium
(2.6 deg/s) or slow (1.7 deg/s). "Unoccluded’ trials consisted of a fully
visible trajectory and ‘occluded’ trials were identical except for an invisible
occluder that concealed the center of target’s trajectory. Observers judged
the target’s re-emergence from behind the occluder with a button press.
These judgments were highly accurate for fast and medium trajectories in
both occluded and unoccluded trials, but there was increased variability in
these anticipatory judgments of re-emergence during occluded slow
trajectory trials, suggesting an unstable representation of the target in
space across longer delays.

The second task was identical to the first except observers were not
required to press a button, but only to watch the stimulus as we recorded
cortical activity with fMRI. Extrastriate regions showed increased
activation during unoccluded relative to occluded trials presumably
related to the representation of the visible target. Additionally, we
identified cortical regions that showed increased activity during periods of
temporary dynamic occlusion. The right angular gyrus and posterior
portions of superior temporal sulcus showed increased activation during
occluded relative to unoccluded trials. Activation during occlusion may be
related to maintaining an internal representation of the spatiotemporal
properties of the invisible target in the visual system during attentive
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tracking. These findings may shed light on the cortical mechanisms
involved in the phenomenon of perceptual constancy.

Acknowledgment: NSF grant BCS-0418103 and NIH grant R01-HD40432

35 The upper temporal Ilimit of attention-based motion
perception is increased by an in-phase auditory stimulus

Jeroen S Benjamins (j.s.benjamins@fss.uu.nl), Maarten | van der Smagt!, Frans
AJ Verstraten'; Helmholtz Instituut, Psychonomics division, Universiteit Utre-
cht, Heidelberglaan 2, 3584 CS Utrecht, The Netherlands, j.s.ben-
jamins@fss.uu.nl

Attentively tracking a feature (e.g. a disc) in an ambiguous radial motion
display results in the perception of a clear motion direction (either
clockwise or counter-clockwise, see Verstraten et al., Vision Research 2000;
vol. 40, 3651-3664). Attentive tracking has an upper temporal limit. Here
we investigate whether auditory stimulation, either in or out of synchrony
with the visual stimulus can affect this tracking limit.

Two circular arrays of 10 evenly spaced discs were alternated in time and
space, separated by a blank ISI. This results in successive steps of 18
degrees, and 20 attentive steps to complete one full revolution. Using the
keyboard observers adjusted the alternation frequency of the two circular
arrays, such that they could just attentively track a single disc for at least
two full revolutions. The maximum alternation frequency at which
observers could track a disc was measured for 3 main conditions: attentive
tracking without auditory stimulation, tracking accompanied by an in-
phase auditory stimulus and, tracking with asynchronous auditory beeps.
The beeps were presented through headphones and contained no spatial
information. Given the higher temporal resolution of the auditory system
and assuming an auditory-visual interaction (e.g. Shams et al., Nature
2000; vol. 408, 788) we expected in-phase beeps to facilitate attentive
tracking.

The results showed that in-phase auditory stimulation increased the upper
temporal limit of attentive tracking. Moreover, out of phase beeps did not
impair tracking performance. These results make it tempting to suggest
that the mechanism responsible for the temporal resolution of visual
attention receives facilitatory input from the auditory system.

Acknowledgment: Supported by the Netherlands Organization for
Scientific Research (NWO)

36 Attentional control of multi-stable aperture motion

Elliot D Freeman (elliot.freeman@ucl.ac.uk); Institute of Cognitive Neuroscience,
University College London

Ambiguous stimuli often look different in different contexts. This study
measured the combined influence of visual and behavioural context on the
subjective appearance of aperture motion. Subjects fixated the centre of a
circularly-windowed drifting grating (2.9 deg diameter, orientation 45?
clockwise from horizontal, with foveal mask), and continuously indicated
the direction of perceived drift. Though many different distal motions
could create the same proximal stimulation, only the vector orthogonal to
the grating orientation was predominantly reported. However, adding
two discrete horizontally-flanking 315? gratings (centre-to-centre
separation 3.6 deg) produced spontaneous bistable switching between
diagonal component motion and pattern motion, with the whole
configuration occasionally appearing to drift upwards. Adding a second
pair of vertically-flanking 135? gratings even produced tri-stable
perception, with leftwards drift as the third mode. Thus, adding context
increased rather than reduced the subjective ambiguity of aperture
motion. Observers were now cued every 6 seconds to try to switch
between leftwards and upwards pattern motion, by selectively attending
to the vertical or horizontal configuration of three gratings respectively.
Observers could rapidly switch between modes on demand, with
dominance of the cued motion increasing markedly at the expense of the
other two modes. However, behaviour was still constrained by stimulus
factors modulating the appearance of pattern motion. As the extreme case,

* Student Travel Fellowship Recipient
10

little or no control was possible with just a single isolated grating. Goal-
directed attention could therefore resolve the subjective ambiguity, by
integrating a subset of the local motion components into a behaviourally-
relevant pattern. Such selective context integration results in dramatic but
voluntarily-controlled changes in the observer's subjective state.

Faces 1

37 Separate Face and Body Selectivity on the Fusiform Gyrus

Rebecca Schwarzlose™ (beccafs@mit.edu)l'z, Chris 1 Bakerl'z, Galit Yovell'z,
Nancy Kanwisher1’2’3; IMcGovern Institute for Brain Research, MIT, 77 Massa-
chusetts Avenue, Cambridge, MA 02139, USA, *Department of Brain and Cogni-
tive Sciences, MIT, 77 Massachusetts Avenue, Cambridge, MA 02139, USA,
SMGH/MIT/HMS Athinoula A. Martinos Center for Biomedical Imaging, MGH,
149 13th Street, Charlestown, MA 02129, USA

Recent findings of a high response to bodies in the fusiform face area (FFA)
challenge the idea that the FFA is exclusively selective for face stimuli. We
examined this claim by conducting an fMRI experiment at high resolution
(1.4 x 1.4 x 2.0mm) on 9 subjects using visual stimuli in both blocked and
event-related designs. Regions of interest (ROIs) were defined using data
from the blocked-design runs, during which subjects viewed images of
faces, headless bodies, and objects. We identified the FFA as the face-
selective region on the fusiform gyrus with greater activation (p < 0.0001)
for faces versus objects and an adjacent body-selective region with greater
activation for bodies versus objects (see also Peelen & Downing, 2004).
These regions overlapped in all subjects. To test whether separate and
exclusive selectivities exist for faces and for bodies, we excluded the dual-
selectivity voxels from further analysis, thereby creating two new ROls,
one that showed significant face but not body selectivity in the localizer,
and one with the opposite pattern of body without face selectivity. On
average 75 percent of voxels in the FFA were exclusively face-selective and
56 percent of the voxels in the body-selective ROI were exclusively body-
selective. Our event-related data from the same subjects replicated this
exclusive selectivity in each ROI: the faces-only region produced a
significantly higher response to faces (1.04 PSC) than to bodies (0.44 PSC)
or objects (0.39 PSC), which did not differ from each other. Conversely, the
bodies-only region produced a significantly higher response to bodies
(0.90 PSC) than to faces (0.55 PSC) or objects (0.56 PSC), which did not
differ from each other. These results demonstrate strong and exclusive
selectivities in distinct but adjacent regions in the fusiform gyrus for only
faces in one region and only bodies in the other.

38 Activation in lateral occipital and fusiform cortex predicts
performance in threshold face identificaiton tasks

Michael C. Mangini (mangini@mit.edu)?, Nancy Kanwisher'>3; IMcGovern
Institute, Massachusetts Institue of Technology, Cambridge, MA, *Dept. of Brain
and Cognitive Sciences, Massachusetts Institute of Technology, Cambridge, MA,
3Martinos Center for Biomedical Imaging, Boston, MA

Human observers can distinguish between highly similar faces in a
fraction of a second. A network of cortical regions has been proposed to
underlie human face processing. Areas in superior temporal (STS),
fusiform (FFA), lateral occipital (OFA), as well as anterior temporal
cortical regions and the amygdala are activated more strongly when
observers view faces than non-face objects. Previous studies have
suggested distinct roles for these areas, such as identity discrimination in
the FFA and discrimination of emotional expression and/or gaze direction
in the STS. However, previous studies have not determined whether these
areas are critical to performing the perceptual discriminations, or whether
their activation corresponds to ancillary, post-perceptual, processing (for
example social processing, or multi-modal integration.) In the current
study we use performance-based fMRI analysis to determine which areas
show patterns of activation corresponding to successful perceptual
discrimination. Subjects’ thresholds were determined during a practice
session utilizing a staircase procedure in a carefully controlled
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psychophysical face identity discrimination task. Presenting the stimuli at
a known threshold during the fMRI data collection ensured that all
changes in activity could be directly attributed to changes in internal state
and not stimulus differences. We show that while areas STS, FFA, and
OFA all show higher activation for faces than for a non-face blobby object,
only the OFA and FFA show significantly greater activation when subjects
are accurate. These findings, as well as other preliminary findings from
discrimination tasks on face expression and gaze direction, suggest that
areas OFA and FFA play primary roles in the basic perceptual processing
of face stimuli.

Acknowledgment: NIH

39 Severe acquired impairment of face detection and
recognition with normal object recognition

Bradley C Duchaine (brad@uwjh.harvard.edu), Galit Yovel, Ken Nakayama;
Wision Sciences Laboratory, Harvard University, *Brain and Cognitive Sciences,
MIT, 3Vision Sciences Laboratory, Harvard University

L], a 16-year-old male, had no history of visual difficulties prior to an
incident in November 2004. After posing for a photograph preceded by
red eye reduction flashes and the normal flash, L] became disoriented and
sounds were distorted. His disorientation and hearing difficulty cleared
up within a matter of minutes, but his face perception has been severely
impaired ever since. In the preceding years, he suffered from several spells
of disorientation, including one following exposure to a strobing light.
Other than face perception, L] is unaware of any difficulties resulting from
the incident. He reads and plays the piano normally. L] is a world-class
juggler, and his juggling has not suffered. He reports no difficulties with
object recognition in daily life, and he has performed normally on a wide
range of object tests. In contrast, L] now inhabits a lonely world devoid of
meaningful facial information. He is unable to identify few previously
familiar faces, and successful identifications rely on recognition of
individual features and a process of inference. He performs very poorly on
tests of emotional recognition and gender discrimination, and his
attractiveness ratings are atypical and unreliable. Unlike most
prosopagnosics with face-selective impairments, he fails tests of face
detection. When shown six Arcimbaldo faces, which consist of a collection
of objects in a face-like configuration, L] was able to see only one of the
faces and he did so quite slowly. L] also reports no facial imagery. He
performed normally on several flawed face tests so he does not appear to
be malingering. His difficulties with faces extend to inverted faces as well.
His results indicate that face perception mechanisms are sharply
segregated from object perception mechanisms, face detection is not
carried out by general-purpose recognition mechanisms, and inverted face
processing involves the processes used with upright faces.

40 A new test for face perception

Kerry ] Dingle (dingle@fas.harvard.edu), Bradley C Duchaine', Ken Nakayama’;
Harvard University, Cambridge, MA

Currently there are no effective standardized tests of face perception
without memory demands. This leaves us unable to determine if face
recognition impairments are caused by perceptual or memory problems.
Experiments with normal subjects also require assessment of face
perception abilities. To address these issues, we have created a face
perception task in which subjects must order simultaneously presented
faces based on their similarity to a target face. The experiment consists of
twelve sets; in each set a target face is presented along with six morphed
test faces that each resembles the target face to a different degree. The test
faces were created by morphing the target face with another face; different
proportions were used to achieve different levels of resemblance. On some
sets, we created each test face by morphing the target face with a different
face, thus minimizing subject’s ability to see continuous feature changes.
Noise was added to the test faces in order to obscure the blurring effect of
the morph technique. To determine if the task involves the specific
mechanisms used for face recognition, we measured effect of inversion by

presenting half of the trials upright and half inverted. Subjects committed
far more errors on inverted trials than upright trials. This indicates that
this experiment does engage face recognition mechanisms. The
prosopagnosic we tested did not show a significant inversion effect.

Acknowledgment: This research was supported by a grant from the Mind
Brain Behavior Inititative at Harvard University

41 Priming identity in biracial observers affects speed of visual
search for different race faces

Joan Y. Chiao (jchiao@uwjh.harvard.edu)!, Hannah E. Kenser', Ken Nakayama',
Nalini Ambady?; 'Department of Psychology, Harvard University, >Department
of Psychology, Tufts University

Priming an individual with one of his or her social identities has
previously been shown to affect cognitive performance on math and word
completion tasks. We examined whether or not priming racial identity
would influence the ability to search for different race faces. In the present
study, we employed, Black, White and Biracial (Black/White) participants.
Biracial participants were primed with either their Black or White racial
identity by being required to write an essay describing one of these racial
identities. All groups performed a Black/White face visual search task for
faces. Black faces were detected faster than White faces. The results also
showed a racial prime effect in Biracial individuals such that the
magnitude of the search asymmetry was significantly different depending
on whether or not they were primed with their White or Black identity.
These findings suggest that top-down factors such as one's racial identity
can influence mechanisms underlying the visual search for different race
faces.

42 The face system is blind and inefficient to other-race faces

Roberto Caldara (r.caldara@psy.gla.ac.uk)', Marie L. Smith?, Jaehyun Han?, Car-
oline Michel’, Maxine McCotter!, Chan-Sup Chung?, Philippe G. Schyns’;
IDepartment of Psychology, University of Glasgow, United Kingdom, >Center for
Cognitive Science, Yonsei University, Seoul, Korea, 3Unite de Neurosciences
Cognitives et Laboratoire de Neurophysiologie, Universite catholique de Louvain,
Belgium

Human beings are natural experts at processing faces, with the exception
of other-race faces. Despite numerous studies it is still unclear whether the
so-called other-race effect results from changes of visual information
processing depending on the race of input faces. We first investigated this
question with hybrid faces (Schyns & Oliva, 1999) that combined a face of a
specific race (Asian or Caucasian) at a coarse spatial scale with the face of
the opposite race at a fine spatial scale. A condition combining faces of the
same-race at the different spatial scales was included for controlling
response biases. When both races were simultaneously presented in the
hybrids, Caucasian and Asian observers were biased to perceive their own
race faces, independently of scale, revealing a tuning for same-race face
information. To understand which facial information observers use to
classify (as "Asian’ or ‘Caucasian’) and recognize (face identify) same- and
other-race faces, we used Bubbles, a response classification technique that
sampled facial information across the faces (Gosselin & Schyns, 2001).
Surprisingly, participants used across tasks more information to classify
and recognize same- (eyes, nose and mouth) than other-race faces (e.g.,
eyes and nose for the classification task). Crucially, however, they
exploited facial information more efficiently for same- compared to other-
race faces. Altogether our results provide new insights on the other-race
effect and define how the face system, calibrated with experience for
processing same-race faces, flexibly optimizes its selection in the use of
facial information.

Acknowledgment: RC is supported by a post-doctoral fellowship
provided by the Swiss National Science Foundation.
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43 Influence of facial expression on binocular rivalry between
two faces

Lira Yoon (lirayoon@northwestern.edu)’, Sang Wook Hong?; ' Psychology
Department, Northwestern University, Evanston, IL. 60208, U.S.A., 2Visual Sci-
ence Laboratories, University of Chicago, Chicago, IL. 60637, U.S.A.

PURPOSE: How do facial expressions affect perception of a face? Previous
research on binocular rivalry suggests that stimulus strength (e.g. amount
of contour or luminance contrast) affects perceptual dominance and
suppression of the stimulus during rivalry. Certain facial expressions may
increase perceptual strength of a face because of their emotional
information. We examined the influence of facial expressions on
perception of faces by implementing binocular rivalry experiments. More
specifically, we tested whether (a) emotional faces had dominance over
neutral faces, and (b) a negative facial expression, as a result of
evolutionary advantage, had dominance over a positive facial expression.
METHODS: Three different facial expressions (happy, disgust, neutral)
from two female models (i.e. a total of six faces) were chosen from Ekman
and Matsumoto’s (1993) Combined JACFEE and JACNeuF. Twenty-four
observers viewed two faces presented on a calibrated CRT through a
haploscopic mirror system. During 1-minute presentation, exclusive
visible time for each face was measured. RESULTS: Faces with facial
expressions of happiness (1842 s) and disgust (17.2£#1.8 s) had longer
dominance duration than a neutral face (10.241.1 s) presented to the
contralateral eye. When a happy face and a disgust face were presented to
the two eyes, the happy face (19+1.8 s) had longer dominance duration
than the disgust face (12.6+1.3 s). CONCLUSIONS: The experiments
showed that emotional information from a face could affect perceptual
dominance of the face, which suggested that facial expressions could
change the strength of a face stimulus. The results are inconsistent with the
perceptual advantage of negative facial expressions found in searching
experiments. The results suggest the presence of a positivity bias, which is
consistent with previous studies demonstrating higher accuracy for the
decoding of happy faces in a variety of conditions.

Acknowledgment: This research was supported by a Psychology Research
Grant from the University of Chicago

44 The effect of sharpness constancy on the recognition of
facial expression

Motoyasu Honma (mhonma@stu.rikkyo.ne.jp), Yoshihisa Osada; Rikkyo Univer-
sity

Video-sequences appear sharpness even blurred images inserted into
them. This effect, called sharpness constancy (Ramachandran et al, 1974),
has been demonstrated empirically. Video-sequence images are actually
somewhat blurred, but they look sharp when the video is played. We have
examined effects of motion information of a face on the recognition by the
method of varying the degree of blur among facial expressions.

Methods: We prepared video-sequences of 2 facial expressions (happy and
sad), each of which comprised 26 frames. A video-sequence of 29.97 fps
was mixed alternately the half of the 26 frames was blurred by Gaussian
filtering with the non-blurred frame. Video-sequences were set by 3 scales
(Gaussian filter radius 0, 4, 8 pixel). Also, Blurred still images were set by
ten scales (Gaussian filter radius 0-9 pixel) as comparison stimulus. 2
observers judged the perceived sharpness of the movies by comparing the
movie to a blurred still image.

Results: In case that the value of blur of video-sequences was large (4 or 8
pixel), observers judged the value of blur of still image lower than the
value of blur of video-sequences. However, appearance keeps sharpness
when video-sequences of sad faces show than when that of happy faces
show.

Conclusions: We found that sharpness constancy occurs in video-
sequences of facial expression, and this effect differs among facial
expressions. These results suggest that a motion detecting mechanism on
the recognition of facial expression depends on the spatial frequency

12

component of facial expression. Two explanation of this effect are possible:
1. Motion information of a face reconstructs the high spatial frequency
information. The reconstruction ratio on happy faces is larger than that on
sad faces. 2. Blurred images of a video-sequence were neglected. We can
easy recognize the happy face with low spatial frequency, but we are hard
to recognize sad faces with low spatial frequency.

Acknowledgment: This work was supported by MEXT grant (16330144).

45 'Reading' Dynamic Facial Expression in Autistic Spectrum
Disorder

Katie Irwin (u05kji@abdn.ac. uk)l, Benedict C ]onesl, Lisa M DeBruiné?, Justin H
Williams®, Mark Mon-Williams'; *School of Psychology, University of Aberdeen,
2School of Psychology, University of St Andrews, 3Child Health, University of
Aberdeen

Autistic Spectrum Disorder (ASD) affects about 1 in 200 individuals and is
associated with deficits in social communication and reciprocity. These
abilities are highly dependent upon the ability to understand others’
intentions and desires by ’‘reading’ facial expressions and eye gaze
direction. Instruments developed to diagnose ASD find that the ability to
follow the direction of other’s eye gaze, is impaired in ASD and
discriminates between these children and those with other disorders.
However, experiments have found that children with ASD reduce their
reaction times to a two-choice stimulus, by taking advantage of a precue in
the form of an eye gaze stimulus. These studies may be problematic as
they employed static images of eyes that were removed from the face, and
which could be treated as symbolic stimuli. In this study, 10 children with
ASD and an age-matched control group were presented with a realistic
computer generated face (composite of 100 real faces) before the
presentation of an imperative stimulus (an arrow). Participants were
required to press a right key when a central arrow pointed right and a left
key when it pointed left. A 10 degree eye-movement within the face seen
for 1000ms provided consistently valid precue information. The
imperative stimuli would appear 500-3000ms (random) after the face
disappeared. In a second block of trials, the eye shift occurred concurrently
with a smile or a frown. The smile meant that the cue was valid but a
frown indicated an invalid cue. This design feature was explained
carefully to the children. This experimental paradigm provides an
objective and quantifiable measure of whether children with or without
ASD can integrate facial expression and eye-gaze to derive intentional
information.

Alcohol

46 Interpreting Facial

Consumption

Peter ] R McGinty (u74pm@abdn.uc.uk)1, Lisa M DeBruiné?, Justin H
Williums3, Benedict C ]onesl, Mark Mon—Williumsl; 1School of Psychology, Uni-
versity of Aberdeen, 2School of Psychology, University of St Andrews, 3Child
Health, University of Aberdeen

Social situations are strongly influenced by the way that individuals
respond to others’ facial expressions, which convey a wealth of
information about a person’s mental state such as the mood and
intentions. Ethyl alcohol is often involved as a neuropharmacological
factor in such situations and alcohol has been shown to alter facial
perception to make some faces appear more attractive. It therefore appears
that facial expression may influence behaviour to a greater extent under
the effects of alcohol. We were interested in whether ethyl alcohol altered
the ability to derive intentional cues from facial observation, or inhibit
responses to those cues. To explore this issue, we used a simple two choice
reaction time task in 8 healthy, right handed non-smoking males of BMI =
18-21 in a double-blind, placebo-controlled crossover design. Blood
alcohol levels were raised to about 0.15%. Participants were required to
press a right key when a central arrow pointed right and left when it
pointed left. An eye-movement within a computer-generated facial
expression (composite of 100 real faces) seen for 1000ms provided pre-cue
information that was always valid. The imperative stimuli would appear

Expression Following
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500-3000ms (random) after the face disappeared. In the first block of trials
(n = 40) the eyes within the face were made to move 10 degrees to either
the right or left or remain stationary. In the second block of trials (n = 40),
the eye shift occurred concurrently with a smile or a frown. The smile
meant that the cue was valid but a frown indicated an invalid cue.
Participants were told this. A second condition also explored performance
when the imperative arrow appeared on the left or right of the screen
rather than in the centre. The results of this study provide insights into the
effect of alcohol on the behavioural response to facial expression.

47 The Effect of Motion Information on Infants’ Recognition of
Unfamiliar Face.
2

Yumiko Otsuka (02341004@crow.grad.tamacc.chuo-w.ac.jp)’, So Kanazawd’,
Masami K Yamaguchil, Alice | O'Tooles, Herve Abdis; IChuo University,
2Shukutoku University, 3University of Texas at Dallas

Traditionally, face researchers mainly use static pictures. However, a
number of recent studies attempted to reveal the effect of motion
information in face recognition. Studies with adult participants indicate a
fundamental difference in the effect of motion for familiar and unfamiliar
faces (O'Toole, Roark, & Abdi, 2002). Although a facilitative effect of
motion is consistently found for the recognition of familiar faces, the effect
is less clear for the recognition of unfamiliar faces.

The aim of the present study was to examine the role of motion
information on infants' recognition of unfamiliar faces. Several previous
studies suggested that motion information promotes infants' perception
(Kellman & Spelke, 1983; Otsuka & Yamaguchi, 2003), and therefore we
theorized that motion information should facilitate infants' face
recognition. In the present study, we compared infants' recognition
memory for unfamiliar faces learned in a moving or a static condition.

A total of 24 infants aged 3- to 5- months participated in the present study.
Infants were first familiarized with a smiling woman face either in the
moving or static condition. The familiarization phase was fixed at a
relatively short duration (30 sec). After familiarization, infants were tested
using a pair of novel and familiar female faces. Both novel and familiar
faces in the test phase had static, neutral expressions. Hair was excluded so
that only the internal features were visible. In such a paradigm, we infer
that infants have recognized the familiar face, if they show a novelty
preference for the novel female face.

We found that the infants in the moving condition showed a significant
preference for novel faces, but that the infants in the static condition
showed no preference for either of the faces. The present results suggest
that learning from moving condition promotes infants' recognition of
unfamiliar faces.

48 Patterns of Developmental Advancement in
Dynamic Facial Expression

Sarah R White (samhrwhite@ntlworld.com)l, Justin H Williams?, Benedict C
]onesl, Lisa M DeBruine>, Mark Mon-Williams™: 1School o Psychology, Univer-
sity of Aberdeen, >Child Health, University of Aberdeen, 3School of Psychology,
University of St Andrews

'Reading’

The ability to predict the intentions of others is a core feature of human
social communication. Within the visual domain, information regarding
intention is conveyed largely through gesture, facial expression and eye-
gaze. Whilst there is evidence that even very young children follow eye
gaze and discriminate between different facial expressions, much less
effort has been directed to exploring whether children are able to integrate
two sources of social-visual information to predict intention. We studied
the development of this ability in four groups of children (n=10 for each
group) aged between 5 and 12 years using a facial pre-cue paradigm. The
children were presented with a realistic computer generated face
(composite of 100 real faces) on a computer screen for 1000ms. After a
random delay of 500-3000ms after the face disappeared, a central arrow
would appear pointing left or right. The children were required to press a
right key when it pointed right and a left key when it pointed left. A ten

degree eye-movement within the face provided consistently valid precue
information. In a second block of trials, the eye shift occurred concurrently
with a smile or a frown. The smile meant that the cue was valid but a
frown indicated an invalid cue. This design feature was explained
carefully to the children. The data reveal the developmental progression of
responses to social pre-cues. We will discuss the findings with regard to
the general maturational processes that occur within this age group.

49 DOGS, BUT NOT CATS, CAN READILY RECOGNIZE THE FACE
OF THEIR HANDLER

Stephen G Lomber (lomber@utdallas.edu)?, Paul Cornwell?; 1School of ~Behav-
ioral and Brain Sciences, University of Texas at Dallas, >Department of Psychol-
ogy, Pennsylvania State Univerisity

It should be expected that there are multiple factors that a domestic animal
could use to recognize its human handler including face recognition,
speech patterns, olfactory signals, and cutaneous cues. The purpose of this
study was to examine if either cats or dogs are able to identify their
handler using only face recognition. Shortly after weaning, twelve pure-
breed beagles and twelve domestic cats were each assigned a different
human handler who worked with the animal for two hours each day for
six months. The animals were trained to work in a two-alternative forced
choice testing apparatus and mastered many different types of pattern and
object discriminations. At about 9 months of age, each animal was tested
on four different visual discriminations (for 50 trials each), with both
stimuli in each pair being rewarded on all trials. Stimulus pairs and
results: 1) The face of the handler versus an unfamiliar face. Dogs chose the
face of their handler at 88.2%, while the cats chose their handler at 54.5%.
2) The face of an animal that lived with them in the colony versus an
unfamiliar animal. Dogs chose the face of the familiar dog at 85.1% and the
cats chose the face of the familiar cat at 90.7%. 3) A previously learned
natural scene versus and unfamiliar scene. The dogs chose the familiar
scene at 89.0% and the cats chose the familiar scene at 85.8%. 4) An
unfamiliar natural scene versus an unfamiliar natural scene. The dogs
chose one scene at 49.8% and the cats chose one scene at 51.7%. Overall,
the only significant difference between the performance of the dogs and
cats was in the recognition of the face of their handlers. Neither dogs nor
cats had any difficulty recognizing other animals they lived with or a
previously-viewed scene. As expected, neither dogs nor do cats have any
preference for two scenes that they had not previously seen. Therefore,
dogs are able to discriminate their handler from another human based
solely upon face recognition.

Acknowledgment: Supported by NSF.

50 Prime-mask Interactions in Unconscious
Conscious Perception of Emotional Faces

Chris Oriet (coriet@psych.ubc.ca), James T Enns'; University of British Colum-
bia

Winkielman, Berridge, & Wilbarger (in press, PSPB) report that unseen
happy and angry faces influence consumptive behaviors such as drinking
and the rated value of a beverage. Central to their claim is the assumption
that the emotionally expressive faces were not consciously perceived.
Participants in their study were shown emotional faces for 16 ms, which
were replaced by neutral faces for 400 ms. These display sequences
influenced beverage consumption, even though participants were at
chance in their attempts to identify the emotion in the prime faces. In the
present work, we asked whether perception of either the prime or the
mask face was influenced by interactions between features of both faces. In
phase 1, participants made speeded classifications of happy and angry
masks (450 ms) that were preceded by angry, happy, or neutral primes (22
ms) at one of three intervals (22 ms, 45 ms, or 67 ms). In phase 2,
participants were instructed to classify these same prime faces as either
happy or angry. Prime-mask congruence had different influences in the
two tasks. In the mask classification task, emotionally congruent primes
led to faster responses than incongruent primes and this effect increased
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with prime-mask interval. Featural similarity in the faces played no role in
priming. In the prime classification task, the effect of emotional
congruence interacted with featural similarity of the faces. For emotionally
congruent faces, increased feature similarity improved accuracy whereas
for incongruent faces it impaired accuracy. This underscores the
importance of examining prime-mask interactions on unconscious
influences on consumptive behavior. A second study examined the issue
of task relevance in the masking of faces. We discuss the implications of
these findings for unconscious action priming and conscious object
recognition in the realm of rapid emotional processing.

Acknowledgment: Natural Sciences and Engineering Research Council of
Canada, Izaak Killam Memorial Trust

[llusions

51 An lllusion of Misalignment

Marco Boi (baingio@uniss.it)l, Vera Stumz, Massimiliano Dasam3, Pietronilla
Penna®, Baingio Pinna®; "University of Cagliari, Dept. of Psychology, Italy,
2University of Cagliari, Dept. of Psychology, Italy, 3University of Sassari, Dept.
of Sciences of Languages, Italy, *University of Cagliari, Dept. of Psychology,
Italy, *University of Sassari, Dept. of Sciences of Languages, Italy

Purpose: To study a new Illusion of misalignment. Given a two-
dimensional configuration made up of a white vertical rectangle partially
occluded by a black horizontal one, so that the two extreme components of
the occluded rectangle remain visible, when the figure is monocularly
viewed, the two components, geometrically aligned, appear misaligned.
The direction of the effect depends on the viewing eye: when the figure is
observed with the right eye, the upper component appears displaced
leftwards relative to the lower one; observing with the left eye, the upper
component is displaced rightwards relative to the lower one. These results
can be better perceived by rapidly closing and opening the viewing eye.
Trained observers reported that the apparent misalignment can be
perceived even when the figure is binocularly viewed. Under these
conditions the direction of the illusion changes during prolonged
inspections. When the figure is 90 deg rotated with the partially occluded
rectangle horizontally oriented, its visible components can again be
perceived misaligned, but this effect depends on the viewing angle, not on
the viewing eye. When the figure is viewed front parallel with the centre at
the same high of the observer’s eyes, the two components appear aligned;
when the figure is viewed higher than the observer's eyes, the right
component appears displaced upwards relative to the left one; when the
figure is below the line of the observer's eyes, the right component is
displaced downwards relative to the left one. The results are essentially
the same for monocular and binocular viewing, since in this case the
misalignment has the same direction for both eyes. The roles of the
geometrical properties of the stimuli, of their spatial location relative to the
viewing eye and of the depth segregation in stereoscopic conditions were
studied in five experiments. An explanation based on depth processing is
proposed, and some implications for picture perception are discussed.

Acknowledgment: Supported by Fondazione Banco di Sardegna, ERSU
and Fondo d’Ateneo ex 60% (to BP). We thank Francesco Micella and
Franca Bua for assistance in testing the subjects.

52 Seeing More Than Meets the Eye - the Ghost Illusion

Sandy Y. Chuang (chuang@psych.ubc.ca), Ronald A. Rensink’; University — of
British Columbia, Vancouver, Canada

When a large and a small concentric square alternate in succession with a
blank separating the two, observers often report seeing one or more
distinct illusory squares (or ‘ghosts’) in the blank field. To explore this
'Ghost Illusion’, squares with black edges and white backgrounds were
used, ranging between 1.0 and 3.5 degrees in size. Each square was
displayed for 80 ms; the two displays alternated 5 times, with a white
screen (duration 125 ms) between each display. Observers were informed
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that more than one square size would appear. They were instructed to
count the total number of squares differing in size that appeared, and then
respond using the numbered keys. Several experiments were carried out,
with twelve observers in each, and 36 trials per observer. The first three
experiments tested a range of size ratios (2:1-4:1). The strength of illusion
decreased only slightly as the size ratio increased. Two, three and four
squares were perceived in 31%, 49% and 16% of trials for size ratio 2:1, in
37%,39%, and 13% of trials for ratio 3:1, and in 32%, 33%, 18% of trials for
ratio 4:1, respectively. Similar results were obtained when the thickness of
the edges was tripled for ratio 2:1 and when the colors of the edges were
distinct (red and green) for ratio 4:1. These results therefore show that the
strength of the illusion persists across size ratio, edge thickness, and color.

Acknowledgment: Support provided by the Natural Sciences and
Engineering Research Council of Canada.

53 The chromatic Hermann grid illusion for stimuli equated in
chroma

James P Comerford (comerfordj@neco.edu), Frank Thorn', Brad Bodkin'; The
New England College of Optometry, Boston, MA

A Chromatic Hermann Grid evokes the perception of illusory colored
spots at the crossings of grid lines. Using a restricted range of contrasts
near isoluminance, we have found that the chromatic illusion may be
weaker than the equivalent achromatic illusion for grids darker than the
background. Here we explore the interaction of hue and contrast in the
chromatic Hermann Grid illusion for a full range of negative contrasts
using a constant luminance dark grid. Because stimuli that differ in hue
may also differ in saturation, we equated our stimuli for chroma.

Method. We constructed grids with 21 intersections. Grid lines were 0.18
deg wide and presented at 200 cm. 5 colors were presented at 5 negative
contrasts. Stimuli were equated for chroma using the CIE 1976 uniform
color space. Subjects rated the magnitude of the illusion with the highest
rating referenced to a standard achromatic grid presented adjacent to the
comparison stimulus.

Results. The Hermann Grid Illusion increased with contrast for all hues (P
< 0.0001). For some observers, the colored illusion was marginally visible
even without luminance contrast. At high contrasts, the achromatic
illusion was stronger than the chromatic illusion for red and blue
backgrounds. The hue x contrast interaction was significant for red and
blue backgrounds (P < 0.05) but not for green and yellow backgrounds. In
all cases the illusory spots appeared as a dark version of the background
hue.

Conclusions. The discrepancy between the strength of the Hermann Grid
illusion for red and blue grids and for luminance equated achromatic grids
is even larger at high contrast levels than we found in our previous work
for low contrast levels; the discrepancy was not significant for green and
yellow grids. This effect of hue is unlikely to be due to differences in
saturation among our stimuli since we equated the stimuli for chroma.
These results will be related to Oehler and Spillman’s (1981) suggestion
that this illusion is mediated by R and G cones.

Acknowledgment: R24 EY(014817

54 The problem of the perception of holes and figure-ground
segregation in the watercolor illusion

Stephen Grossberg (baingio@uniss.it)!, Massimiliano Dasara®, Baingio Pinna
1Boston University, Dept. of Cognitive and Neural Systems and Center for Adap-
tive Systems, Usa, >University of Sassari, Dept. of Sciences of Languages, Italy,
SUniversity of Sassari, Dept. of Sciences of Languages, Italy

3.
;

The watercolor illusion is a long-range assimilative spread of color
sending out from a thin colored line running parallel and contiguous to a
darker chromatic contour and imparting a strong figural effect. Pinna
(1987) showed that the watercolor illusion induces a figural effect with
univocal depth segregation similar to a rounded volumetric surface, and a
complementary background effect, that, under most conditions, appears as
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an unequivocal hole. The problem perceiving a hole is related to the
unilateral belongingness of the boundaries (Rubin, 1921). However, a hole
is something in between figure and background. Phenomenally, the
boundaries belong only to the figure and not to the background, which, as
a consequence, has no shape and is invisible. When a hole is perceived, the
boundaries belong to it and at the same time to the complementary region.
The boundaries delineate the hole that is visible as an empty space with a
shape. This work demonstrates that the watercolor illusion, due to its
strong figural effect, enhances the perception of holes under conditions
usually perceived as a figure or as a background. This was
psychophysically tested (i) by weakening the whole figural organization
through imparting motion to only some components of a stimulus, while
other components remain stationary, and (ii) by creating new paradoxical
cases. The results showed that, despite the common fate principle, under
watercolor conditions, moving and stationary elements group, inducing
strong figural and hole effects. The uniqueness of the watercolor illusion in
inducing the perception of holes is considered to be due to its peculiar
boundary properties - juxtaposition of at least two parallel lines creating a
luminance asymmetrical gradient along the boundaries - that can be
considered as a principle of figure-hole-background segregation. The
results are interpreted in terms of the FACADE neural model of biological
vision (Grossberg, 1994).

Acknowledgment: Supported by Fondazione Banco di Sardegna, ERSU
and Fondo d’Ateneo ex 60% (to BP). We thank Maria Tanca e Fabrizio
Deledda for assistance in testing the subjects.

55 The Pinna -Brelstaff Illusion is not optimal under self-motion
conditions.

Rick Gurnsey (Rick.Gurnsey@concordia.ca), Genevi've Pagé'; Department of
Psychology, Concordia University, Montreal, QC, Canada

Purpose: The Pinna-Brelstaff illusion (Pinna & Brelstaff, 2000, Vision
Research) consists of two concentric rings of micropatterns that appear to
counter-rotate when the observer moves towards and away from the
image. There have been several anecdotal reports that the illusion is
stronger when the retinal motion (expansion and contraction of the
stimulus) is produced by self-motion rather than by expansion and
contraction of the stimulus on the computer screen.

Method: Our displays consisted of two concentric rings of Gabor patches. Each
micropattern was oriented £@ degrees from the line that connects it to the centre of
the display (Gurnsey et al., 2002, Perception). Nine displays were created with ©
ranging from 0 to 90 degrees. Subjects first made relative salience judgements (for
all possible pairs of ®) under both self-motion and screen-motion conditions.
Subjects then judged which of two identical retinal motions--one produced under
conditions of screen motion and another under conditions of self motion--
produced the stronger illusion.

Results: The relative salience judgements made under conditions of screen- and
self-motion produced identical dependence on ®, with peak salience occurring at
approximately ® = 31. For all values of ® screen motion produced the more
salient illusion and in several cases the difference was statistically different from
chance.

Conclusions: Contrary to anecdotal reports the Pinna-Brelstaff illusion is
not strongest under conditions of self-motion; if anything, the opposite is
true. Therefore, there is no need to consider a role for extraretinal inputs in
determining the strength of the illusion. It should be noted however that
the percepts differ under conditions of self motion and screen motion.
Under conditions of self motion there is size constancy but not under
conditions of screen motion. Nevertheless, the extra retinal contributions
leading to size constancy do not affect the strength of the illusion.

56 Magnocellular- and parvocellular-pathway processing in a
novel visual illusion

J. Jason McAnany (jmcanal@uic.edu), Michael W Levine'; University of Illinois
at Chicago

If viewed peripherally, a white disk presented in an intersection of gray
alleys in a grid of black squares is not detected. Previous work showed that
both retinal and cortical mechanisms contribute to this ’blanking
phenomenon” (McAnany & Levine, 2005). Here, we examine
magnocellular (MC) and parvocellular (PC) pathway contributions to this
novel form of visual disappearance. In these experiments, grids of black
squares were continuously presented 15° above and below fixation on a 46
cd/m? gray background (background and alley luminance was always
equal); a white disk appeared in a randomly chosen intersection. Subjects
were asked to identify which intersection (left, middle, right) contained the
disk.

In one condition, the disk was presented as a 36 ms pulse, a presentation
duration that favors the MC-pathway. Subjects identified the correct
intersection with near-perfect accuracy in this condition. In a second
condition, the disk was ramped on, held for 36 ms, and then ramped off
(minimizing temporal transients, thus biasing processing toward the PC-
pathway). Subjects” responses to the ramped stimulus were essentially
random. A third condition was intended to saturate the MC-pathway by
introducing a large luminance transient concurrent with the disk
presentation (Leonova, Pokorny, Smith, 2003). To induce the luminance
transient, the background and alley gray luminance before and after the
pulsed disk presentation was 0.3 log above or below the 46 cd/m? gray.
Contrast threshold under this condition was significantly higher than
when the disk was pulsed without a luminance change.

There are two possible explanations for these results. First, the MC-
pathway may be solely responsible for detecting the disk; the disk cannot
be detected when the MC-pathway is saturated or ineffective.
Alternatively, either pathway can detect the disk, but the PC-pathway
includes processing that causes blanking in the presence of the grid.

57 The Effect of Chromaticities and Shaft Occlusion on the
Magnitude of the Mueller-Lyer lllusion

Eriko Miyahara (emiyahara@fullerton.edu), Andrew ]. Klerer, Karen E. Muna,
Patrick C. Hwang; Department of Psychology, California State University, Ful-
lerton, Fullerton, CA

Purpose. To examine changes in magnitude of the Brentano version of the
Mueller-Lyer illusion by varying the chromaticities of the shaft and arrows
along the cone-excitation axes and the occlusion of the shaft. Method. The
Brentano version of the Mueller-Lyer figure was displayed on center of a
CRT monitor subtending a visual angle of 488 x 378 at a viewing distance
of 45 cm. The stimulus consisted of a shaft of 15.28 and 3 arrows of 2.38 per
side forming 458 angles to the shaft. All stimuli were equiluminant to the
gray surround (11.6 cd/m?) except for the black stimuli. The combinations
of shaft/arrow chromaticities were black/black, L-/L-, L-/L+ and L-/S- as
expressed in the DKL cone-excitation space. When the chromaticities of
the shaft and arrows were different, the arrows occluded the shaft or were
occluded by it producing a total of 6 stimuli. The magnitude of the illusion
was measured by having observers adjust the position of the middle arrow
using keys on a keyboard until judged that the 2 segments of the shaft to
either side of the arrow appeared equal in length. When satisfied, the
observer pressed a key to indicated it. The screen turned homogeneous
gray for 3 s and the next stimulus appeared. Observers made these
adjustments 6 times per randomly presented stimulus. Observers were 45
naive, normal trichromats. The magnitude of the illusion was obtained by
dividing the longer by the shorter segment of the shaft. Results and
Discussion. Consistent with the past research, stimuli with identical
shaft/arrow chromaticity produced more illusion than stimuli with
different chromaticities. L-/S- stimuli tended to produce more illusion
than L-/L+ stimuli suggesting that the chromaticity similarity of the shaft/
arrow components, not the chromaticity change along one axis, increases
the illusion. When the middle arrow occluded the shaft rather than the
opposite, the illusion was smaller. This is possibly because the observer
can see the clear segmentation of the shaft by the middle arrow.

Acknowledgment: This study was supported by National Institute of
Health National Eye Institute research grant EY13936.
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58 The Windmill lllusion

Baingio Pinna (baingio@uniss.it)!, Massimiliano Dasara’; "University of Sas-
sari, Dept. of Sciences of Languages, Italy, >University of Sassari, Dept. of Sci-
ences of Languages, Italy

Purpose: To study a new illusion of apparent rotation. By alternatively
increasing and decreasing the amount of transparency of a grey annulus
superimposed to a radial arrangement of black and white circular sectors,
the annulus appears to rapidly rotate. We call this phenomenon "windmill
illusion’. Phenomenology of the illusion: (i) The rotation does not belong
to the boundaries of the annulus but only to its grain and matter, that
appear to flow within and along the annulus area ambiguously in either
clockwise and anticlockwise directions; (ii) the granular matter of the
annulus emerges clearly only under transparency modulation and only if
the illusory rotation is perceived; (iii) the intentional motion of the gaze in
one direction (e.g. clockwise) disambiguates the illusory rotation that
follows the gaze direction; ( iv) the loss of transparency annuls the
apparent rotation; (v) by rotating the whole stimulus while the
transparency of the annulus is increased and decreased, the annulus
appears to rotate in the opposite direction to the real rotation; (vi) by
replacing the annulus with another shape (disk, square, vertical or
horizontal rectangle) the apparent motion follows the main directions of
the boundaries of the specific shape, i.e. the matter appears to flow along
the horizontal rectangle and in either left and right directions; (vii) by
replacing the annulus with a disk of different sizes, if the disk is smaller
than the sectors, the apparent rotation belongs to the disk, if it is larger
than the sectors, the rotation belongs to them, if it has the same size as the
sectors both rotate but only in their matter or grain; (viii) the apparent
rotation is clearly perceived under neon color spreading conditions.
Experiments: The previous phenomenal conditions were psychophysically
measured. Results confirmed previous phenomenal observations and are
theoretically discussed and related to other phenomena reported in the
motion perception literature.

Acknowledgment: Supported by Fondazione Banco di Sardegna, ERSU
and Fondo d"Ateneo ex 60% (to BP). We thank Marina Oggiano, Deborah
Cisternino and Loredana Ticca for assistance in testing the subjects.

59 The visual system does not take global snapshots of the
visual field

Keith A Kline (kkline@uth.tmc.edu)l, Alex O Holcombez, David M Eugleman1’3;
TUniversity of Texas, Houston, >University Cardiff, UK, 3Rice University

In stroboscopic conditions, rotating objects may appear to move in the
reverse direction. This illusion arises from an asynchrony between
illumination frequency and the periodic frequency of stimulus rotation. A
seemingly similar phenomenon occurs in constant sunlight, and this has
been suggested as evidence that the visual system processes discrete
’snapshots’ of the outside world. We reasoned that if snapshots indeed are
taken of the visual field, then when a rotating drum appears to transiently
reverse direction, its mirror image should always appear to reverse
direction simultaneously. Contrary to this prediction, we found that when
observers viewed two rotating drums, almost all illusory motion reversals
occurred in only one drum at a time, not both at once. This result indicates
that the motion reversal illusion cannot be explained by snapshots of the
visual field, a theory popular since the advent of cinematography.
Independent reversal of the two drums is also found when the two images
are presented in the same visual hemifield, further ruling out hemisphere-
specific snapshots. The frequency distribution of illusory reversal
durations approximates a gamma distribution, suggesting perceptual
rivalry as a better explanation for illusory motion reversal. In an adaptive
motion-opponency system, the activity of motion-sensitive neurons
coding for motion in the reverse direction might intermittently drive the
perception of motion. EEG and fMRI experiments are underway to
determine the neural difference between veridical and illusory motion
perception.
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60 Undulation and Twist lllusions

Massimiliano Dasara (baingio@uniss‘it)l, Baingio Pinnaz, Peter Wenderotl13;
TUniversity of Sassari, Dept. of Sciences of Languages, Italy, *University of Sas-
sari, Dept. of Sciences of Languages, Italy, *Macquarie University, Sidney, Aus-
tralia

In the Zoellner illusion parallel lines are perceived as being tilted in a
direction perpendicular to the intersecting oblique segments. The most
invoked explanation of this illusion is based on the principle of perceptual
enlargement of acute angles. By continuing the oblique segments so that
each of them becomes a component of a zigzag path an array of parallel
horizontal zigzags is created in between vertical parallel lines. Under these
conditions the local geometrical properties of the stimulus are preserved. If
the principle of perceptual enlargement of acute angles is valid, Zoellner’s
tilt should be perceived again. However, differently from what expected,
the vertical parallel lines appear clearly undulated. The geometry of the
illusion can be simplified by referring to parallel rectangles whose inner
surfaces are filled by a zigzagged texture. Phenomenology of the
undulation illusion: (i) the illusory weaves are perceived at a global
viewing and have a low spatial frequency compared to the much higher
spatial frequency of the zigzagged pattern; (ii) as Zoellner’s tilt, the
undulation illusion is enhanced by rotating the stimulus at 45 deg; (iii) the
zigzags do not need to intersect the rectangles but induce undulation at
long distance; (iv) the undulations of two contiguous parallel lines appear
not parallel but opposite curved with concave and convex alternations; (v)
By increasing the width of the rectangles the strength of the undulation
increases accordingly. When a black bar is inserted in between each couple
of adjacent rectangles another effect emerges: the straight bars appear
twisted. If two parallel stripes are now inserted, each of them appears
twisted and both intertwine. The roles of geometrical properties of the
zigzags and of the parallel lines were studied in five experiments. The
results suggest an explanation in terms of global visual mechanisms where
eye movements play a role.

Acknowledgment: Supported by Fondazione Banco di Sardegna, ERSU
and Fondo d"Ateneo ex 60% (to BP). We thank Sara Manca for assistance in
testing the subjects.

61 New insights into 'Enigma’

Kai Hamburger (kai.hamburger@zfn-brain.uni-freiburg.de), Lothar Spillmann;
Brain Research Unit, University of Freiburg, Hansastrasse 9a, 79104 Freiburg,
Germany

In 1981, Leviant devised a star-shaped figure that elicits rotary motion in
the absence of real motion. This figure consisted of concentric sets of
narrowly spaced radial lines interrupted by moat-like colored annuli.
Compelling as this illusion is, there is no explanation to date. Gregory
(1993) pointed out a similarity to MacKay’'s (1957) ’‘complementary’
afterimage and suggested accommodative fluctuations as a potential
cause. Assuming a neural correlate, Zeki et al. (1993) found PET-activation
by Enigma in visual area V5. To rule out accommodation, we paralyzed
the lens of one eye and still perceived the rotary motion. We then
produced a long-lasting afterimage of the Enigma figure to eliminate
retinal image shifts due to eye movements; the rotation on the rings
continued to be seen. These results left the black radial lines as a candidate
factor. When the radial lines faded from the afterimage, the rotation
disappeared. Motion was present, however, when the concentric sets of
radial lines were phase-shifted relative to each other obviating the need for
collinear lines. Rotary motion was also seen when the colored annuli were
replaced by white annular zones defined only by the ends of the radial
lines. This finding suggests that the Enigma illusion may be mediated by
cortical neurons responding to T-junctions. Indeed, if the radial lines were
tilted in opposite directions so that they were no longer orthogonal to the
annuli, the illusory motion weakened and ultimately disappeared.
Similarly, if the continuous black lines were replaced with dashed lines,
the illusion was abolished. On the other hand, a moderately strong rotary
motion was still seen when large round blobs were added to the tips of the
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radial lines rendering any "T"-like property ineffective. Even when there
were no radial lines at all and just a number of black blobs dispersed over
the white background, some rotary motion could still be perceived. Thus,
the Enigma illusion remains enigmatic.

Acknowledgment: Supported by DFG-grant SP 67/8-2

Scene and Layout Perception

63 Spatial Scene
Recognition
George SW Chan (changsw@mcmaster.ca), Louis FG Zavodnil, Jennifer L

Cumposl, Yeun Woon Kokl, Hong Jin Sunl; McMaster University, Canada

Updating and Spatial Properties in

When an observer’s viewpoint of an object layout changes as a result of the
movement of the layout itself, recognition performance is often poor.
When the viewpoint change results from the observer’s own movement,
visual and non-visual information may serve to update the spatial
representation, resulting in better recognition performance. The purpose
of the current experiment was to evaluate the effects of non-visual
updating on scene recognition while systematically manipulating the type
of spatial information available (object position, object identity, or both).
Subjects (Ss) learned the positions and/or identities of seven objects on a
rotating table. They were subsequently presented with the layout from a
novel viewpoint (due to either a table rotation or to Ss” own movement
around the table) and made a same/different judgment. The results
demonstrated that performance was faster and more accurate when Ss
moved to a new viewpoint compared to situations in which they remained
stationary while the table rotated. Further, Ss were more accurate when
provided with position information combined with identity information
compared to situations in which each was provided in isolation. In
addition, males consistently outperformed females in all conditions except
for the situations when Ss remained stationary and were provided with
identity information alone, in which case females outperformed males.
This pattern of results changed however when subjects were required to
move, in which case, males again outperformed females. This finding
supports previous evidence suggesting that females excel in tasks that
have a higher verbal component (identity) compared to tasks that relate
more directly to spatial features (position), in which case males excel.
Further, the current results indicate that specific spatial properties have
dissociable effects, suggesting that independent mechanisms are involved
in the encoding and updating of spatial representations.

Acknowledgment: NSERC and CFI grants to HJS
www-psy.ucsd.edu/

64 Viewpoint independent scene recognition through a-priori
instruction?

Markus Huff (m.huff@iwm-kmrc.de), Baerbel Garsoffky’, Stephan Schwan;
Knowledge Media Research Center (IWM - KMRC), Germany

The focus of interest of this study is whether a-priori instructions would
help the participants to construct a viewpoint independent representation
of a dynamic scene. Garsoffky, Schwan & Hesse (2002) showed, that the
recognition of dynamic sequences is viewpoint dependent. Salomon &
Perkins (1989) argued that by means of cognitive elaborations, learners can
intentionally develop an abstract representation of a given content. If
there's a connection between abstract representations and viewpoint
independency, than it seems probable, that more elaborations induce a
more viewpoint independent representation. In this study ball-races were
used as stimulus material: the scenes consisted of four balls with different
kinds of movement characteristics. Different types of a-priori instructions
were used: (1) no instruction (no elaboration), (2) the participants were
instructed to pay attention to the colors of the balls (medium elaboration)
and (3) they have to focus on the overtakes of the balls (deep elaboration).
After viewing the film subjects had to decide in a recognition test whether

a shown video still (different viewpoints at different points of time) was
part of the seen event or not. In the first condition a viewpoint dependency
effect should appear whereas in the third condition a viewpoint
independent mental representation was expected. While the analysis of the
hit rate showed a significant viewpoint dependency effect but no
significant interaction with the instructions, the false-alarm rate showed a
significant main effect for the instruction. The participants produced more
false-alarms in condition 2 (colors) than in 3 (overtakes), in condition 1 (no
instruction) the fewest false-alarm rate was measured. Overall the findings
suggest, that instead of a single viewpoint independent representation it
seems reasonable, that the participants in condition 2 and 3 have two
representations one visuo-spatial and one which is more abstract.

65 The ground dominance effect depends both on the surface
and its location in the visual field

Zheng Bian (bianz@uci.edu)', Myron L Braunstein', George | Andersen’;
MWUniversity of California, Irvine, >University of California, Riverside

1

We reported (2004, in press) that when objects were in optical contact with
both a ground and ceiling surface, layout was determined by ground
contact (a ground dominance effect). Here we report two experiments that
examined whether this effect is due to the difference in layout of ground
and ceiling surfaces (whether the surface recedes in depth from bottom to
top or from top to bottom in the image) or to the location of the surface in
the visual field. In the first experiment the observer fixated on a central
cross, with fixation controlled using a go-no-go digit identification task. A
scene containing a ground surface, a ceiling surface and two vertical posts
was then presented for 250 ms. Optical contact with the ground indicated
that one post was closer, whereas optical contact with the ceiling indicated
that the other post was closer. Either the ground surface was below
fixation and the ceiling surface was above fixation, both surfaces were
below fixation, or both surfaces were above fixation. Control conditions
were included to examine effects of distance from fixation. The proportion
of judgments consistent with optical contact with the ground surface was
highest in the ground-below-ceiling-above condition (0.80), followed by
both surfaces above fixation (0.70) and both surfaces below fixation (0.63).
In the second experiment only one surface was presented on each trial. The
proportion of judgments consistent with optical contact with the surface
that was presented was generally higher for the ground surface than for
the ceiling. The proportion consistent with the ground surface dropped as
the ground surface was moved away from fixation in either direction, but
the proportion consistent with the ceiling surface increased when the
ceiling surface was moved below fixation. Overall, the results suggest that
the ground dominance effect is a result of an interaction between the type
of surface and its location in the visual field.

Acknowledgment: Supported by NIH Grant EY-12437.

66 Priming of Scenic Layout Measured with an Accuracy Task
Thomas Sanocki (sanocki@usf.edu); U. of South Florida

Brief exposure to a known scene activates a representation of its layout
that is functional -- in a priming paradigm, brief exposure to a scene prime
speeds subsequent processing of spatial relations across the scene (Sanocki
& Epstein, 1997, Psychological Science; Sanocki, 2003, Cognitive
Psychology). However, previous results were obtained with reaction time
measures of the speed of spatial processing. Accuracy measures
sometimes produce results opposing reaction time. Would analogous
priming results be obtained when the target scenes are briefly presented
and accuracy is measured?

Full color pictures of scenes (different arrangements of blocks) were used
as primes and targets. Targets were identical to primes except for two red
probe ovals superimposed on scene surfaces. On each trial, a scene prime
or the control prime (the background, sans objects) was presented for 300
ms, followed by a 50 ms mask. Then the target appeared, for a duration
ranging from 50 to 117 ms. Observers indicated which probe (left or right)
was closer to viewpoint. Percentage correct increased with target duration,
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as would be expected. When scene primes preceded the targets, accuracy
was higher throughout processing time relative to the control prime. This
advantage is consistent with previous reaction time results.

The scene stimuli varied from simple (1 simple object, 3 surfaces total) to
complex (4 multipart, obliquely oriented objects, 24 surfaces). Complex
scene targets were processed more slowly than simple scenes, although
priming effects were similar across scene complexity. As in reaction time
experiments, scene complexity increased processing time for targets but
the scene priming process was independent of complexity. The results are
consistent with a fairly automatic, broad scope scene priming process that
prepares a spatial representation, followed by target processing that
increases with scenic detail.

Acknowledgment: thanks Mom!

67 How Far Can You Go? The 'Extended’ Utility of Scene Layout
Priming

Carmela V. Gottesman (cvgottesman@sc.edu); University
Salkehatchie

In previous research a prime showing a small portion of a scene facilitated
distance judgments even when the locations judged were in scene areas
that were not visible in the prime. The prime apparently activated a
representation of the scene, which was mentally extended beyond the
prime’s view perimeter. However, the locations tested were always
adjacent to the prime area. This study examines the degree of this
extension by varying the distance between the preview window and the
areas tested. On 576 trials, participants viewed a partial area of each scene
followed by the full view of that scene. They judged the relative distance of
two items in the full scene (following Sanocki, 2002). The items were
located in three different general areas: adjacent to the partial view, as
distant as possible in the picture and at a medium distance. As long as the
prime provided information about relevant layout, the prime induced
facilitation even for judgments of the most distant locations in the picture.

of South Carolina

68 Consistency Effects in the Perception of Briefly Viewed
Scenes.

Jodi L Davenport (jodi@mit.edu); Massachusetts Institute of Technology

How does knowledge about which objects and settings tend to co-occur
influence the perception of briefly presented scenes? Prior research
(Davenport & Potter, 2004) found that single foreground objects and their
settings are reported more accurately when the object and background are
mutually consistent rather than inconsistent. In four experiments,
consistency effects between objects and backgrounds and between two
foreground objects were examined when one or two foreground objects
appeared in scenes. Participants saw each picture once for 80 ms followed
by a mask and typed their response. Three questions were addressed:

1) Would an additional foreground object modulate the consistency effect?
Scenes contained either a single object or two objects from the same
setting. In Experiment 1, objects were reported more accurately when the
background was consistent, p<.001. In Experiment 2, backgrounds were
reported more accurately when they appeared with consistent foreground
objects, p<.001. The number of objects did not interact or produce a main
effect in either experiment.

2) Would having to report two objects and the setting reduce object-
background consistency effects? In Experiment 3, two objects were always
present and both objects and the background were reported. A strong
main effect of consistency was present p<.001, and this effect was greater
for backgrounds than for objects, p<.001.

3) Do objects in scenes influence each other? In Experiment 4, two
foreground objects were either related (both from the same scene) or
unrelated (each from a different scene). Objects were reported more
accurately in consistent settings, p <.005, and when presented with a
related object, regardless of the background p < .05. These two consistency
effects were independent.
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The results support an interactive processing account of scene perception.
With an 80 ms glimpse of a picture, consistency information about objects
and settings is available and influences report accuracy.

69 The Influence of Color on Perception of Scene Gist

Monica S. Castelhano (monica@eyelab.msu.edu), John M. Henderson; Depart-
ment of Psychology, Cognitive Science Program, Michigan State University

Prior research has established that scene gist (semantic category) is
acquired within a single fixation. The present study used a new paradigm
to investigate how quickly gist becomes available, and whether color is
important in its activation. Previous studies have shown that when a scene
is presented quickly, there is a natural bias to affirm having seen a
semantically consistent target object in that scene and to deny having seen
an inconsistent object (Hollingworth & Henderson, 1999). The Contextual
Bias paradigm tracks the timing of semantic gist activation by measuring
the onset of this response bias. If a scene presented for a given duration is
perceived and processed to the level of gist, then subjects should be more
likely to respond 'yes’ to consistent and 'no’ to inconsistent targets. If,
however, the scene is not perceived or processed to the level of gist, then
participants should respond "yes’ to both target types in equal proportions.
Experiments 1-3 investigated how quickly scene gist becomes available.
Results suggested that gist is available 42 ms after scene onset.
Experiments 4-6 investigated the relative contribution of color and
structure for very short scene durations by manipulating the color (color
vs. monochrome) and sharpness (sharp vs. blurred) of the scenes. Results
showed that color influences gist activation later (80 ms), and only when
structure was degraded (blurred). Thus, color may play a role in rapid
scene gist activation, but only when the scene’s structural information is
relatively more difficult to extract. Whether color influences the activation
of semantic information by providing supplementary structural
information (separating equiluminant regions) or by providing unique
scene categorization cues is the subject of current investigations.

Acknowledgment: This work was supported by the National Science
Foundation (BCS-0094433 and ECS-9873531), NSF IGERT Program
(DGE0114378), and Army Research Office (W911NF-04-1-0078).

70 Global statistical features and early scene interpretation

Antonio Torralba (torralba@ai.mit.edu), Aude Oliva?; lComputer Science and
Artificial Intelligence Laboratory, Massachusetts Institute of Technology,
2Department of Brain and Cognitive Sciences, Massachusetts Institute of Tech-
nology

Recent behavioral and modeling research has suggested that early visual
scene interpretation may be influenced by global image properties
computed by processes that do not require visual selective attention
(Spatial Envelope properties of a scene, Oliva & Torralba, 2001; statistical
properties of object sets, Ariely, 2001, Chong & Treisman, 2003). Global
statistical properties such as the stationary of features or the distribution of
orientations have been found to co-vary with real-world scene semantic
and spatial properties (Torralba & Oliva, 2003). Here we studied the extent
to which global statistical features modulate the interpretation of
important properties of a scene, such as its mean depth, its degree of
openness and its naturalness. We show that by changing the statistics of
the image features in a direction that correlates with a scene property (e.g.
mean depth), one can create a scene image that, for instance, looks closer
or farther away than the original scene. Urban and natural images
covering a large range of mean depths were manipulated so that the global
features related to a scene property (mean depth, openness, naturalness)
were emphasized or de-emphasized. When presenting observers with
pairs of images (one normal and one with manipulated global features),
the direction of the manipulation changed the perception of the image. The
effect was more striking under conditions of very fast image presentation
where a scene, for instance initially perceived as an ambiguous image in
term of openness, could be perceived as being unambiguously open or
closed after emphasizing the global features correlated with the perception
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of openness. The results of the manipulation of global features suggest that
early scene perception mechanisms may very well be using global
statistical features, even when the features lie.

71 Better to run than to hide: the time course of naturalistic
scene decisions

Michelle R Greene (mrgreene@mit.edu), Aude Olival; MIT

The perceptual decisions we make during the course of the day engage
automatic mechanisms of scene and place recognition: navigating through
the environment, searching for an object, etc. However, studies of scene
understanding have focused on scene classification; a task that may not
reflect what we do in our daily lives. What is the perceptual efficiency of
such decisions and to what degree do low-level image features correlate
with these judgments? We have selected 3 dimensions that reflect common
judgments made through environmental interactions: the degree to which
things can be hidden (camouflaged) in a scene, how well one can navigate
and the scene temperature. 500 outdoor images were chosen from a
database of 5000 images to reflect membership along these dimensions.
Images were ranked along each dimension. Subject agreement in ranks
was good and around 100 images per dimension were found to be
prototypical (low variance at dimension extremes). There was no
correlation of image ranks between dimensions, suggesting that the
features used or their complexity vary. The prototype images were run in a
yes/no task for each dimension with variable presentation times between
20 and 80ms followed by a mask. We found a 15% performance advantage
for temperature dimension over the other dimensions at 20ms that
vanished by 60ms, suggesting that image features responsible for this task
(e.g. color) are available earlier than properties related to the others.
Detecting a navigational route had the steepest performance gain (28%) for
increasing presentation times, indicating that the relevant features become
massively available between 20 and 40ms. Correctly evaluating
potentiality for camouflage requires more exposure time as it had a
shallower gain over presentation times, indicating an even later
availability of pertinent features. We show the extent to which low-level
image features are correlated with the degree of temperature, navigation
and temperature in a scene.

Acknowledgment: Grateful thanks to Antonio Torralba, Molly Potter,
Ruth Rosenholtz and Nancy Kaniwsher for fruitful discussions.

72 Effects of Familiarity and Repetition on Memory for Real-Life
Scenes with Emotional Content

Vera Maljkovic (v-maljkovic@uchicago.edu)”, Paolo Martini®; 'The University of
Chicago, *Harvard University

PURPOSE. To explore the effects of familiarity and repetition on the
encoding of real-life scenes with emotional content into visual short-term
memory.

METHODS. Stimuli were 64 color images of real-life scenes, 32 with
positive and 32 with negative emotional content (matched for arousal).
During each of 1024 trials per subject we used the RSVP procedure to
present 6 pictures, 1 positive and 1 negative unrepeated and 1 positive and
1 negative repeated after an intervening image (counterbalanced across
durations and repetition conditions), with durations per picture ranging
from 8 to 1710 ms. Following each 6-picture stream subjects were shown 8
pictures singly (4 seen and 4 new, half positive and half negative images),
and asked to judge whether the given picture was present in the stream
they just saw. Accuracy data from 3 subjects that had extensive previous
exposure to the image set were corrected for guessing and compared
across conditions.

RESULTS. In all conditions, performance with negative images was better
than with positive images at all durations. Performance with negative
images benefited from repetition, as would be expected from the
summation of independent events across successive image exposures.
Performance with repeated positive images showed instead a deficit of

facilitation for exposures of 100 ms and above, suggesting that responses
to successive occurrences of positive images are not independent.

CONCLUSION: We previously reported (Maljkovic & Martini, VSS "03)
that RSVP curves for negative images are steeper than for positive images
in conditions were subjects are unfamiliar with the image set. Familiarity
eliminates this difference in steepness and increases the overall speed of
performance for negative images. Furthermore, familiar positive images,
but not negative images, seem to be affected by interference between
successive exposures, in agreement with findings of selective attentional
interactions using other emotional stimuli.

Acknowledgment: NIH EY13155 to V. Maljkovic

73 Lack of Interference Between Unfamiliar Real-Life Scenes in
RSVP Streams

Paolo Martini (pmartini@uwjh.harvard.edu)', Vera Maljkovic’; 'Harvard Univer-
sity, 2The University of Chicago

PURPOSE. To explore the interactions (interference or facilitation)
between successive unfamiliar real-life scenes in RSVP tasks.

METHODS. Stimuli were 416 color images of real-life scenes unfamiliar to
the subjects. During each of 32 trials per subject we used the RSVP
procedure to present 7 pictures, 1 unrepeated and 3 repeated with 1, 2 or 3
intervening images (counterbalanced across subjects), with durations per
picture ranging from 13 to 1710 ms. Following each 7-picture stream
subjects were shown 8 pictures singly (4 seen and 4 new), and asked to
judge whether the given picture was present in the stream they just saw.
All 64 naive subjects saw all the pictures, each picture never more than
twice (only in the repeated condition). Accuracy data were corrected for
guessing and fitted with psychometric functions.

RESULTS. All data sets are well fitted by exponential functions. For the
unrepeated condition the time constant (corresponding to 63% correct) is
~400 ms. In the repeated condition performance is virtually identical
across all lags, with a time constant of ~200 ms.

CONCLUSION. We find no evidence of negative interference between
repeated unfamiliar pictures at any lag. Given the exponential form of the
psychometric function, the fact that the time constant differs by a factor of
2 between the repeated/unrepeated conditions suggests complete
independence between successive glances at a picture (probability
summation). This implies that for sequences of pictures that are complex,
not easily namable and unfamiliar to the subject, sequential effects, such as
repetition blindness and attentional blink, do not apply.

Acknowledgment: NIH EY13155 to V. Maljkovic

74 Learning scenes while tracking disks: The effect of MOT load
on picture recognition

Jennifer S DiMase (jennifer.dimase@yale.edu)!, Marvin M Chun', Brian |
Scholl, Jeremy M Wolfez’ 3 Todd S Horowitz* 3: Lyale University, 2Brigham
and Women's Hospital, >Harvard Medical School

We have a remarkable ability to recognize a large number of scenes after
viewing each only briefly. This ability is significantly reduced if visual
attention is diverted to a superimposed letter search task during initial
encoding of those scenes (DiMase, et al, OPAM 2003). How general is this
impairment? In the present study, observers performed multiple object
tracking (MOT) during initial encoding. This task served to both allow
attentional load to be varied on different trials without changing the
display and ensure that attention was broadly distributed across the scene.
Additionally, prior experiments assessed scene memory after a substantial
delay. The present study uses an additional, immediate (working memory)
test. On each trial, observers were asked to track 0, 2, or 4 among 8 moving
disks while 3 scene photographs were successively presented behind
them. After five seconds, the disks stopped moving and observers
indicated the ones they were asked to track. Working memory for the
scenes was assessed by the immediate presentation of a single image,
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which was either one of the 3 scenes displayed during the trial or a
completely new scene. Following the set of dual-task trials, long-term
memory for the scenes was examined in a test consisting of half new
pictures and half old pictures, one from each of the earlier dual-task trials.
On the MOT task, observers performed better when tracking 2 items (72%)
then when tracking 4 (95%). In the working memory test of scene
recognition, performance decreased as MOT load increased (d' for track 0
=2.27, track 2 = 1.69, track 4 =1.40). Long-term scene memory was poorer
than working memory and was highly impaired for both load conditions
(d' for track 2: 0.62, track 4: 0.61) compared to the zero track condition (d'=
1.09). These findings suggest that the ability to encode and recognize
scenes in working memory and long-term memory is dependent on the
degree to which visual attention is available during presentation.

Acknowledgment: This research was funded in part by a grant from NIH
EY014193

75 Picture Memory Demands Attention

Kristin O Michod (kristin@search.bwh.harvard.edu)l, Todd S Horowitz2, Jer-
emy M Wolfe'"?; 'Brigham and Women's Hospital, >Harvard Medical School

Experiments using rapid presentation of large numbers of picture have
demonstrated impressive recognition for pictures that have been shown
for less than a second. What are the visual processes that support
successful picture memory? We hypothesized that observers encode two
separate components: gist and/or texture information, which might be
extracted without attention, and some recognized objects requiring
selective attention. METHODS: We compared memory for scenes,
objectless textures and for scenes and textures shuffled in checkerboard
fashion. Shuffling should disrupt object perception in scenes with little
effect on texture perception. We used a concurrent visual search task to
divert selective attention from the pictures. We hypothesized that this
would block object recognition, impairing memory for scenes but not
textures. Os viewed scenes and textures in single and dual task conditions.
Each condition consisted of 32 training trials followed by 32 test trials. In
single task conditions, Os viewed 32 pictures for 500 ms each, followed by
32 test trials where they classified pictures as old or new. In dual task
conditions, Os either performed the visual search task or an auditory
control task during initial viewing of the pictures. RESULTS:
Unsurprisingly, memory for scenes was better than memory for textures
or shuffled scenes in single task conditions. Memory for all stimuli was
impaired by concurrent visual search, falsifying the hypothesis that
texture memory would be independent of attention. Visual search
imposed a greater cost than concurrent tone monitoring, suggesting a
specific effect of visual selective attention on visual memory as opposed to
a more general dual-task cost. CONCLUSION: These results indicate that
successful picture memory requires the involvement of selective visual
attention during encoding. They cast doubt on the notion that some
aspects of picture processing can entirely escape the "bottleneck" of
attention.

Acknowledgment: Supported by NIMH 56020

76 Repeated Masks are Less Effective

Trafton Drew (tdrew@darkwing.uoregon.edu), Edward K Vogel'; University — of
Oregon

When a target is immediately followed by an irrelevant stimulus, it is
generally harder to accurately report than when it is presented in isolation.
The concept of using target masks is pervasive, yet the underlying
mechanisms that predict the efficacy of a particular masking stimulus are
still not fully understood. For example, what happens when a target mask
is repeated? We investigated this question using a simple target detection
task. Subjects were asked to pick a target out of a circular array of 7 other
non-targets. The target array was preceded and followed by a circular
array of random letters. On half of the trials, the distractor arrays were
identical before and after the target. On the other half, both masks were
novel. We found a benefit of repeated masks. That is, target detection was
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significantly better when the trial repeated the same mask twice as
compared to trials when there were two novel masks. Under certain
circumstances, repeated stimuli have been found to be more difficult to
perceive (repetition blindness, Kanwisher, 1987) while under others there
is a clear benefit for seeing the same thing twice (repetition priming,
Henson et al, 2000). It is not yet clear whether the current results are due to
participants being primed to the mask or "blind” to it and it is possible that
the same mechanisms may actually underlie both of these processes.

77 The Mechanism of 3D Contour Perception

Masayuki Kikuchi (kikuchi@cs.teu.ac.jp)’, Ko Sakai®, Yuzo Hirai’; 1School of
Computer Science, Tokyo University of Technology, Japan, > Department of Com-
puter Science, Graduate School of Systems and Information Science, University of
Tsukuba, Japan

Several studies have been manifested that local contour elements extracted
by orientation selective cells in early visual areas are bound together by
colinear connections in order to perceive global smooth curves (e.g., Field
etal., 1993, Kapadia et al., 1995). In most studies investigating this contour
integration, visual elements in each stimulus are on the same front-parallel
plane. Therefore obtained results by these studies depict only 2D colinear
connections for the contour integration mechanism. However, our visual
experiences in daily life are binocular and we usually perceive 3D
contours, so it is possible that the brain has 3D colinear connections for the
contour integration.

A few studies used 3D stimuli with binocular disparity to investigate
further characteristics of the integration mechanism (Hess & Field, 1995,
Hess et al., 1997). Though each stimulus used by them contains patches
with various depths, each patch is on a front-parallel plane. In order to
investigate 3D integration mechanism in detail, it is necessary to use 3D
contour elements oriented in depth.

This study executed psychological experiments using 3D contour stimuli
with disparity gradient to address whether the 2D colinear connections
clarified by previous studies are a subset of 3D colinear connections that
integrate colinear elements fit on the smooth 3D curve.

3D versions of path-paradigm experiments are performed. Two types of
contours that have the same global disparity gradient are used. One type
of contours contain 3D colinear line element whose disparity gradients are
the same as the one of the global contour, meanwhile the other type
contain elements with reversed gradient, though their absolute value is the
same as the of the global contour.

The results indicated that contours represented by colinear line element in
3D space are more salient than that of non-colinear elements. This suggests
that colinear connections for the contour integration are organized in 3D
manner.

78 Exploring visual scenes: A cognitive ethology approach

Daniel ~ Smilek (dsmilek@uwaterloo.ca)l, Tessa van Leeuwen?, Elina
Birmingham?, Maryam Toufaniasl?, Alan Kingstone?; "University of Waterloo,
2University of British Columbia

In a series of experiments we examined the subjective experience of
controlling (or not controlling) the exploration of different visual scenes.
The content of each scene (32.5 cm X 24.5 cm) could only be perceived
through a window that revealed a subsection of the underlying picture.
The window could be small (1.5 cm X 1.5 cm) and provide the highest
resolution view of the picture (1024 pixels X 768 pixels); the window could
be medium-size (4.5 cm X 4.5 cm) with a view of a lower resolution, more
blocky image (original image coarse quantized to 16 pixels/ block); or the
window could be large (9.0 cm X 9.0 cm) but with the poorest resolution
(original image coarse quantized to 64 pixels/block). Participants in an
"active group" controlled both the sizing and positioning of the window.
They could explore a picture for as long as they liked or for only 15
seconds. Participants in a "passive group" were yoked to members in the
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All participants were required to write a description of the picture
following their exploration of each scene. After seeing all the scenes they
rated on a 9-point scale: (1) how much information could be extracted from
the pictures, (2) whether the viewing time was adequate, and (3) whether
the movement and sizing of the window were systematic. The results
showed that ratings of information extraction and viewing time were
equivalent across the active and passive groups. In contrast, active
participants rated the window sizing and movement as being significantly
more systematic than passive participants. Together our data indicate that
control and information extraction are separable in visual exploration,
with control enhancing perceived systematicity but not information
extraction.

Acknowledgment: The research was supported by NSERC

79 A Behavioral Handle on the Phenomenology of Scene
Perception

Claudia M. Hunter (cmg56@cornell.edu), Shimon Edelmanl; Cornell University

What aspects of a scene are represented in visual consciousness? A
complete account must include scene structure: its parts and their spatial
relationships. One sees a tree there, a house here, and a car over there. To a
first approximation, scene structure thus resolves into a collection of
objects represented at relatively precise spatial locations in the visual field.
If this is so, the representation must persist, even if for a short time, at
those stages of the visual pathway where units tuned both to complex
shapes and location are present (such as area TE). Studies of the neural
correlates of visual awareness suggest that structure represented at this
level should be available to conscious access. We assess the conjecture that
such representations constitute the neural basis for the phenomenal reality
of scene structure by examining subjects’ ability to construct spatially
anchored representations of scene components and maintain them over
time. Subjects were shown scenes composed of photographs of diatoms
randomly located on a computer screen. We varied the number of scene
components, presentation time, and number of scenes intervening
between a scene with a target object and the point where the target had to
be recalled. Subjects indicated whether or not the designated target was in
the same location as in any previous scene. In scenes with 4 objects
presented for 8 s, subjects could remember the location of targets over 1
intervening scene at levels significantly better than chance. However,
when the number of objects was increased to 6 and presentation time
decreased to 4 s, subjects performed at chance with either 1 or 2
intervening scenes. These results indicate that scene structure - "what is
where", which is what the phenomenal feeling of scene perception may
amount to - is psychologically real and briefly available to conscious recall.
Scene complexity has less influence on this availability than the number of
scenes subjects view over the retention period.
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80 Contrast dependant center-surround interactions in

macaque area V4

Kristy A Sundberg (sundberg@salk.edu), Jude F Mitchell', John H Reynolds’;
Systems Neurobiology Laboratory, The Salk Institute for Biological Studies, La
Jolla, CA, USA

Visual neurons integrate information over large regions of space beyond
their classical receptive fields. A stimulus presented alone in this surround
region does not elicit a response, but can modulate the response evoked by
a simultaneously presented center stimulus. Center-surround interactions
have been studied in V1 and MT but less is known about their properties
in V4. We characterized the contrast dependence of center-surround inter-
actions in V4 of the awake monkey. On each trial two luminance-modu-
lated gratings were presented, one within the classical receptive field and
the other in the surround. The monkey fixated and performed an attention
demanding multi-object tracking task in the opposite hemifield. We mea-
sured the contrast response function to the center stimulus and observed
how it changed with the addition of different contrast surround stimuli.
Surround stimuli generally exerted a suppressive influence on the
response evoked by the center stimulus. Consistent with findings in the
anesthetized monkey V1, this suppressive effect could best be character-
ized as a rightward shift in the contrast response function for some cells,
while for other cells suppression reduced the upper asymptote of the con-
trast response function. Suppressive effects generally increased with the
luminance contrast of the surround stimulus. Although less common, sur-
round stimulus facilitation was also observed, with some cells showing
facilitation at low center contrasts and others showing facilitation at higher
center contrasts. These findings show that strong center-surround modula-
tions are induced in V4 by a single grating in the surround, but that the
nature of the modulation varies from cell to cell.

Acknowledgment: Support Contributed By: NSF Graduate Research

Fellowship (K.S.), NIH Training Grant in Cognitive Neuroscience (J.M.),
NEI Grant 5R01EY13802 (J.R.)

81 Habituation reveals cardinal chromatic mechanisms in
striate cortex of macaque

Chris Tailby (ct@cns.nyu.edu), Samuel G Solomon?, Neel T Dhruv', Najib |
Majaj', Peter Lennie'; 'Center for Neural Science, New York University,
2University Laboratory of Physiology, University of Oxford

Psychophysical studies assign special status to three post-receptoral mech-

anisms of color vision: two color-opponent ones capturing red-green and
yellow-blue variations, and a non-opponent one capturing achromatic
variations. The distinctiveness of the cardinal mechanisms is most clearly
revealed by habituation to chromatic modulation, but their locus has been
unclear. Chromatically opponent neurons in LGN do not habituate, so the
mechanisms must arise in cortex, yet the preferred color directions of stri-
ate cortex cells are very broadly distributed, with no clear preference for
‘cardinal” directions. The present study exploited habituation to chromatic
modulation to reveal the possible existence of very early cortical mecha-
nisms tuned to the cardinal directions. In V1 of anesthetized macaque we
characterized the chromatic tuning of neurons that responded to isolumi-
nant modulation, before, during and after prolonged exposure to an isolu-
minant stimulus whose chromaticity was modulated in time about a fixed
white point. Test stimuli were defined by modulation along eight color
vectors within the isoluminant plane. For every neuron habituation to a
stimulus modulated along its preferred color direction reduced respon-
siveness. For a neuron whose preferred color direction was on or near one
of the cardinal axes, habituation to modulation along any direction
brought about a proportional reduction in responsiveness to all directions
of modulation. For a neuron whose preferred color direction lay between
the two cardinal axes, habituation to modulation along either axis brought
about a loss of responsiveness that was greatest on or near that axis. The
specificity of habituation suggests that it occurs in V1 prior to combination
of inputs from different classes of LGN neuronséin neurons in the input
layers or in the thalamocortical synapse.

Acknowledgment: supported by NIH grants EY 04440 and EY 13079

82 Adaptive motion integration and antagonism in visual area
MT

Xin Huangl'z, Thomas D. Albrightl'z, Gene R. Stonerl; 1Vision Center Labora-
tory, The Salk Institute, La Jolla, CA, 2Howard Hughes Medical Institute

Neuronal responses to stimuli within the classical receptive field (CRF) of
area MT can be modulated by stimuli in the CRF surround. This modula-
tion is usually characterized as antagonistic. However, we have found
that, under some circumstances, motion in the surround is integrated with
that in the CRF (Huang et al. 2004, SEN Abs. 935.13). In that experiment,
one contour of a moving square (208 across) was centered in the CRF, with
the rest of the square in the surround. Squares translated diagonally in one
of four directions. Due to the aperture problem, the motion of the contour
within the CRF was in one of only two directions. Directional tuning was
established by responses to moving gratings within the CRF. We found
that MT responses to a given motion in the CRF were stronger when the
square (and hence features in the surround) moved in a preferred relative
to a less preferred direction. MT responses thus reflected the global motion
of the square and this required CRF-surround integration rather than
antagonism.

To determine the role of stimulus configuration in surround modulation,
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we replaced the contour passing through the CRF with a circular patch of
dots having the same velocity as the local motion of the contour. We com-
pared the surround modulation observed for these stimuli with that elic-
ited by intact squares. The unambiguously moving features in the
surround were identical for the two stimulus types. As before, we found
that CRF-surround interactions for intact squares were integrative. How-
ever, with moving dots in the CRF, surround modulation became antago-
nistic: neuronal responses were weaker when surround features moved in
a preferred relative to a less preferred direction. Integrative and antagonis-
tic modulations were both delayed relative to RF responses. These results
demonstrate that surround modulation in area MT is adaptive and can
switch from antagonistic to integrative depending upon visual context.

Acknowledgment: Supported by RO1-EY12872

83 Principles of Neural Shape Coding in Area V2

Ben Willmore (benwill@socrates.berkeley.edu)!, Ryan ] Prenger’, Jack L
Gallant!; IDepartment of Psychology and Helen Wills Neuroscience Institute,
University of California, Berkeley, 2Department of Physics, University of Califor-
nia, Berkeley

To find the neural code for shape in extrastriate visual area V2, we have
taken a nonlinear regression approach. We recorded from single neurons
in area V2 of awake, fixating macaques while stimulating with a large sam-
ple of natural scenes (10,000 to 50,000), flashed rapidly in the receptive
field and surrounding area. We then characterized the stimulus-response
mapping function for each neuron using a neural network. The neural net-
work determined which natural image features were important for each
cell, and revealed nonlinear interactions between these features. It also
provided a model that could be used to predict each neuron's response to
new stimuli. By applying a visualization procedure to the network, we
extracted the stimulus dimensions to which each neuron was tuned.

We find that most V2 neurons show excitatory tuning for a single, domi-
nant Gabor-like feature, as found in previous studies that used sinusoidal
gratings as stimuli. However, in almost all cases, this dominant excitatory
tuning is modulated significantly by excitatory and/or inhibitory tuning
to other orientations and spatial frequencies. There are two major trends.
First, spatial frequencies that share the dominant excitatory orientation are
usually also excitatory. This suggests that V2 cells pool across spatial fre-
quency to enhance the representation of edges and break camouflage. Sec-
ond, other orientations are usually inhibitory, and these inhibitory
interactions occur across a range of spatial frequencies. This suggests that
previously reported tuning of V2 cells for crossed and curved stimuli
reflects an interaction between a dominant excitatory peak and complex
patterns of tuned cross-orientation inhibition.

84 Neurons in MT Compute Pattern Direction by Pooling
Excitatory and Suppressive Inputs

Nicole C. Rust (rust@cns.nyu.edu)l'z, Eero P. Simoncellil?, J. Anthony
Movshonl; ICenter for Neural Science, New York University, 2HHMI

Cells in MT are tuned for the direction of moving stimuli. In response to a
superimposed pair of sinusoidal gratings (a plaid), component direction
selective cells (CDS) respond in a manner predicted by summation of their
responses to the constituent grating stimuli. In contrast, pattern direction
selective cells (PDS), are tuned for the two-dimensional velocity corre-
sponding to a rigid displacement of the plaid, consistent with the way we
perceive these stimuli. To investigate the computation of pattern direction,
we used a spike-triggered analysis to characterize the responses of individ-
ual MT neurons in terms of a linear weighting of signals elicited by sinuso-
idal gratings moving at different directions and speeds. On each trial, each
of a large set of gratings was assigned a random phase and one of three
contrasts: 0, C/2, or C. We recovered a linear weight for each stimulus
dimension by computing the mean contrast of each grating before a spike
(the spike-triggered average or STA). The arrangement of the positive and
negative weights of the STA predicted whether the cell responded with
pattern or component selectivity. Specifically, strong, broadly tuned inhi-
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bition in PDS cells suppressed responses to the individual plaid compo-
nents, resulting in tuning for the direction of plaid motion. In CDS cells,
such suppression was weak or absent. These results, which are consistent
with the predictions of Simoncelli & Heeger (1998, Vis. Res.), suggest that
broadly tuned null direction suppression (motion opponency) plays a fun-
damental role in computing pattern motion direction in MT.

85 Imaging the Dynamics of Orientation Tuning in Visual Cortex

Andrea Benucci (andrea@ski.org), Robert A Frazor, Matteo Carandini; Smith-
Kettlewell Eye Research Institute, San Francisco, CA 94115

A debate surrounds the question of whether the orientation tuning of neu-
rons in primary visual cortex (V1) is sharpened by intracortical circuitry.
Such sharpening would be apparent in dynamical changes in orientation
tuning during a response. Extracellular measurements have argued for
such changes (Ringach et al., 1997), but intracellular measurements have
found otherwise (Gillespie et al., 2001). We sought to resolve this question
by measuring the responses of an entire population rather than those of
individual neurons. We imaged voltage-sensitive dye fluorescence in lay-
ers 2-3 in V1 of anesthetized, paralyzed cats (imaged areas: ~30 mmZ; sam-
pling rate: 110 Hz). We established the orientation preference of each pixel
from responses to flickering gratings (8 orientations). We then presented
random sequences of static gratings (40 ms) with one of four phases and
one of four orientations (Ringach et al., 1997). Reverse correlation analysis
yielded the responses to each grating at each instant in time. We summa-
rized these data by plotting the average response of each pixel as a func-
tion of its preferred orientation relative to the stimulus. These responses
were well fitted by a Gaussian function. Responses rise 40-50 ms after
stimulus onset, reach their maximum after 80-100 ms, and return to base-
line after ~150 ms. Tuning width shows no sign of sharpening. It remains
largely constant at ~40 degrees (half-width-half-height), a value somewhat
larger than the ~30 degrees measured intracellularly (Gillespie et al., 2001).
An analysis restricted to pixels with particularly sharp orientation tuning
yielded similar results. We conclude that the orientation selectivity of neu-
rons in the superficial layers of primary visual areas is constant through
time. This result argues against the hypothesis that orientation selectivity
is sharpened through intracortical circuitry.

86 Modeling neuronal response dynamics and cross-
correlation in V1: a comparison of architectures that use anti-
phase feedforward inhibition and isotropic lateral inhibition

Whyeth Bair (wyeth@physiol.ox.ac.uk); University ~Laboratory of Physiology,
Parks Road, Oxford OX1 3PT, UK

Recently, two architectures have been studied that explain some response
properties of layer 4 simple cells in V1: one has anti-phase feedforward
inhibition (Troyer et al, 1998 ] Neurosci 18:5908-27), the other has isotropic
lateral inhibition (McLaughlin et al, 2000 PNAS 97:8087-92). Differences in
connectivity between excitatory and inhibitory neurons in these models
suggest that their response dynamics should differ for oriented stimuli
that shift suddenly in phase or orientation. Also, spike train cross-correlo-
grams (CCGs) should differ in the models. I implemented both types of
architectures and configured them to have realistic tuning curves for drift-
ing sinusoidal gratings. Both have three populations of neurons: LGN cells
and cortical excitatory and inhibitory cells. Each cell was modeled as a con-
ductance-based integrate-and-fire unit. Realistic temporal dynamics were
used for AMPA, NMDA, and GABA_A synaptic conductances. The
response dynamics of model units were tested with oriented sinusoidal
stimuli that changed abruptly between the preferred state and one of
opposite phase, orthogonal orientation, or zero contrast. Model output
was compared to data obtained earlier in the macaque (Bair et al, 2002 J
Neurosci 22:3189-205). The anti-phase inhibition model was more consis-
tent with the macaque: a stimulus transition from opposite to preferred
phase produced a substantial additional delay of response onset. The mod-
els were also compared in terms of CCGs for pairs of neurons. The striking
difference in CCGs for the models suggests experiments in V1 to deter-
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mine which architecture is more realistic. However, in both models, details
of temporal dynamics and CCGs depended strongly on parameters. The
models have been developed within a general framework that accepts
arbitrary visual stimuli and returns spikes and intracellular voltages. An
online interface to the modeling framework is available at www.imo-
del.org to allow public testing of the models.

Acknowledgment: Supported by the Royal Society USA Fellowship

Object Recognition

8:30 - 10:15 am
Hyatt South Hall
Moderator: Moshe Bar

87 Object and shape processing in the human Lateral

Occipital Complex

Joakim K Vinberg (joakimv@stanford.edu), Kalanit Grill-Spector; Stanford Uni-
versity

The human lateral occipital complex (LOC) has been implicated in object
perception (Grill-Spector 2003), shape perception (Kourtzi & Kanwisher,
2001) and also in segmenting salient regions (Stanley & Rubin, 2003). How-
ever, previous studies have used shaped stimuli and have not dissociated
between these processes. Here we asked whether the LOC processes
objects, shapes or salient surfaces?

To examine whether the LOC is involved in surface-segmentation we con-
trasted activation to segmentable and unsegmentable random dot stereo-
grams. Segmentable stimuli contained two depth planes, and
unsegmentable stimuli contained random disparities. To examine whether
LOC is involved in shape processing we contrasted activation to trials that
contained a shaped aperture in the front surface (aperture condition) to
segmentable depth planes. Finally, to examine the role of the LOC in object
processing we contrasted activation to trials containing an object above a
surface to the aperture condition. Shape contours were identical for the
object and aperture conditions. Nine subjects were scanned on a 3T scan-
ner and were asked to respond if the fixation was on the front or back sur-
face. To test the generality of our findings, the same subjects participated
in a second experiment in which we presented analogous stimuli com-
posed of moving dots.

In both experiments, the aperture and object conditions elicited a signifi-
cantly higher response in LOC than two surfaces or random noise. Further,
activation to two surfaces was not significantly higher than to random
noise. These results suggest that the LOC is not involved in processing of
salient surfaces, but rather in shape and object processing. In addition, we
observed a hierarchical processing of shape along the ventral stream: pos-
terior regions (LO) responded more strongly to objects and shaped aper-
tures than to surfaces or noise, while anterior regions along the fusiform
responded more strongly to objects than shaped apertures.

88 Integrating information about real-world objects across eye
movements

Daniel A. Gajewski (dan@eyelab.msu.edu), John M. Henderson'; Michigan State
University

Eye movements are needed to bring objects from the periphery to the
fovea so that visual details can be resolved. What information about an
object is maintained and integrated across a saccade? In the parafoveal
preview paradigm, participants direct their eyes to a peripherally pre-
sented object that is replaced during the saccade with a to-be-named target
object. Preview benefit is the difference in naming latency when the pre-
view and target object is similar versus dissimilar. The present study
determined the relative contribution of visual information versus identity
and name priming in the generation of preview benefits using full-color

pictures of real-world objects and a nonrepeating stimulus set. Previews
and targets were from the same basic-level category and viewpoint but
varied in visual similarity. Preview benefits were observed for identical,
visually similar, and visually dissimilar previews compared to meaning-
less-object and different-object controls. These effects were observed
despite the fact that items were not repeated. The magnitude of the pre-
view benefits did not differ between preview conditions, suggesting that
the visual component is abstracted away from surface-level features. A
second experiment measured object identification from the peripheral pre-
view alone. An items-based analysis then examined the preview benefits
in Experiment 1 as a function of the proportion of trials the item was cor-
rectly identified in Experiment 2. Preview benefits increased as items were
more readily identified in the periphery, but parafoveal identification
explained only 10% of the preview benefit variance. Preview benefits also
emerged for items that were correctly identified in the periphery by only
20% of the participants. The results suggest that identity and name prim-
ing play a minor role in the generation of preview benefits in this context,
and that the majority of the effect is driven by activation at the level of
abstract visual object descriptions.

Acknowledgment: This work supported by the National Science
Foundation (BCS-0094433 and ECS-9873531), NSF-IGERT (DGE(011-4378),
and the Army Research Office (W911NF-04-1-0078).

89 The Contribution of Context to Visual Object Recognition

Moshe Bar (bar@nmr.mgh.harvard.edu), Elissa Aminoff, Jasmine Boshyan, Mark
Fenske, Nurit Gronauo, Karim Kassam; MGH-Martinos Center for Biomedical
Imaging, Harvard Medical School

We see the world in scenes. In spite of the infinitely diverse appearance of
these scenes, they typically include contextual associations that make the
identity of the objects therein highly predictable. Such associations can
give rise to context-based expectations that might benefit recognition of
objects within the same setting. For example, seeing a fork will facilitate
the recognition of contextually related objects such as a knife and a plate.
Building on previous work (Bar, 2003; Bar & Aminoff, 2003), we propose a
mechanism for rapid top-down and contextual contributions to object rec-
ognition: A blurred, low spatial frequency representation of the input (e.g.
a beach scene) is projected early and rapidly from the visual cortex to the
prefrontal cortex (PFC) and the parahippocampal cortex (PHC). In the
PHC, each image activates an experience-based 'guess” about the present
context (i.e. a context frame). This information is then projected to the infe-
rior temporal (IT) cortex, where it triggers the activation of the set of object
representations associated with the specific context (e.g., a towel, a beach
chair, a beach umbrella, a sand castle). In parallel, the same blurred image
activates information in the PFC that subsequently sensitizes the most
likely candidate interpretations of the target object in IT (e.g., a mushroom,
an umbrella, a beach-umbrella, a desk-lamp, a tree). The intersection, in IT,
between the representations of the objects associated with the particular
context and the candidate interpretations of the target object results, in
typical situations, in a reliable selection of a single identity (e.g., a beach-
umbrella). This representation is then refined and further instantiated with
the gradual arrival of high spatial frequencies. We will outline the logic
and discuss behavioral and neuroimaging data that support various
aspects of the proposed model.

Acknowledgment: Supported by ROINS44319, ROINS050615 and James S.
McDonnell Foundation #21002039.

90 Cortical Interactions in Top-Down Facilitation of Visual
Object Recognition Through Low Spatial Frequencies

Avniel S Ghuman (aghumun@nmr.mgh.hurvurd.edu)l’z, Karim S Kassam?,
Hasmik Boshyan', Moshe Bar'; "MIGH Martinos Center for Biomedical Imaging,
Harvard Medical School, Charlestown, MA, USA, 2Biophysics, Harvard Univer-
sity, Boston, MA, USA.

Recently Bar (2003) proposed a mechanism for triggering top-down facili-
tation during visual object recognition where a low-spatial frequency ver-
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sion of an input image is rapidly projected from occipital visual areas to
the orbitofrontal cortex (OFC). Using this blurred representation, the OFC
activates predictions about the most likely interpretations of the input
image in the temporal cortex. This top-down projection facilitates recogni-
tion by significantly reducing the number of candidate objects that need to
be considered.

For the OFC to facilitate recognition, differential activity would have to
develop earlier there than the corresponding activity in the temporal cor-
tex. Using magnetoencephalography (MEG), we have revealed that both
recognition-related and spatial-frequency related activity in the OFC do
develop 50 ms earlier than in the fusiform gyrus, within the temporal cor-
tex. However, is this early OFC activity a result of early projections from
the occipital cortex? Does it result in a direct projection from the OFC to
the temporal cortex? And are these interactions governed by low-spatial
frequencies? We have analyzed the MEG data using phase-locking statis-
tics to test trial-by-trial covariance to determine whether the relevant
regions communicate during object recognition.

The results support early communication between the occipital and orbito-
frontal cortices. Occipital activity preceded OFC activity, thus indicating
this is a feed-forward interaction. Furthermore, the OFC subsequently
phase-locked with the fusiform gyrus, with OFC activity peaking before
fusiform activity, signifying a feed-back projection. Additionally, signifi-
cantly stronger phase-locking was found between the OFC and fusiform
for low-pass than high-pass filtered images, indicating that this back pro-
jection is associated with low-spatial frequencies. These results confirm
our hypotheses and lend critical support to our top-down model of object
recognition. Supported by R01 NS44319.

91 The representation of shape in individuals from a culture
with limited contact with regular, simple artifacts

Marissa Nederhouser (mneder@usc.edu)l, Irving Biedermanl, Jules Davidoﬁz,
Xiaomin Yue', Greet Kayaert®, Rufin Vogels®; "University of Southern Califor-
nia, 2Goldsmiths University of London, 3KU Leuven

Many of the phenomena underlying shape recognition can be derived
from an assumption that objects are represented as an arrangement of sim-
ple, regular, 2D or 3D geometrical shapes, such as circles, squares, bricks,
and cones. The shapes, termed geons, are distinguished by contrasts of
nonaccidental properties (NAPs), such as curved vs. straight or parallel vs.
not parallel, that are invariant with orientation in depth. The detailed neu-
ral connectivity that enables this capacity is believed to develop out of
early experience with the visual world. But what comprises this experi-
ence? By one assumption, a rich experience with extended contourséa
characteristic of all naturally varying (i.e., non laboratory) visual worlds --
would be sufficient to develop the appropriate representations. An alter-
native assumption is that the tendency for geon-like representations
derives from our immersion in a manufactured world. Would individuals
from a culture with only minimal exposure to developed-world artifacts
show the same kinds of perceptual representations as those evidenced by
typical artifact-immersed laboratory subjects? Would they, instead, have
greater sensitivity for distinguishing among highly irregular shapes, such
as bushes? The Himba are a people in northern Namibia with little contact
with the regular, simple artifacts so prevalent in the daily life in developed
societies. Their language includes few of the terms for the simple shapes
and shape characteristics (e.g., "parallel") common in languages in devel-
oped societies. Similar to Western observers, the Himba showed greater
sensitivity in distinguished shapes differing in NAPs compared to metric
properties (i.e., quantitative variations such as aspect ratio or degree of
curvature that do vary with rotation in depth). Moreover, the Himba's sen-
sitivity to variations in shape similarity in distinguishing both simple reg-
ular shapes and highly irregular blobs resembled that of Western
observers.

http./fwww.eriharvard.edu/faculty/peli/index.html
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92 Transformation from position-specific to position-invariant
coding of objects across the human visual pathway

Frank Tong (frank.tong@uvanderbilt.edu)’, David | Kim?; 'Department of Psy-
chology, Vanderbilt University, “Department of Psychology, Princeton Univer-
sity

Recent fMRI studies have shown that object categories can be distin-
guished based on the differential patterns of activity that they evoke in
ventral temporal object areas (Haxby et al., 2001) and also retinotopic
visual areas (Cox & Savoy, 2003). These results raise the question of
whether successful object classification depends on neural representations
of local low-level features or position-invariant properties of objects. We
investigated if activity patterns in early visual areas and anterior ventral
areas can effectively discriminate objects across changes in location. Sub-
jects viewed stimuli from 8 different categories (e.g., chairs, faces, houses)
in the left and right visual field. We performed correlational analyses to
evaluate if different object categories could be reliably classified by com-
paring activity patterns on individual test trials to those observed on train-
ing trials. Activity patterns in areas V1-V3 were highly effective at
classifying objects when training and test stimuli were presented at the
same location (~75% correct, chance 50%), but unable to classify objects
reliably across changes in location. These results indicate that successful
classification of objects presented at a single location may not necessarily
indicate neural selectivity for object categories. Higher visual areas (V3A
and V4) were equally effective at classifying objects presented in the same
location or across locations (~70% correct), indicating that position-invari-
ant coding of object properties emerges at a remarkably early stage in the
human visual pathway. Finally, anterior ventral areas also showed posi-
tion-invariant classification with even higher levels performance (87% cor-
rect), consistent with the notion that ventral areas are important for flexible
position-invariant coding of objects. Our results reveal a transformation
across the human visual pathway, from position-specific coding of low-
level features to position-invariant coding of object properties.

Acknowledgment: Supported by NIH grants R01-EY14202 and P50-
MH62196 to FT.

93 Behavioral and physiological effects of backward masking
and microstimulation in inferior temporal cortex of the monkey

Keisuke Kawasaki (keisuke_kawasaki@brown.edu), David L Sheinberg’; Depart-
ment of neuroscience, Brown University

Activity of neurons in inferior temporal (IT) cortex is thought to be critical
for the recognition of visual objects. Recently we showed that short trains
of electrical microstimulation in IT can selectively bias monkeys’ choice
behavior in a recognition task. To examine the detailed temporal dynamics
underlying these effects, we conducted combined behavioral and single
unit recording during a classification task with backward masking. This
paradigm allows the precise examination of the relationship between
behavioral and neuronal sensitivity to visual patterns as a function of pre-
sentation time. Unlike previous studies, we compared the monkeys’
behavioral and neuronal responses at the same time, replicated for new
stimuli across multiple sessions. We found that for the shortest stimulus
onset asynchrony (SOA) between target and mask (10ms), monkeys’ per-
formance fell to chance. At the same time we found a decrease of response
amplitude for preferred target image in IT neurons, which was evident at
response onset. As SOA was increased from 10ms and 60ms, neuronal and
behavioral sensitivity quickly plateaued, but ROC analysis revealed that
single unit sensitivity did not always match the monkeys’ behavior.
Guided by these findings, initial microstimulation studies using this para-
digm indicate that electrical stimulation can affect choice behavior for pre-
ferred targets that are masked within 60ms. These results suggest that
populations of IT cells very rapidly create a neuronal representation that
can be used for recognition, and that microstimulation during this period
can influence this process.

Acknowledgment: James S McDonnell Foundation, NIH/NEI

RO1EY014681-01A1,NSF CRCNS 0423031
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Moderator: Steve Shevell

94 Structure of Colour Space derived from Three Different Tasks

Valerie Bonnardel (valeriz.bonnardel@sunderland.ac.uk)1, Nichola | Pitchfordz;
IDivision of Psychology, University of Sunderland, Saint Peter's Campus, Sun-
derland, SR6 ODD, UK., 2School of Psychology, University of Nottingham, Uni-
versity Park, Nottingham, NG7 2RD, UK.

Categorical colour perception could originate from either physiological
(universal) or linguistic (relativist) constraints. Both positions assume per-
ceptual and linguistic colour categories to be isomorphic yet a flexible rela-
tionship of mappings may exist from which different categorical
organisation could arise

We tested this hypothesis by asking 40 English-speakers with normal
colour vision to sort or name 140 Munsell chips (20 hues each at 7 values)
over three tasks: 1) a Free Sorting Task (FST) with an unlimited number of
categories; 2) a Constrained Sorting Task (CST) where the number of cate-
gories was limited to 8; and 3) a Constrained Naming Task (CNT) using 8
basic colour terms.

Data was analysed using cluster analysis and multidimensional scaling to
identify colour categories and to derive a two-dimensional model of colour
representation. The grouping of 68.6% of the samples obtained for 8 clus-
ters is identical across tasks. The main difference was accounted for by the
existence of a luminance-based pastel category (grouping of value 9 chips)
in the CST, and a turquoise hue category in the FST replaced by the orange
hue category that was present in the CNT.

In addition, representation of the 20 hues (averaged across the 7 values),
draw the Munsell hue circle along a Red/Green and Yellow/Blue dimen-
sion. Large inter-points distances corresponding to category boundaries
varied across tasks, with the exception of the largest common distance
(5PB-10PB). Finally, the estimated collective consensus of category organi-
sation was 69.2% for the FST, 73.8% for the CST and 85.4% for the CNT.

Structure of the colour space is independent of the task, but inter point dis-
tance variations generate differences in colour category mappings. Fur-
thermore, constraints imposed by colour naming produce the strongest
collective consensus to fulfil successful communication.

95 Chromatic Assimilation Measured by Temporal Nulling:
Interaction Between the | and s Pathways

Steven K. Shevell (shevell@uchicago.edu)'?, Dingcai Cao*3; 'Department  of
Psychology, University of Chicago, Chicago, IL 60637, USA, *Department of
Ophthalmology & Visual Science, University of Chicago, >Department of Health
Studies, University of Chicago

BACKGROUND & PURPOSE The perceived color of an object depends on
the context of other lights in view. This study considered neural processes
that mediate chromatic assimilation, which is the shift in appearance
toward nearby light. Assimilation was measured separately in the [ and s
chromatic pathways, and then jointly with an inducing light causing
assimilation in both I and s. This tested whether assimilation resulted from
independent ! and s responses. METHODS The spatial frequency and
chromaticity of context were chosen to optimize assimilation. Instead of
directly measuring the appearance shift caused by context, light that
induced assimilation was modulated in time, thereby causing a time-vary-
ing shift in test-area appearance. The magnitude of induced assimilation
was quantified by the amplitude of temporally varying nulling light pre-
sented in the test area in counter-phase to the induced assimilation. The
observer’s criterion was a temporally steady test area; no color judgment
was required. RESULTS Experiment 1 verified the temporally varying

inducing light caused assimilation rather than contrast in the test area.
Experiment 2 quantified the separate magnitude of assimilation in the / or
s pathway alone. These measurements were compared to the assimilation
expected from optical factors (including chromatic aberration) and showed
that a neural process contributed to chromatic assimilation. Experiment 3
used an inducing chromaticity that caused assimilation in both I and s
simultaneously. An asymmetric interaction was found: assimilation in s
depended on inducing stimulation in the / direction but assimilation in [
did not depend on s. CONCLUSIONS Chromatic assimilation cannot be
accounted for by optical factors affecting the retinal image. The neural pro-
cess of assimilation is characterized by a specific interaction between the [
and s pathways, which implies assimilation cannot be understood by con-
sidering each pathway independently.

Acknowledgment: Supported by PHS grant EY-04802

96 A comparison of the BOLD fMRI response to achromatic, L/
M opponent and S-cone opponent cardinal stimuli in human
visual cortex: |. perceptually matched vs contrast matched
stimuli

Kathy T. Mullen (kathy.mullen@mcgill.ca)', Serge O. Dumoulin', Katie L.
McMahon?, Martina Bryant?, Greig I. de Zubicaray?, Robert F. Hess'; TMcGill
Vision Research, Dept of Ophthalmology, McGill University, Canada, >Centre for
Magnetic Resonance, University of Queensland, Australia

Aims: Our primary aim was to compare the responsiveness of the different
visual cortical areas to stimulation of the two cone opponent systems and
the achromatic system. The appropriate contrast metric for the comparison
of color and luminance sensitivity is unknown, however, and so our sec-
ondary aim was to investigate whether equivalent fMRI responses of each
cortical area could better be predicted from perceptual matches (in multi-
ples of detection threshold) or a direct contrast match (in cone contrast).

Methods: MR images were acquired on a 4T Bruker MedSpec. Stimuli
were sinewave counter-phasing rings (2Hz, 0.5cpd) cardinal for the selec-
tive activation of the L/M cone opponent (RG), S cone opponent (BY) and
achromatic (Ach) systems. In different scans, stimuli were matched either
at 25x detection threshold or in cone contrast (6%). We performed both ste-
reotaxic and region of interest analyses on early visual areas (V1-V4v, and
hMT+).

Results: For stimuli presented in multiples of detection threshold, BOLD
responses in areas V1, V2, V3/VP and V4v are greatest for BY stimuli and
weaker for both RG and achromatic stimuli, with the BY response signifi-
cantly higher than the RG. For the same stimuli matched in cone contrast,
the RG and BY response is similar in these areas. The averaged color
response (RG & BY) was no different from the achromatic response with
the exception of V1, which had a greater averaged color than achromatic
response.

Conclusions: Perceptual visibility is not a good indicator of cortical activ-
ity across the RG, BY and achromatic mechanisms. fMRI BOLD signals are
better predicted by cone contrast. Regardless of the metric, our data sug-
gest a similar response to color (averaged RG & BY) and achromatic stim-
uli in V2, V3, VP and V4v. V1 shows a greater response to color,
particularly with the cone contrast metric. Areas hMT+ and V3A do not
follow these patterns and are discussed in a related abstract (Dumoulin et
al).

http/fwww.cs.dartmouth.edu/

97 First-order color vision is slow; second-order color vision is
fast

Arthur G. Shapiro (shapiro@bucknell.edu); Bucknell University

Shapiro and colleagues (journalofvision.org/4/6/5 and 3/9/313) have
developed a class of visual stimuli capable of separating the visual
response to 1st-order information (i.e., chromaticity or luminance) from
the response to 2nd-order information (i.e., chromatic or luminance con-
trast). The basic version of the stimulus consists of two physically identical
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disks, one surrounded by a dark annulus and the other by a light annulus.
When the luminance levels of the disks are modulated sinusoidally in
time, the 1st-order information from the disks modulates in phase, while
the 2nd-order information modulates in antiphase. At 1 Hz, observers can
track both the 1st- and 2nd-order information, creating the paradoxical
impression that the disks modulate in antiphase but become light and dark
at the same time. Analogous stimuli can be created for color. Here, we
show that for both chromatic and luminance lights, the 2nd-order response
predominates at higher temporal frequencies. This effect is not likely to be
due to luminance artifacts since the intentional addition of luminance into
the chromatic modulation eliminates the antiphase appearance. Further
evidence for a fast chromatic contrast response comes from a novel experi-
ment in which observers match the perceived modulation rate of a chro-
matically flickering light on a chromatic background (no contrast reversal)
to the same light on a mid-white background (contrast reversal). Lights on
the white background appear to modulate at twice the frequency of lights
on the chromatic background, indicating the presence of a rectified chro-
matic contrast response. We propose the presence of two chromatic
responses (1st and 2nd order). Chromatic thresholds are determined
mostly by the 1st-order response; therefore, the 2nd-order chromatic
response can be observed only at super-threshold levels. Luminance
thresholds appear to be determined by a 2nd-order response. We will dis-
cuss the implications for color coding in the visual cortex.

98 More Evidence for in Color
Perception

Aline Bompas (aline.bompas@univ-pari5.fr), John K O'Regan’; Laboratoire  de
Psychologie ExpErimentale, CNRS, Université René Descartes

Sensorimotor Adaptation

Previous experiments using half-split colored spectacles had shown that
color perception can be modified after exposure to new sensorimotor con-
tingencies linking color change and eye saccades. The spectacles tinted a
large part of the visual field, consequently creating strong non-homogene-
ity in the adaptation of peripheral retina. The present replication, involv-
ing only the central retina, avoids this problem and permits more precise
control of the retinal stimulation. The method used is also simpler, can be
easily replicated and allows more flexibility in the further study of the
effect.

In the present experiment, adaptation trials involve the successive presen-
tation of two patches, first on the left then on the right or the opposite, the
left patch being always red and the right patch green. After 40 minutes of
adaptation, yellow patches presented in a test stage seem to become red-
der when the eyes move rightwards and greener when the eyes move left-
wards. When the eyes are kept fixed during the adaptation stage, creating
a strong non-homogeneity in retinal adaptation, no effect is found. This
ensures that, if present, such pure retinal adaptation cannot explain the
present effect. A third experiment shows a dependency of the effect on the
eye saccadic movement and not on the position on the screen, i. e. on the
position of the eyes in the orbit.

These results confirm the involvement of sensorimotor mechanisms in
color perception.

99 Induction from a chromatic pattern that cannot be seen

Patrick Monnier (pmonnier@fuu.zdu)l, Steven K Shevell?, Erica ] Young3;
TFlorida Atlantic University, Department of Psychology, Jupiter, FL 33458,
USA, 2Visual Science Laboratories, University of Chicago, Chicago, IL 60637,
USA, 3Florida Atlantic University, Honors College, Jupiter, FL 33458, USA

BACKGROUND: Patterns with regions alternating between two chroma-
ticities can induce large shifts in color appearance (Monnier & Shevell,
2003, Nature Neuroscience). Reliable shifts occur even with patterns hav-
ing S-cone contrast of only 10%. Here we consider whether an inducing
pattern with contrast so low that it cannot be perceived still induces color
shifts.

METHODS: In a preliminary experiment, threshold for S-cone contrast in a
pattern was measured by a 2AFC staircase procedure. A non-signal inter-
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val contained 2 identical uniform achromatic backgrounds, presented side
by side. A signal interval contained one uniform achromatic background
and one patterned background (3 cpd) with inducing circles alternating
between higher S-cone (toward purple) and lower S-cone stimulation
(toward lime). In the main experiment, a centrally located test ring was
inserted in all the backgrounds. The chromaticity of the test was chosen
from previous work that showed strong induction from high contrast S-
cone patterns. The task was to choose the interval in which the two back-
grounds were different.

RESULTS: With the test ring in the patterns, each of 4 observers could reli-
ably distinguish the signal from the non-signal interval at an S-cone con-
trast too low to be detected in the preliminary experiment without the test
ring.

CONCLUSIONS: A test ring within an inducing pattern with S-cone con-
trast can be distinguished from a test ring within a uniform background,
even when contrast in the pattern is below threshold. The results are con-
sistent with an induced color shift from a chromatic pattern that cannot be
perceived.

Eye Movements, Perception, and Action

10:30 - 12:00 pm
Hyatt South Hall
Moderator: Mary Hayhoe

100 Activity in Monkey Lateral Intraparietal Area Reflects
Saccade Direction, Saccade Latency, and Target Identification
During Free Visual Search

Angela L Gee (alg2021@columbia.edu)’, Anna E Ipata', James W Bisley!,
Michael E Goldberg!3; 1Center for Neurobiology and Behavior, Columbia Uni-
versity, 2Departments of Neurology and Psychiatry, Columbia University, *New
York State Psychiatric Institute

Most physiological studies of saccadic eye movements and visual search
reward animals for making specific eye movements, and withhold reward
when they make incorrect eye movements. However, in ordinary visual
behavior there is no such thing as a wrong eye movement. Instead, mon-
keys and humans scan the visual environment with saccades, using the
eye movements to facilitate visual perception. In this study we permitted
free eye movements during a visual search task, requiring the monkey to
report a feature in the environment and allowing the monkey to make sac-
cades at its own pleasure. We then examined the role of the lateral intra-
parietal area (LIP) in the generation of these more naturalistic saccades.
The monkeys had to report the orientation of a target among an array of
distractors by making a non-targeting hand movement. After the stimuli
appeared, the monkeys were free to explore the array and they often made
multiple saccades with their initial saccade going to a distractor. LIP activ-
ity was modulated by both the stimulus significance and the direction of
the saccade. Neural activity distinguished between saccade targets and
non-targets 86 ms after the array appeared, whether or not the saccade was
made to the search target or to a distractor. This neural discrimination time
correlated with saccade latency, suggesting that LIP could contribute to
the selection of the saccade target. Neural activity in LIP also distinguished
between a distractor in the receptive field and the search target in the
receptive field on trials in which the first saccade went away from the
receptive field. This discrimination occurred 111 ms after the array
appeared, a time after the selection of the saccade target, but well before
the beginning of the saccade. These data suggest that the processes of
selecting a saccade goal and distinguishing the search target from distrac-
tors during visual search may run in parallel and both can be seen in LIP
before a saccade.

Acknowledgment: National Eye Institute, S. McDonnell

Foundation, Whitehall Foundation
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101 Neural Correlates of Subjective Spatial Bias in Macaque
Posterior Cingulate Cortex

Michael L. Platt (platt@neuro.duke.edu)*3, Allison N. McCoy"; 'Department
of Neurobiology, Duke University Medical Center, ?Center for Cognitive Neuro-
science, Duke University, 3Department of Biological Anthropology and Anatomy,
Duke University

Despite the obvious importance of subjective preferences for guiding deci-
sions, their neural substrate has rarely been investigated. Both people and
animals often demonstrate strong aversions or preferences for options
with uncertain rewards, making risk preference an attractive model for
probing neural mechanisms underlying subjective valuation and decision-
making. Here we show that monkeys systematically preferred the risky
target in a visual gambling task, in which they chose between two visual
targets offering the same mean reward but differing in reward uncertainty.
Neuronal activity in posterior cingulate cortex (CGp), a brain area linked
to visuospatial orienting and reward processing, was enhanced by the illu-
mination of risky targets in their response fields. On a trial-by-trial basis,
CGp activation was better predicted by preferences for the risky target
than by target reward value and was independent of arousal-linked
changes in reaction time or saccade metrics. CGp activity thus reflects sub-
jective bias for a particular visual target location, rather than the objective
rewards associated with it. These data implicate subjective scaling of CGp
activity in the decision processes guiding visual orienting.

Acknowledgment: NEI, Klingenstein Foundation, EJLB Foundation

102 Attentional Capture for Potential Collisions Gated by Task

Jelena  Jovancevic  (jjovancevic@cus.rochester.edu), Brian Sullivan!, Mary
Hayhoe; Center for Visual Science, University of Rochester, Rochester NY

In natural behavior fixation patterns are tightly linked to the ongoing task.
However, it is not known how task control interacts with image proper-
ties. How do task driven systems deal with unexpected salient stimuli?
Previously, we studied the effect of potential collisions with pedestrians on
gaze distribution of Ss walking in a virtual environment. Ss often failed to
fixate pedestrians on a collision path, suggesting that potential collisions
do not automatically attract a fixation, unless the observer is actively mon-
itoring for pedestrians in peripheral vision. In this study we increased the
saliency of colliders by increasing their speed by ~25% during the collision
period, compared to the previous condition where they only changed
direction. About 10% of pedestrians on a non-colliding path changed onto
a collision course for 1 sec, and then returned to the original, non-colliding
path. If peripheral vision is constantly monitored, or the deviation attracts
attention, this should be revealed by a fixation. In one condition Ss were
instructed to follow a virtual pedestrian leader, and in another condition,
to walk at their natural pace. Ss are most likely to fixate pedestrians in the
first 2 secs after they appear, during which time, in non-leader trials, Ss fix-
ate normal (non-colliding) pedestrians about 58% of the time; speeding
colliders are fixated about 88%, and non-speeding ones about 68% of the
time. However, this difference was not maintained for the remaining 3 secs
that pedestrians are typically in the field of view. Thus speeding colliders
have added power to attract attention only when observers are likely to
fixate pedestrians in general. This interpretation is supported by the
results in the leader condition where the probability of fixating normal
pedestrians in the first 2 secs is reduced to 30%, to 37% (speeding), and to
31% (non-speeding colliders). Thus a competing task diminishes the ability
of the speeding colliders to capture attention.

Acknowledgment: NIH grants EY05729 and RR09283

103 SEF microstimulation memories in a
Convergent manner

Mark H Histed (histed237@mit‘edu)1'2'3, Earl KMillerI'Z'S; IThe Picower Cen-
ter for Learning and Memory, *RIKEN-MIT Neuroscience Research Center,

3Department of Brain and Cognitive Sciences, MIT

reorders spatial

Saccadic eye movements can be elicited by microstimulation of the supple-

mentary eye field (SEF), an area on the dorsomedial surface of the frontal
lobe. In contrast to the frontal eye fields (FEF) and the superior colliculus,
saccades evoked from the SEF are often convergent: stimulation causes
saccades to a single final target, or termination zone, from many initial eye
positions. Because recent work suggests that the SEF may also play a role
in the control of sequential movements, we explored the effect of micro-
stimulation on monkeys” ability to remember and execute a sequence of
two saccades.

While a monkey fixated a central target, two peripheral locations were
cued in sequence. After a memory delay, the animal was required to make
a saccade to those two locations in the same order as they were cued. Six pairs of
targets were used in each experiment. During the delay, we microstimulated the
SEF at currents below the threshold for evoking saccades, typically at 50’A. At 23
of 34 sites (68%), this stimulation biased the order in which animals saccaded
to the targets --- the animals made saccades to the two cued locations, but
in the wrong order. Saccade metrics and latencies were not affected.

The direction of bias was systematic: stimulation biased the animals'
responses such that the final endpoint of the set of saccades was contraver-
sive. Furthermore, across different pairs of targets, biases were convergent:
the final endpoints favored by stimulation lay near one another. This data
relates the prior observed roles of the SEF in convergent saccadic move-
ments and sequential movement control.

104 Perceive the slow but pursue the fast - eye movement
during shape-from-motion (SfM) with ambiguous stimuli

Mani Nezhad (nezhad@gmail.edu), Arash Motumedl, Bosco S Tjanl; University
of Southern California

Feature correspondence across time determines the perceived 3D shape of
a moving stimulus. We investigate the role of smooth-pursuit eye move-
ment in perceiving shape-from-motion (SfM). Since a moving target is
needed to engage smooth pursuit, we reason that points foveated during
pursuit corresponds to fixed points on the perceived 3D shape, thus
revealing the correspondence established by a subject.

Seven Ss maintained, per instruction, one of two percepts induced by a
rotating ellipse during ninety 16sec epochs. The ellipse, a line drawing 20?
tall with an aspect ratio of respectively 0.4, 0.7, or 0.8, was rotated 0.125
rev/s in the image plane around a point 1.7? off the center along the minor
axis. Eye movement was measured using a head-eye tracker. Eye positions
and velocities during smooth pursuit was extracted by imposing a speed
limit of 25?/s.

The dominant percept is a tilted disc rolling circularly on an invisible fron-
tal plane, with little sliding. This solution of the correspondence problem
minimizes the total perceived stimulus motion (Rokers, Yuille & Liu 2004).
We found that, when asked to maintain this dominant percept, Ss often
pursued the imaginary regions in the featureless interior of the disk that
has a high perceived speed. Far fewer tracking was found in the geometri-
cally symmetric regions of the disk where the perceived speed vanished.
When asked to maintain the percept of a rotating ellipse in the image
plane, Ss often pursued one of the two regions on the contour where veloc-
ity component along the normal direction is the highest. In sum, Ss pursue
imaginary or physical regions with higher perceived speed, while the
dominant percept corresponds to an SfM solution that minimizes the per-
ceived stimulus motion and thereby also minimizes the perceived speed of
the tracked regions.

Acknowledgment: USC Undergraduate Research Program Grant (BT)

105 Cognitive Saccadic Suppression: Number Comparison is
Suppressed During Leftward Saccades

David E Irwin (irwin@uiuc.edu), Laura E Thomas; University of Illinois

It is well known that visual sensitivity is reduced during saccadic eye
movements (i.e., saccadic suppression). Recent research has shown that
saccades suppress some cognitive processes as well. For example, Irwin
and Brockmole (2004, Psych Science) reported that saccadic eye move-
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ments interfere with dorsal-stream tasks such as judgments of object orien-
tation but not with ventral-stream tasks such as object recognition. Because
saccade programming and execution also rely on the dorsal stream, Irwin
and Brockmole hypothesized that cognitive saccadic suppression might
occur as a result of dual-task interference.

Judging whether one number is larger or smaller than another is a dorsal-
stream task that relies especially on the right parietal cortex (Dehaene,
2003, Cognitive Neuropsychology). In the current experiment, subjects
judged whether a two-digit number was greater than or less than 65 while
making no, short, or long saccades. RT to make this judgment increased
with saccade distance, but only when the eyes moved from right to left.
Saccade velocity decreased under these same conditions, suggesting that
not only did saccades interfere with cognitive processing, but cognitive
processing interfered with saccade execution as well. Because the right
parietal cortex is instrumental in generating leftward saccades, these
results provide further support for the hypothesis that cognitive suppres-
sion during saccades occurs as a result of dual-task interference within the
dorsal stream.

Acknowledgment: Supported by NSF grant BCS 01-32292 to DEI
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Attentional Blink

106 Illusory Motion Attenuates the Attentional Blink

Isabel Arend (k.shapiro@bangor.ac.uk), Stephen Johnston!, Kimron Shapiro’;
University of Wales, Bangor

Attempts to report the identity of two temporally closely spaced "targets’
leads to a phenomenon known as the “attentional blink’ (AB; Raymond,
Shapiro, & Arnell, 1992). The AB has been replicated many times, though a
number of experimental situations have emerged where the phenomenon
does not occur. Recently, one such report by Olivers and Nieuwenhuis (in
press) revealed that, with only the addition a non task-demanding musical
background, the AB is largely attenuated. The authors contend that music
creates an ‘attentional state” that reduces the dual-target interference to
which we refer as the AB. In the present experiment, we sought to
determine if 1) the background must be auditory, at the same time creating
a cross-modal stimulus condition, and 2) if there might be a spatial
attentional component. In three conditions we required different groups of
participants to perform an AB task at the centre of the display. The AB task
required two black digit targets to be identified from within a non-target
distractor stream of black letters. In two of the three groups, we created an
apparent motion background with a field of dots moving in one group
away from the central AB task and in the other group toward the central
task. In the control group, the same number of dots remained stationery.
The control group revealed a normal AB, recovering by 450 msec. In
contrast, both “motion” background groups revealed an attenuated AB,
with the greatest attenuation occurring in the ‘moving outward” condition.
We argue that 1) the effect shown by Olivers and Nieuwenhuis is not
limited to an auditory background (and thus may be shown within- as
well as between- modalities), and 2) is sensitive to a spatial attentional
manipulation such as is created by the illusion of apparent motion. We
speculate that ours and the original effect shown by Olivers and
Nieuwenhuis may be due to the background task attenuating an
unnecessary over-allocation of attention to the first target.

Acknowledgment: Wellcome Trust

107 Working memory and the attentional blink

Stephen Johnston (s.johnston@bangor.ac.uk)!, Kimron Shapiro’, Neil Roberts?,
Arshad Zhaman?; 'Centre for Cognitive Neuroscience, School of Psychology,
University of Wales, Bangor, UK, MARIARC, Liverpool University, Liverpool,
UK

After successful identification of a target item (T1) in a Rapid Serial Visual
Presentation (RSVP) task, identification of a second target (T2) is typically
impaired for approximately 500ms (the “attentional blink’, AB). Although
several models of the AB exist, a common element is an attention
demanding stage, where a durable representation of T2 in working
memory (WM) fails to occur due to ongoing processing of T1. So what
effect do ongoing working memory processes have on the AB? Whilst

Municipal Auditorium

previous work (e.g. Akyurek & Hommel, to appear) has shown that
concurrent WM tasks impair overall performance, no modulation of the
AB effect has been found. This study investigates the effect of WM
encoding processes on the AB using a hybrid WM/AB task. Subjects
performed an RSVP task (T1-faces /T2-scenes, identity judgement) whilst
maintaining two objects from a WM array; one was coloured red and the
other green (e.g. a car in red, flower in green). The WM task involved
matching a greyscale image (test image) to one of the items from the array.
The test image was always one of the array items (e.g. the car). The item in
the array to be matched against the test image was determined by a cue
colour (red or green) that occurred either prior to the RSVP stream, or
coincident with T1. For example, an array with a car in red and an apple in
green followed by a green cue means the apple (green item) is to be
matched to the test image. Results show that compared with presentation
of cue colour outside the RSVP stream, concurrent presentation of the
colour information with T1 increased the magnitude of the attentional
blink. Follow up experiments show that this effect is not simply due to a
low-level perceptual change, e.g. altered target contrast. These results
inform the attention critical components of working memory processes.

Acknowledgment: The Wellcome Trust, UK

108
Blink

Shahab Ghorashi (ghomshi@psych.ubc.ca)l, Daniel Smilek?, Vincent Di Lollo®;
TUniversity of British Columbia, 2University of Waterloo, 3Simon Fraser Univer-
sity

If two targets are presented in rapid sequence, the first target (T1) is
usually perceived easily and accurately. Identification of the second target
(T2), however, is impaired while the system is busy processing T1. This
second-target deficit, known as the attentional blink (AB), is most
pronounced at short inter-target lags and decreases rapidly, vanishing at
lags beyond about 700 ms. A question asked in several earlier studies is
whether all aspects of the blinked items are lost, or whether some
information is preserved during the period of inattention that is the
hallmark of the AB. In the present study, we asked whether information
about a spatial cue presented after T1 but before T2 can survive the AB. To
this end, we used a rapid serial visual presentation (RSVP) of distractor
items consisting of black upper-case letters. Inserted in the stream of
distractors were a white letter (T1) and a search array (T2). The search
array contained 11 rotated Ls on an imaginary clock face, as distractors,
and the letter T - tilted either to the left or to the right - as the target. The
observers’ task was to report the white letter, and then to decide whether
the T was tilted to the left or to the right. T2 could appear at lag-1, lag-3, or
lag-7 (90, 270, or 630 ms after the onset of T1). In Experiment 1, we used a
100% informative cue (a small square patch) to signal the location of the
tilted T. This cue always appeared at the same time as the item (either T1
or a distractor) preceding T2. In Experiment 2, we used the same cue but
this time it was non-informative. In both experiments, we obtained a

Information About a Spatial Cue Survives the Attentional
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significant AB deficit and, more importantly, a significant facilitatory effect
of the cue. These results show that information about a spatial cue can
survive the AB.

109 Decision, awareness and false alarms in the attentional
blink - a psychophysiological study

Sheila G Crewther (s.crewther@lutrobe.edu.uu)l, Jennifer L Meadows?, David P
Crewther’; 'School of Psychological Science, La Trobe University, Melbourne,
Australia, >Brain Sciences Institute, Swinburne University of Technology, Haw-
thorn, Australia

The attentional blink (AB), a refractory time following correct
identification of a target item T1 within a sequence of rapidly presented
visual stimuli, results in impaired ability to identify a second target T2.
However evoked response potentials (ERPs) indicate that the visual
information is at least partially processed though controversy exists about
the degree to which the P300 which is associated with working memory, is
inhibited. The present study used psychophysics and elctrophysiolgical
techniques to examine conscious awareness of T2 within RSVP sequences
of variable length comprising Navon figures with T1 6 characters from the
start and T2 (if present) 6 characters from the end of the sequencewith
regard to the likelihood of error (false alarms), in 10 young adult
participants. Null trials (50% of trials with no T2) matched the T2
containing trials in all other aspects. Event-related potentials (ERPs) were
measured from scalp sites to clarify the effect of the AB on perceptual
awareness using the P300 component of the ERP. Additionally, the
association between T2 detection accuracy and the ability to differentiate
between the presence and absence of T2 was examined. No P300 was
observed during the AB, however an enduring negative waveform was
generated in its place. The false alarm rate made in null trials followed a
similar pattern to T2 accuracy in dual-target trials, with false alarm rate
increasing with trial length, indicating that as the number of items
increased, expectancy of presence of T2 increased and criteria for certainty
decreased.

110 Interactions between spatial and temporal attention: An
attentional blink study

Daniel P Loach (daniel@cs.yorku.ca), Mike Tomhul, John K Tsotsosl; Centre for
Vision Research, York University, Toronto, Ontario, Canada

This experiment investigated interactions between spatial and temporal
attention using an attentional blink (AB) procedure. The target letter,
defined by color, was presented amongst distractor letters in a rapid serial
visual presentation (RSVP) stream. The probe was a light dot that could
occur in various positions in relation to the RSVP stream i.e. close or
further away. The probe could occur at various stimulus onset
asynchronies before and after the target. The effect of the probe’s spatial
and temporal distance from the target was compared in single- (respond
only to the probe) and dual-task (respond to the target and probe)
conditions. Results are considered in relation to the spotlight, gradient and
selective tuning models of visual attention.

111 Target Detection Triggers a Slow Attentional Response in
the Attentional Blink

Mark R Nieuwenstein (nieuwe@mit.edu); MIT

Observers often miss the second of two targets presented in rapid serial
visual presentation at a stimulus onset asynchrony (SOA) of less than 500
ms (the attentional blink, AB; Raymond, Shapiro & Arnell, 1992).
However, when a distractor that shares a visual feature (e.g., color) with
the targets precedes T2, the AB is substantially reduced, suggesting that
there is a delay in initiating processing of T2 that is overcome by the cue
(Nieuwenstein, Chun, Hooge & Van der Lubbe, submitted). Here, two
questions are addressed: (1) does cuing occur when the cue matches the
category instead of a visual feature of the targets, and, if so, (2) does cuing
depend on whether observers notice the cue. To this end, I used a three-
target procedure in which the third target (T3) was presented 67, 134, or
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202 ms after T2, which thus served as a cue for T3. T2 could appear either
during or after an AB triggered by T1 (i.e., at SOAs of 268 or 670 ms). In a
control condition, T2 was omitted. Performance for T3 was analyzed as a
function of T1-T2 SOA, T2-T3 SOA, and the success of T2 identification.
The critical comparison was between T3 performance when T2 was
omitted versus when it was presented but not reported. The results
showed that T3 report was unaffected by the AB when it was preceded by
an unreported T2 (e.g., T3 report increased from 48 % when T2 was omitted
to 78% when T2 was presented but failed to be reported). When T2 was
identified, however, T3 performance was found to decrease across the T2-
T3 SOA, indicating that identification of T2 triggered a new AB. The
results confirm an important role for cuing in overcoming a sluggish shift
of processing from a first to a subsequent target, even when the cue is an
unreported intervening target.

112 The Meaning of the Mask Matters: Evidence of Conceptual
Interference in the Attentional Blink

Paul E. Dux (puul.dux@vanderbilt.edu)l, Veronika Coltheart:; 1Vanderbilt Uni-
versity, 2Macquarie Centre for Cognitive Science, Macquarie University

A rapid serial visual presentation (RSVP) experiment is reported that
investigates the role of conceptual interference in the attentional blink.
Subjects were presented with RSVP streams that contained 5 stimuli:
Target 1, T1+1 distractor, Target 2, T2+1 distractor and a symbol mask.
Target 1 was always a green letter, Target 2 a red letter and the distractors
were either white letters or digits. The stimuli were presented in font
typically seen on the face of digital watch. Thus, ’S” and 'O’ were identical
to ’5" and ’0’. This allowed us to present streams that were featurally
identical yet conceptually different: Two letter targets followed by
distractors that were either recognised as '5" and ‘0" or 'S and 'O’. The
results demonstrated that the attentional blink was substantially
attenuated when subjects were told the distractors were digits rather than
letters, providing evidence that conceptual interference plays a role in the
attentional blink.

113 Testing the two-stage competition model of the Attentional
blink: competition or a cost in distractor rejection?

Jun Kawahara (jkawa@hiroshima-u.acjp)’, Yuji Gabaril, James T Enns’;
Hiroshima University, >University of British Columbia

When observers try to identify two successive target items (e.g., letters) in
a rapid stream of distractors (e.g., digits), accuracy for the second target is
impaired for inter-target lags of 100-500 ms. This is the well-known
attentional blink. Yet, when the same stream of items is presented more
rapidly (e.g., 50 ms/item), accuracy is higher for the second target than the
first when they appear in succession. To account for both of these findings,
Potter et al. (2002, JEP: HPP, 28,1149-1162) proposed a two-stage
competition model in which the first target is detected in a first stage, but
whose representation remains labile until it can be transferred to a more
stable second stage in which conscious identification is possible. We tested
this model by varying the types of distractors preceding the first target.
Experiment 1 replicated the finding that second target accuracy varied
directly with three different inter-target intervals (53, 107, 213 ms/item).
Accuracy for the first target improved as the interval was shortened,
whereas second target accuracy decreased. In Experiment 2, we omitted
the stream of distractors that preceded the first target and found that first
target accuracy was no longer impaired at the shortest interval. This
finding is contrary to the claim that first target accuracy is decreased at fast
rates of presentation because of its labile representation. Experiments 3
and 4 tested alternative explanations for these findings, including forward
masking of first target by the leading stream of distractors and task
switching from a "rejection mode for leading distractors" to an "acceptance
mode for targets." The findings strongly support the view that perception
of items in a rapid stream is governed by multiple factors. These include
attentional switching (Kawahara et al., in press, Psychological Research)
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and object-substitution masking (Di Lollo et al., in press, Psychological
Research).

114 The Attentional Blink and Automatic Orienting

Francois Richer (sebastien.marti@umontreul.cu)l, Sebastien Martil’z, Veronique
Paradis!, Marc Thibeault'; 'University of Quebec, *University of Montreal

When a visual target (T1) is masked it can produce an interference on the
identification of a second masked target (T2) for at least half a second (the
attentional blink, AB). The exact role of target masking in the attentional
blink is still unclear. Previous evidence suggests that the AB is enhanced
when T2 is masked by interruption and reduced when T2 and its mask
have a common onset. Four studies contrasted the effects on the
attentional blink of masks which temporally overlap targets (common-
onset masking) and those that follow the targets (delayed-onset masking).
Study 1 showed that common-onset masking can be obtained with
centrally presented stimuli when the mask is spatially close to the target
and lasts longer than the target. Study 2 showed that the AB was much
reduced when a common-onset mask was used at T2 compared to a
delayed-onset mask. Study 3 showed that the same effect can be obtained
when a common-onset mask is used at T1, i.e, an AB was produced when a
delayed-onset mask is used at T2 but a much reduced AB with common-
onset masking of T2. Study 4 showed that the delayed-onset mask must be
anew visual event to produce an AB. These results show the importance of
mask timing on the AB and suggest that the attentional blink depends
critically on automatic orienting of attention to a new visual event.

115 The Role of T1 Masking at Short Lags in The Attentional Blink

Elwyn W. Martin (elwynmartin@®hotmail.com), Kimron L. Shapiro; University
of Wales, Bangor

The Attentional Blink (AB) paradigm demonstrates that when instructed
to detect two targets presented in a rapid visual stimuli stream, the second
target (T2) is often undetected if presented 200-500 ms post onset of the
first target (T1). However, if T2 is presented immediately after T1, in the
conventional lag-1 position (100 ms stimulus onset asynchrony (SOA)), no
performance deficit occurs. This finding, called Lag-1 Sparing, is believed
to occur when T1 and T2 are encoded as parts of the same perceptual
episode. The presence of a mask between T1 and T2 appears to be crucial
for producing T2 deficits; a condition not met when T2 appears in the lag-1
position. Here we examine the role of T1 masking for Lag-1 Sparing. Our
results indicate that inserting a T1 mask during the typically uninterrupted
SOA between T1 and T2 prevents Lag-1 Sparing. Furthermore, interrupted
presentation of successive targets lowers T2 performance across all lag
positions. Results suggest that Lag-1 Sparing does not simply occur
because T1 and T2 appear in close temporal proximity. Rather, Lag-1
Sparing requires an absence of intervening distracter information.

116 Subliminal task-irrelevant motion signals more severely
disrupt RSVP task performance than supraliminal signals

Yoshiaki Tsushima (tsushima@bu.edu), Takeo Watanabe; Boston
Boston, MA, USA

A widely believed consensus is that stronger task-irrelevant signals more
severely disrupt task performance. If true, task-irrelevant signals that are
too weak to be visible (subliminal) should less disrupt task performances
than stronger supraliminal signals. To test whether this is the case, the
subjects (n=16) were instructed to perform an RSVP (Rapid Serial Visual
Presentation) task at the center of the display while ignoring a peripheral
motion display. The degree of coherence in the motion display was varied
from trial to trial (0, 5, 10, 20, 50, or 100 %). To our surprise, the RSVP task
performance was the worst when the task-irrelevant motion coherence
was as low as 5%. The results are at odds with the widely believed
consensus. After the main experiment, we conducted another experiment
to determine the coherent motion subliminal threshold. The same group of
subjects as in the main experiment was instructed to report perceived
coherent motion directions at various degrees of coherence (4AFC). The

University,

performance with the motion coherence at lower than 7.7% was around
the chance level (25%) for all the subjects and therefore 7.7% is regarded as
the motion coherence subliminal threshold. This result indicates that the
5% coherent motion, which most severely disrupted the RSVP task
performance, was actually subliminal. One possible explanation for this
apparently paradoxical result is that since the attentional system did not
‘notice” subliminal signals, the system was not triggered to filter the
signals out. As a result, the subliminal signals might have more severely
disrupted the task performance than supraliminal signals, which the
attention system could 'notice” and filter out.

Acknowledgment: Supported by NSF SBS-0418182, NIH R01 EY015980-
01, @Human"@Frontier Foundation RGP18/2004, and NSF CELEST.

117 The Attentional Blink Reflects the Time Course of Token
Binding, Computational Modeling and Empirical Data

Bradley P Wyble (bw5@kent.ac.uk), Howard Bowman'; University of Kent, Can-
terbury, UK

A previously published computational model of the Attentional Blink
(Wyble and Bowman, 2004) has given rise to predictions about the time
course of the U-shaped T2 performance curve that is characteristic of the
AB. Specifically, we posit that the blink curve is a hallmark of limitations
in the temporal resolution of the binding of working memory tokens to
types. In our model, lag-1 sparing results from a temporal window
approximately 150 msec in length during which multiple items can be
bound to the same token. Recovery of the blink occurs when a second
token becomes available for binding.

In testing these predictions, we have performed two AB experiments. The
first experiment compared the shape of AB curves for RSVP streams in the
style of Chun and Potter (1995), presented at either 10 or 20 items/sec. If
the AB is the result of temporal processes, the shape of the curve should be
constant with respect to time. In our data, the blink curves had the same
shape with respect to the time lag between T1 and T2, not the number of
items. Specifically, in the faster presentation stream, we observed lag-2
sparing, maximal depth at lag 6 and recovery by lag 12.

Our second experiment involved presenting subjects with a letter pair for
each of T1 and T2. If sparing involves binding T1 and T2 into a single
conglomerate token, there should be a high percentage of binding errors at
lag 1, in which one element of T1 is swapped with one element of T2. This
prediction was confirmed, subjects made many binding errors at lag-1, and
returned to baseline levels of error by lag-2.

This work details our continuing efforts to use the AB paradigm to explore
the temporal structure of working memory. These data support our
theoretical position that the AB stems from limitations in the consolidation
of working memory tokens. We present these data in the context of a
previously published connectionist model of the AB.

http:/fwww.kyb.tuebingen.mpg.de/

Hand Movements |

118 Fixating for Grasping

Anne-Marie Brouwer (anne-marie.brouwer@tuebingen.mpg.de)!, Volker H
Franz?, Dirk Kerzel®, Karl R Gegenfurtner’; 'Max Planck Institute for Biological
Cybernetics, Tuebingen, Germany, *Justus-Liebig-University Giessen, General
and Experimental Psychology, Germany, 3University of Geneva, Psychology and
Educational Sciences, Switzerland

In a grasping task, Johansson et al. (2001) found that subjects look at the
position to which the finger tips are guided. However, in their experiment,
only the contact position of the thumb was visible. We investigated what
happens if the contact positions of both finger and thumb are visible. We
recorded eye and finger movements. In a first experiment, subjects always
grasped with the index finger at the top and the thumb at the bottom of a
flat shape that was mounted on a horizontal bar. In order to see whether a
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salient feature of a shape would affect the fixation positions, we presented
an (asymmetric) cross in 4 orientations (with the crossing of the bars
representing the salient feature). In order to see whether gaze is attracted
to the position where the finger has to be guided relatively precisely, we
presented a triangle in two orientations that subjects had to contact at the
base and at the pointed top (i.e., a higher required precision to contact the
top than the base). We found that the crossing of the bars cross attracted
the gaze whereas the top of a triangle did not. A prominent result was that
subjects fixated above the center of the shape. In order to distinguish
between subjects fixating the upper part of the shape versus being
attracted by the index finger, we mounted a square and a triangle in two
orientations on a vertical bar. We asked subjects to grasp first with one
hand and then with the other so that the shape remained constant but the
contact positions of the index finger and thumb were reversed. Subjects
still looked above the center. In addition, the gaze was attracted to the
index finger for the triangle but to the thumb for the square. We conclude
that both features of the shape and the grasp affect gaze location. The exact
location depends on the specific circumstances.

Acknowledgment: Supported by the European Commission (Grant
HPRN-CT-2002-00226) and the Deutsche Forschungsgemeinschaft (DFG
grant FR2100/1-1).

http:/fwww.cog.brown.edu/Research/ven_lab/index.html

119 Eccentric head and eye positions affect proprioceptive
pointing

Masashi Yamaguchi (m-yamaguchi@isl.titech.ac.jp), Hirohiko Kaneko'; Imaging
Science and Engineering Laboratory, Tokyo Institute of Technology

To perceive the location of a stationary object to be constant, visual system
should estimate head and eye positions as well as the retinal image
position. Although previous studies indicated that eye position affects
perceptual direction of a stimulus (J.Lewald, 2000), the effect of head
position on the perceptual direction is not systematically shown. In this
study, we investigated the effect of static positions of head and eye and
movement of head on proprioceptive pointing.

Subjects put on a helmet that could be rotated about the vertical axis.
Seven green light emitting diodes (LEDs) were arranged from 15 degree
left to 15 degree right at eye level on a cylindrical surface (radius 0.5 m) in
front of the subject and a red LED was mounted below the central green
LED on the surface. In a trial, first, one of the green LEDs (randomly
selected) was presented and subject fixated it. After two second from the
onset of fixation point, a red LED was presented and subjects responded
the perceptual position of the red LED using an unseen pointer with both
hands. In one condition, subjects made the head movement before the
response. In another condition, subjects kept their head directed to one of
the three positions (15 degree left, center or 15 degree right).

The direction of pointing bias was opposite to that of the position of eye-
in-head. This result is consistent with the previous study (J.Lewald, 2000).
Moreover, the direction of pointing shifted to opposite to that of the
position of head-in-space. These pointing errors generated by head and
eye positions were simply added when both head and eye positions were
eccentric. The results suggest that the error is not due to the position of
eye-in-space but the individual positions of eye-in-head and head-in-
space.

Acknowledgment: This study is carried out as a part of 'R&D promotion
scheme funding international joint research' promoted by NICT.

120 Obligatory Attention To Action Goals

Martin H FISCHER (m.h.fischer@dundee.ac.uk)l, Julia Prinz?, Katharina Lotz
TUniversity of Dundee, Scotland, 2University of Muenster, Germany

Some of the neural substrate underlying visuo-motor coordination
contributes to the interpretation of action intentions of others. In monkeys
this “mirror neuron system’ consists of about 30% strictly congruent
neurons (they code both the action goal [e.g., grasping an object] and the
means for achieving it [e.g., with a precision grasp]) and about 60%
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broadly congruent neurons (they also fire when observed and performed
grasp differ). Here we provide behavioural evidence consistent with rapid
and automatic operation of strictly congruent mirror neurons during
action simulation in humans.

Observers viewed pictures of object pairs (one large and the other small) in
front of a hand that briefly adopted either a power or precision grasp.
After a random delay (variable from 0-450 ms), a target appeared
unpredictably over one object (e.g., a power grasp was followed equally
often by a target over the small/incongruent or large/congruent object).
After both 200 ms and 300 ms delays, observers detected targets faster near
the object that would be picked up with the previously shown grasp,
indicating rapid and spontaneous action simulation. In Experiment 2, 21
new observers saw grasp postures that were only 20% predictive of the
star’s location (e.g., a power grasp was followed in 80% of trials by a target
over the small object). They attended to the grasp-incongruent object
within 100 ms following grasp cue offset, indicating strategic cue use.
After 300 ms, however, attention was at the grasp-congruent object,
indicating that action simulation overruled temporary grasp-object
associations.

These results show that observers rapidly infer the goal object of another
person’s intended action and direct their own attention to it. The ability to
interpret different grasps in this way implies the presence of strictly
congruent mirror neurons in the human brain.

Acknowledgment: Sponsored by The Nuffield Foundation

121 Adaptation to Reversing Prisms: Pointing in Patients with
Right-parietal Damage

Florin D. Feloiu (florinf@yorku.ca)’, Jonathan J. Marotta'?, Sandra E. Black?, |.
Douglas Cruwford1’4; ICentre for Vision Research, York University, Toronto,
Ontario, Canada, *Department of Psychology, University of Manitoba, Win-
nipeg, Manitoba, Canada, 3Centre for Stroke Recovery, Sunnybrook & Women's
College Health Sciences Centre, Toronto, Ontario, Canada, 4Departments of Psy-
chology, Biology, and Kinesiology and Health Sciences, York University, Toronto,
Ontario, Canada

Right parietal patients can show errors in pointing to targets in the
contralesional (left) visual field (unilateral optic ataxia (OA)). It is unclear
if these errors are due to deficits in visual or motor coordinates. To test
this, we trained stroke patients and age-matched controls to point at
remembered visual targets while looking through left-right optical
reversing prisms. Targets appeared briefly to either the left or right of a
central fixation point. Baseline accuracy was tested with 2 blocks of 20
pointing trials (10 to the left and 10 to the right). Subjects were then
adapted with 11 blocks using the reversing prisms, followed by 2 blocks
without the prisms (recovery phase).

If 'OA’ errors remained fixed in visual coordinates, reversing vision would
reverse the errors left to right. If the errors were fixed in motor
coordinates, they should not be affected by the prism task. Eight patients
with right parietal (and other) damage were tested, but only one, with
damage localized to the right superior parietal lobule, showed baseline
inaccurate pointing to the left (but accurate right pointing). This patient
quickly learned the prism task and showed a pattern of pointing that was
more accurate and symmetric over-all, but with slightly greater errors for
right pointing. Surprisingly, when the prisms were removed, this adapted
pattern then reversed (i.e., errors were once again greater on the left, but
far less than the original baseline errors). Symptoms of a left visual field
‘neglect’ (i.e., failure to respond to the stimulus) also stayed fixed in visual
coordinates in this subject as well as another. In general, these results
support the idea that posterior parietal cortex encodes the visual goal of
the movement (upstream from the vision-to-motor transformation) rather
than the downstream motor command. Our results also suggest that
learning this reversal promotes the development of alternative pathways
that might be useful for rehabilitation.

Acknowledgment: Funding support provided by OGSST and CIHR,
Canada.
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122 Neural Activity in Monkey Parietal
Reaching and the Effects of Prism Adaptation

Barbara Heider (barbara@cortex.rutgers.edu), Kurt F Ahrens!, Ralph M Sizgell;
Center for Molecular & Behavioral Neuroscience; Rutgers, the State University of
New Jersey, Newark, N, USA

Visuo-motor transformation was studied in macaques by recording from
neurons in parietal cortex and studying behavioral performance during a
reaching task. In this task the monkeys had to reach to a target (white
square) that appeared in one of 9 different locations (3x3 matrix) presented
on a touch screen. The monkeys had to fixate the target, which dimmed by
10% to indicate the launch, and then to reach out to touch the target fast
and accurately. After touching the target, the monkeys were required to
hold their finger on target for 1.5 s. Once the monkeys achieved a high
level of performance, 5? or 10? shifting Fresnel prisms were applied to
create a mismatch between visually perceived and actual target location.
With the prisms, behavioral adaptation and its time course was analyzed.
Monkeys adjusted their reaching movements within a few hundred trials
but large inter-individual variations were found too. Across multiple
recording sessions, the adjustment periods decreased. After prism
removal, monkeys showed a transitory after-effect in the opposite
direction of the shift induced by the prism. Electrophysiological recordings
were made from neurons in area 7a of posterior parietal cortex (PPC). This
area plays a crucial role in visuo-spatial transformation from a retinotopic
to a head-centered coordinate system, and is likely to be involved in
visually guided reaching movements. Single cell responses (>100 neurons)
were recorded from single units in area 7a. Temporal (activity changes
during specific stages of the task) and spatial (9 stimulus positions) aspects
were analyzed. Increased activity was associated mainly with the launch
of the hand and only a few cells showed saccade related changes. In about
one third of the cells analyzed, these responses were independent of
spatial position; in another third, the responses were modulated with
location of the reach position.

Area 7a During

Acknowledgment: Support Contributed By: Whitehall Foundation, NIH
EY-09223, 1S10RR-12873

123 Calibration of shape perception used to guide reaches-to-
grasp

Young-lim Lee (yl5@indiana.edu)!, Geoffrey P. Bingham', ]. Farley Norman?,
Charles E. Crabtree?; Undiana University, *Western Kentucky University

In this study, the use of shape perception to guide reaches-to-grasp objects
was investigated. The goal was to determine whether shape perception
could be calibrated in this context. The participants reached to grasp
cylindrically-shaped objects so as to span either the width or the depth
with their index finger and thumb. The trajectory of reaching and grasping
was measured and the terminal grasp aperture (TGA) was used to
evaluate use of perceptual information. TGA occurs at the end of a reach
but before the hand has contacted an object. In Experiments 1 and 2
(baseline data), we investigated whether occluding vision of the hand
would affect reaches-to-grasp object width or depth. The results showed
that TGA varied reliably with width and depth, and there was no effect of
the occluded hand. Normally, one reaches to grasp width or depth, not
width then depth. In Experiment 3, we investigated whether TGA covaries
with width and depth when width and depth are grasped successively in a
single reach. The results showed that they did. Experiment 4 replicated
Experiment 3 with the addition of random probe trials in which
participants grasped virtual objects (no actual contact). The results showed
that such probe trials were the same. In Experiment 5, we investigated
whether use of perceived shape could be recalibrated by distorted haptic
feedback. Participants were given progressively distorted haptic feedback
about shape and recalibration was tested by probe trials.

124 Patterns of Developmental Advancement in Visually-
Controlled Goal Directed Action

Amy Mulroue (utZam@ubdn.uc.uk)l, Mark Mon-Williams?, Justin H Williams?;
ISchool of Psychology, University of Aberdeen, 2Child Health, University of
Aberdeen

Through development children become increasingly expert in their ability
to modify their motor responses according to changing visual information.
An important aspect of this may be the ability to apply learnt rules to
modify goal-directed actions operating under direct visual control. We
studied development of this ability in four groups of children (n=10 for
each group) aged between 5 and 12 years. Electromagnetic tracking
equipment was used to document the kinematic features of aiming
movement throughout its course from commencement to interception. The
experiment consisted of 20 baseline trials and 60 further trials. For the
baseline trials recorded before and after the experimental block, the child
was required to move 25cm from a starting location to a stationary target
2cm in diameter (that the child knew would remain constant). A red target
turning green was the signal to move. The experimental block consisted of
four randomised conditions. Condition 1 consisted of 10 constant trials
identical to baseline. Condition 2 consisted of 20 trials where the target
jumped' either 10cm to the left or 10cm to the right, 10ms after movement
commencement, Condition 3 consisted of 10 trials where the target turned
red after the movement started, signalling the requirement to stop moving.
In the fourth condition of 20 trials a blue distractor target appeared either
10cm to the left or right of the central target that remained as the central
target. This paradigm revealed the developmental course of
countermanding ability, online visual feedback correction capability and
the aptitude to ignore distracting stimuli. The baseline trials allowed us to
explore developmental patterns in strategy adoption when uncertainty is
introduced within a movement task. The data shed light on the
development of skilled visuomotor behaviour and constitute one of the
most comprehensive descriptions of skilled movement development
within this age group.

125 Task constraints alter prehension movements qualitatively
and quantitatively

Mark Mon-Williams (mon@abdn.ac.uk), Geoffrey P Bingham?; 1School of Psy-
chology, University of Aberdeen, >Department of Psychology, Indiana University

A fundamental skill in everyday living involves reaching out and picking
up an object (prehension). A fundamental issue in cognitive neuroscience
is how movements vary in response to task requirements. It is important to
address: (i) what lawful relations exist between task constraints and
behaviour; (ii) which relations are stable across tasks; (iii) does behaviour
change lawfully with task alteration? We asked participants to reach-and-
grasp objects under different experimental conditions (n = 6 per
condition). The participant’s preferred hand moved to objects of different
grip surface size (1, 2, 3cm) and object width (3, 5 and 7cm) placed at
different distances (20, 30, 40cm). In condition 1, participants were allowed
to touch the table off which the target objects were to be lifted. Movements
showed the ’classic’ prehension pattern and object distance was the only
variable that predicted duration. In condition 2, participants were not
allowed to touch the table whilst lifting the object and were required to
generate fast, normal and slow movements. Object distance and grasp
surface size predicted movement time whilst the spatial and temporal
characteristics of the movement could be predicted from task constraints
that affected the need for and use of visual feedback. In condition 3,
participants had to secure a grasp without touching the table or moving
the object when moving fast, normal and slow. In condition 3, prehension
was found to consist of two components: (i) an initial component (IC)
during which the hand reached toward the target while forming an
appropriate grip aperture, stopping at (but not touching) the target object;
(ii) a completion component (CC) during which the finger and thumb
closed on the target. Across tasks the qualitative and quantitative aspects
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of prehension were governed by the task constraints that affected the need
for and the use of visual feedback.

126 Movement planning in a rapid ’foraging’ task:
Maximization of expected gain in strategy selection?

Shih-Wei Wu (sww214@nyu.edu)1, Laurence T Maloneyl’z, Maria F Dal
Martello®; 1Dept. of Psychology, New York University, 2Center for Neuroscience,
New York University, >Dept. of General Psychology, University of Padova

We investigated how human subjects plan a sequence of rapid movements
in a foraging-like task and compared performance to an optimal model
based on maximum expected gain. On each trial, three targets (disks)
carrying monetary rewards coded by color were presented for 1600ms in
fixed locations on a computer screen. The subject had to choose which
targets to attempt to hit and what sequence to attempt them in. The key
challenges for the subject were, what sequence to choose and whether to
try for all three targets. The key question for us was, do subjects select the
sequence that maximizes their expected gain?

To compare subjects’ performance to optimal, we have to first measure
how accurately they can execute each possible sequence of length 2 or 3 on
three targets. The experiment consisted of two sessions. In the first session,
four naive subjects were trained until their performance was stable. We
then measured each subject’s performance for all 12 possible sequences of
lengths 2 or 3. We refer to the targets as A,B,C. The dependent variable
was the probability of hitting each target (pA, pB, pC) and is a function of
sequence. It might be (.9,.9,.3) for sequence ABC but (.9,.1,.6) for sequence
ACB. The sequence ABC offers the higher probability of hitting all three
targets but, if C is made valuable enough, the sequence ACB has higher
expected gain. In the second session, the values of the targets were altered
by amounts that varied from trial to trial. Subjects were told the values of
the color-coded targets before each trial and were free to choose any
sequence they wished. The values in the second session were chosen so
that an ideal mover maximizing expected gain would change sequence for
some value combinations. Two out of four subjects varied their movement
sequences so as to maximize expected gain. The other two subjects
exhibited highly consistent strategies across different reward values but
did not maximize expected gain.

Acknowledgment: Grant EY08266 from the National Institute of Health

127 Combining priors and noisy visual cues in rapid pointing

Hadley Tassinari (HadleyTassinari@nyu.edu)!, Michael S Landy"?, Todd E
Hudson"?; 'Department of Psychology, New York University, >Center for Neural
Science, New York University

Statistical decision theory suggests that optimal decisions (or actions)
combine: (1) prior information (the probability of world states), (2) likelihood
of world states given sensory data, and (3) the consequent gains or losses.
Previously (Trommershaeuser, Maloney & Landy, JOSA A, 20, 1419-1433,
2003), we asked subjects to rapidly point at visual targets in the presence of
neighboring penalty regions, with known payoffs/penalties. Performance
was nearly optimal, indicating subjects fully account for (2) and (3). Can
subjects optimally integrate likelihood and prior information in a rapid
pointing task (assumed, but not tested, by Koerding & Wolpert, Nature,
427,244-247,2004)?

Methods: Subjects pointed and were rewarded when a target was hit within
0.7 s. Target location was chosen randomly from a Gaussian prior
distribution. The mean location of the prior varied across trials. On each
trial, first the prior was displayed as a bright Gaussian blob, with
crosshairs at its mean. Next, the blob was replaced by random dots chosen
from a distribution centered on the target location. The variance of this
target-dot distribution controlled the visual information for the target
location (the likelihood (2)), and was varied across trials. The target area
was not explicitly displayed; hits on the screen within 7.5 mm of the mean
of the target-dot distribution were rewarded.
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Results: An optimal movement planner combines the prior and likelihood
by aiming at the weighted average of the estimated location of the centroid
of the set of target dots and the center of the prior. The weights should be
inversely proportional to the respective variances. As predicted, endpoints
regressed systematically toward the prior as target uncertainty increased.
The data are compared with predictions of the optimal movement planner
based on (a) perfect centroid calculation, and (b) a likelihood function
determined in separate random-dot-localization experiments.

Acknowledgment: NIH EY08266
128 Sensory-motor choices with
variable expected gain

Julia Trommershauser (Julia. Trommershaeuser@psychol.uni-giessen.de); Depart-
ment of Psychology, Giessen University, Germany

among configurations

In motor tasks with explicit rewards and penalties, humans choose
movement strategies that maximize expected gain (Trommersh%ouser et
al., 2003, JOSA, 20, 1419). Here, two experiments were performed to
explore the link between human movement planning under risk and
human decision making. In both experiments, subjects were instructed to
rapidly touch a target region while trying not to hit a nearby penalty
region. Each target hit yielded a monetary reward; each penalty hit yielded
a monetary penalty. Late responses were penalized. In the first experiment
(N = 6), the time between stimulus display and the start signal for the
pointing movement was varied (start signal 0 ms, 400 ms or 1000 ms after
stimulus display). In the second experiment (N = 5), subjects had to
rapidly point at one of two simultaneously displayed stimulus
configurations, each consisting of one target and one penalty region. In
some trials, the two configurations differed with respect to penalty value
and spatial arrangement of the reward and penalty region. In the first
experiment, subjects” movement end points and performance remained
unaffected by variations in stimulus presentation time. In the second
experiment, subjects’” movement end points did not differ from the
distribution of movement end points in trials with only a single
configuration (control experiment). In trials with two configurations, four
of five subjects showed a preference for the configuration with higher
expected gain. Overall performance was suboptimal for three out of five
(right-handed) subjects due to a higher preference for the stimulus
configuration presented in the right half of the screen (81% to 72% across
the overall balanced design).

Thus, human movement strategies remained stable (and optimal) across
variable presentation times and for selection movements among multiple
configurations. The choice among configurations with different expected
gain was sub-optimal due to the constraints of the motor system.

Acknowledgment: Deutsche Forschungsgemeinschaft (Emmy-Noether-
Programm, Grant TR 528/1-2)

129 Evidence for Differential Weighting of Egocentric and
Allocentric Cues in Delayed and Real-Time Actions

Sukhvinder S Obhi (sobhi@uwo.ca)?, Meloyn A Goodale™?; 'CIHR Group for
Action & Perception, 2Department of Psychology, University of Western Ontario

Converging lines of evidence suggest that the presence of non-target
landmarks affects the performance of delayed target-directed movements
(Diedrichsen et al.,, 2004; Sheth and Shimojo, 2004). In the present
experiment, we examined the effects of non-target landmarks on the
accuracy and precision of delayed and immediate target-directed pointing
movements. In our experiment, the landmarks were present just prior to
and during the presentation of the target; they were never present during
the execution of the movement. Constant and variable errors were
significantly lower for delayed pointing when landmarks were present
during encoding as compared to when they were absent. With absolute
errors, a landmark-advantage was evident even for immediate actions.
The locus of this ‘landmarks benefit’ appears to be in the target-encoding
phase because we never re-presented the landmarks after target
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presentation. We suggest that, when available, allocentric cues are
combined with egocentric information, and thus serve to improve the
accuracy of the representation of target location. In addition, we suggest
that the relative weighting given to egocentric and allocentric
representations is a function of the time-course of the movement task, with
allocentric representations becoming more useful and egocentric
representations less useful as the movement is delayed.

Acknowledgment: Work supported by the Canadian Institutes of Health
Research and Canada Reseach Chairs Program. Thanks to Liz Wilson and
Haitao Yang for data collection and technical assistance.

130 The role of the visual feedback on the pointing behavior

Yusuke TANI  (tani@lLu-tokyo.acjp)!, Yutaka NAKAJIMA!, Kazushi
MARUYAZ, Takao SATO; 'Graduate school of Humanities and Sociology, the
University of Tokyo, *Intelligent Modeling Laboratory, the University of Tokyo

Purpose: When we point an object with a finger, the control of the arm and
finger may be conducted by using a feedback loop involving vision, but it
could be carried on solely by motor system without visual involvement
especially when we point a target very quickly. To clarify the mode of
control, or the involvement of vision in pointing behavior, we measured
and compared the accuracy of pointing in conditions with and without
visual feedback.

Method: Eight right-handed students participated. They were asked, to
point a target (as quickly as possible) using their right hand. The target
was a small dot displayed on a screen 228 cm away from the subjects. The
target was on the medial plane of subjects' eye height. The points actually
pointed by subjects were measured from the image projected on the screen
by a small laser pointer that emits red light and affixed to the subjects'
forefinger. There were two conditions. In one, feedback condition, subjects
could see their arm and hand through the green glasses as well as the
target. In the other, no-feedback condition, subjects saw only the target
through a head mounted display connected to a video camera. They could
not see their arm and hand. The location and the size of target were the
same between the two conditions. In either condition, subjects did not
have feedback from the point projected by the laser pointer since they
wore either green glasses or head mounted display to prevent seeing the
point. Each subject had 20 trials for both conditions.

Results: The accuracy was generally worse in the no-feedback condition
than in the feedback condition. In addition, there was a systematic
deviation towards right in the no-feedback condition. These results,
together, demonstrate importance of visual feedback in pointing behavior.

131 The Last Moment for a Change in Pointing Direction

Anna Ma-Wyatt (anna@ski.org), Suzanne P. McKee'; The Smith-Kettlewell Eye
Research Institute, San Francisco, CA 94115

Past evidence has shown that new visual information can induce online
changes to a reaching trajectory, even during rapid movements (e.g.
Saunders & Knill, 2004). Perturbations have typically been used to
estimate the time required to incorporate feedback. We investigated the
effect of new visual information on motor outcome. We made small visual
perturbations of target location and measured endpoint accuracy. The
perturbations could occur at different times during the reach. The target, a
high contrast white dot subtending 0.58, appeared initially at an
eccentricity of 88 and then disappeared for 67ms. On half the trials, the
target reappeared at the same location and for the other half, it was shifted
laterally by an amount (~0.58) that was easily visible on every trial. The
direction of the shift was varied across blocks. The time of perturbation
was measured from the subject’s initiation of a pointing trial by a key
press. The perturbation could occur early in the reach (110ms after trial
onset), at an intermediate time (180ms) or late in the reach (250ms) in
separate blocks of trials. Subjects made a rapid point to the target and were
given negative feedback if their response was too slow (>500ms); average
movement time across subjects was 430ms. For early or intermediate
perturbations during the movement, subjects were able to adjust their

pointing trajectory so that there was a substantial difference between the
mean of their points to the perturbed and static targets. For a late
perturbation, subjects were unable to change their motor plan, because
there was no difference between means for the perturbed and static
targets. Subjects adopted an interesting strategy to cope with late
perturbations. They pointed to the centroid of the two possible locations,
thereby "hedging their bets” about the likely location of the target. We
conclude that subjects need about 250 msec to complete a shift in their
planned hand trajectory in response to a visual perturbation.

Acknowledgment: Rachel C. Atkinson Fellowship to AM.W. and an NEI
EY06644 to S.P.M.

Motion 1

132 The effects of spatial-frequency and contrast ratio
manipulations differ with dioptic and dichoptic viewing of Type 2
plaids

Shawn A Collier (shawn.collier@umit.maine.edu), Alan B Cobo—Lewisl; Depart-
ment of Psychology, University of Maine

Purpose: Recent research has supported a Bayesian model of motion
combination for the perception of moving Type 2 plaids. When one
component grating provides a more reliable motion signal than the other,
perceived direction of the plaid is biased in the direction of the more
reliable grating. Greater reliability of a grating may be achieved by
increasing its spatial frequency (SF) or its contrast relative to the other
grating. This predicts a bias of plaid motion toward the grating with
higher SF or greater contrast. These biases were investigated under dioptic
and dichoptic conditions. Methods: Naive subjects viewed Type 2 plaids
with gratings drifting in directions separated by 15 deg and speeds
differing by a factor of sqrt(1.5). Either the SF ratio or contrast ratio of
gratings varied from 0.54 to 1.84 in logarithmic steps. Stimuli were viewed
dioptically or dichoptically. Subjects adjusted a pointer in the direction of
perceived drift. Results: Under dioptic conditions, perceived drift of the
plaid pattern was biased in the direction of the grating with the higher SF
or greater contrast. When gratings were of equal SF or contrast, plaid
direction was perceived between the vector-sum and the intersection of
constraints (IOC) directions. Under dichoptic conditions and contrast
manipulation, perceived plaid direction was biased in the direction of the
component with greater contrast. However, there was little effect of SF
ratio manipulation on the perceived direction of plaid motion with
dichoptic viewing. Additionally, under dichoptic conditions, when
gratings were of equal SF or contrast, plaid direction was perceived at the
vector-sum direction. Conclusion: Although motion information is
combined across eyes in dichoptic viewing, the motion combination rule
seems to differ from dioptic presentation. Constraint lines weighted by
reliability seem important for dioptic viewing, but vector-sum weighted
primarily by contrast seems important in dichoptic viewing,.

Acknowledgment: Supported by NIH grant EY 013362.

133 The timing of space constancy during smooth pursuit eye
movements

Camille Morvan (camille.morvan@college-de-france.fr), Mark Wexler'; LPPA,
College de France

The present study is concerned with the problem of compensation for
smooth pursuit eye movements, especially with the timing of this
compensation. When the eyes are engaged in a pursuit movement, a
stationary background moves on the retina on the opposite direction. The
visual system compensates for this retinocentric motion, recovering the
stability of the visual environment. The compensation is incomplete,
giving rise to the Filehne illusion, in which a stationary background is
perceived as moving slightly in the direction opposite to the pursuit.
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How long does it take to the visual system to compensate for those eye
movements? Although this issue has received some attention in
psychophysics (Stoper, 1967, Mack and Herman, 1978) and in
neurophysiology (Haarmeier and Thier, 1998, Hoffmann and Bach, 2002,
Tikhonov et al., 2004), little evidence of time evolution of compensation
has been presented.

Recently, we have introduced a new technique to study the time evolution
of compensation in the case of motion detection (VSS 2004). We found that
in as little as 150 ms following stimulus appearance, motion is detected
with respect to an allocentric reference frame; earlier, only motion in a
retinocentric frame is detected. Thus, in the case of motion detection,
compensation is in place by 150 ms.

Here, we ask whether the time evolution of compensation is specific to
motion detection or whether it generalizes to other visual tasks. In the first
experiment, we measured the time course of the Filehne illusion for
extremely brief durations. In the second experiment, we study whether
manually displacing the pursuit target--which reduces the time lag
between target and eye movements--has an effect on the time course of
compensation.

134 Anisotropic center-surround antagonism in visual motion
perception

Reza Rajimehyr (rajimehr@ipm.ir); School of Cognitive Sciences (SCS), Institute
for Studies in Theoretical Physics and Mathematics (IPM), Tehran, Iran

Center-surround receptive field organization is an integral part of visual
motion processing. These antagonistic structures, specifically those in MT
area, are believed to be crucially involved in motion perception. Recently
psychophysics has been exploited to demonstrate the perceptual
consequence of center-surround motion opponency. Suppressive
surround of the functional receptive fields, possibly in the area MT,
renders the motion of a large high-contrast Gabor patch more difficult to
discern. Since spatial antagonism (e.g. in MT) shows anisotropy at the
neuronal level, it would be surprising to psychophysically clarify if and
how anisotropic center-surround interactions are reflected at the
behavioral level. In the first experiment we used large high-contrast
elliptical Gabor patches and subjects were required to report its direction
of motion. Stimulus duration threshold was significantly lower when the
axis of elongation in the Gabor patch was perpendicular to the motion
direction. This superiority effect was removed for elliptical Gabors with
low contrast, small size or radial motion. These counterintuitive results
could be fully explained by assuming two suppressive regions, which
bilaterally surround an elongated functional receptive field. In the second
experiment we used large high-contrast skewed Gabor patches and again
measured the motion discriminability. Subjects had substantial difficulty
in discriminating the motion signal when the motion direction was
opposite to the direction of skewness in the Gabor. Low-contrast Gabors
did not show such asymmetry in detection of motion directions. The
results indicate that suppressive regions tend to spatially shift in the
opposite direction of the Gabor’s motion and, thus, providing a
heterogeneous inhibitory surround with more strength in a single region
on one side of the functional receptive field. The overall findings suggest
some important conjectures to be addressed electrophysiologically.

Acknowledgment: The author wishes to thank Seyed-Reza Afraz for his
insightful comments.

135 Speed history effects of visual stimuli

Anja Schlack (anja@salk.edu)?, Bart Krekelberg?, Thomas D Albright'?;
THoward Hughes Medical Institute, >VCL- The Salk Institute For Biological
Studies

In natural environments the speed of moving objects continually changes.
To successfully interact with such objects it is useful to not only focus on
the ongoing speed, but to also take speed changes into account. In the
present study we were interested in whether area MT - the main motion
area in the primate brain - represents not only information of the ongoing
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speed of a visual motion stimulus but also reflects recent stimulus speed
history.

We recorded from MT neurons from macaque monkeys during visual
stimulation. The stimulus consisted of random dots moving into the
preferred direction of the neuron. Stimulus speed changed smoothly over
time (either linearly accelerating (condition 1) or decelerating (condition
2). Both conditions contained the same actual speeds, but the speed history
differed.

We found that the responses of most MT cells were influenced by the
recent speed history of the visual stimulus. One main finding was a change
in tuning width: The speed tuning was narrower when the stimulus was
accelerating than when it was decelerating. This suggests that the system is
less sensitive to speed changes when the stimulus smoothly decelerates.
We investigated this in a psychophysical experiment with human subjects
by determining detection thresholds to speed changes in a smoothly
accelerating or decelerating stimulus. The results confirmed the
prediction: during smooth deceleration, sensitivity was lower than during
acceleration.

In summary we found that the recent stimulus speed influences the speed
tuning properties of MT neurons and the speed perception of human
subjects. This is further evidence that the visual system does not represent
snapshots of the ongoing visual stimulation but integrates information
over time. This integration is beneficial for survival in an ever changing
environment.

Acknowledgment: We thank R. van Wezel who recorded part of the
neurphysiological data

136 Signal latencies in motion perception during sinusoidal
smooth pursuit

Jan L. Souman (j.l.sauman@fss.uu,nl)l, Tom C.A. Freeman®; IHelmholtz ~ Insti-
tute, Department of Psychonomics, Utrecht University, Heidelberglaan 2, 3584
CS Utrecht, The Netherlands, 2School of Psychology, Tower Building, Park Place,
Cardiff University, CF10 3AT, Wales, United Kingdom.

Smooth pursuit eye movements change the retinal image motion of objects
in the visual field. The visual system therefore has to take the eye
movements into account to produce a veridical motion percept. According
to the classical linear model of motion perception during smooth pursuit
the perceived velocity depends on the sum of a retinal motion signal,
estimating the retinal image velocity for a given object, and an eye
movement signal that estimates the eye velocity. Errors in motion
perception during smooth pursuit, such as the Filehne illusion and the
Aubert-Fleischl phenomenon, can be explained in terms of the relative size
of these signals. However, little attention has been paid to the temporal
relationship between the two signals. If the eye velocity is not constant,
differences between the latencies of the two signals will also produce
perceptual errors. We therefore tested whether the signal latencies differ
and what their perceptual consequences are. Participants judged the
velocity of a sinusoidally moving random dot pattern, viewed during
smooth pursuit of a sinusoidally moving target. In Experiment 1, the phase
relationship between the dot pattern and the pursuit target was
manipulated and in Experiment 2 we varied the motion amplitude of the
dot pattern. In addition we examined whether positional cues affected
performance by including a condition containing limited-lifetime dots.
The relative signal size and phase difference of eye movement signal and
retinal motion signal were estimated by fitting the classical linear model to
the data. The model described the data well for most observers. The phase
difference between the two signals turned out to be quite small, with
perceptual errors mainly caused by differences in signal size.

137 Direction-of-Motion Discrimination is Facilitated by Visible
Motion Smear

Jianliang Tong (jtong@optometry.uh.edu)', Murat Aydin®, Harold E. Bedell™3;
ICollege of Optometry, University of Houston, >Department of Electrical & Com-
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puter Engineering, University of Houston, 3Center for Neuroengineering & Cog-
nitive Science, University of Houston

Purpose. Recent evidence indicates that motion smear can provide useful
information for the detection and discrimination of motion (Geisler, 1999;
Burr & Ross, 2002). Because the extent of perceived motion smear
decreases with the density of stimulus elements (Chen et al., 1995), we
used random-dot (RD) targets of different densities to evaluate the
contribution of perceived motion smear to direction-of-motion
discrimination. Methods. RD stimuli with densities of 1, 2, and 10 dots/sq.
deg were presented monocularly for 200 ms at a velocity of 4, 8, or 12 deg/
s. To measure direction-of-motion thresholds, stimuli were presented in 7
near-horizontal directions and subjects reported whether the motion of the
target included an upward or a downward component. Thresholds were
defined as the change in the direction of motion that corresponds to 1 SD
on the fitted psychometric function. On separate trials, subjects adjusted
the length of a bright horizontal line to match the extent of motion smear
that was perceived on each presentation of the RD targets. Results. In
agreement with Chen et al. (1995), the extent of perceived motion smear
decreased systematically with RD density. For velocities greater than 4
deg/s, direction-of-motion thresholds increased (from approximately 1.0
to 1.8 deg) with the density of the RDs in the stimulus. Across all
combinations of velocity and RD density tested, the direction-of-motion
thresholds correlated significantly with the extent of perceived motion
smear (r = -0.90; p < 0.001). Conclusions. Despite the opportunity for
increased summation as RD density increases, our results indicate that
direction-of-motion discrimination worsens. This outcome is consistent
with the conclusion that direction-of-motion discrimination is facilitated
by visible motion smear.

Acknowledgment: Support: R01 EY05068, P30 EY(07551 & Texas ARP
award 003652-0185-2001.

138 Motion Sensitivity and Fixation Variability along Individual
Meridians.

Harold E. Bedell (HBedell@Optometry.uh.edu)l’z, Thao C. Lien’, Jianliang
Tong', Patricia M. Cisarik, Saumil S. Patel>3; 1College of Optometry, Univer-
sity of Houston, >Center for Neuroengineering & Cognitive Science, University of
Houston, 3Department of Electrical and Computer Engineering, University of
Houston

Purpose. Murakami (VR, 2004) reported a relationship between motion
sensitivity and the variability of fixational eye movements in normal
observers and concluded that retinal image motion during fixation is
discounted perceptually. In this study, we investigated whether sensitivity
to motion along specific meridians is limited by the variability of fixation
in the corresponding meridian. Methods. Random-dot motion was
presented in an array of 8 blurred patches, spaced equally around an
imaginary circle with a 10-deg diameter. The observer fixated monocularly
at the center of the circle. On each trial, all of the random dots in each patch
translated for 500 ms in a common direction: right, left, up, down,
clockwise, or anti-clockwise. Motion thresholds were defined as the
velocity of horizontal, vertical, or rotary motion that yielded 50% correct
judgments. Variability of fixation was specified as the SDs of horizontal,
vertical, and torsional eye velocity for 168 half-sec samples, measured
using a search coil. Results. In agreement with Murakami, the average
thresholds for horizontal and vertical motion in 11 normal subjects
correlated significantly (r = 0.67, p = 0.025) with the average SDs of
horizontal and vertical eye velocity. However, no correlation existed
between motion thresholds and the SDs of eye velocity when the results
were not averaged across meridians (r = 0.019). Further, no relationship
existed within subjects between motion thresholds and the SDs of eye
velocity in corresponding meridians. Conclusions. One explanation of our
results is that the visual system discounts retinal image motion produced
by normal fixational eye movements, based on the average variability of
eye velocity across meridians. If so, then discounting the retinal image
motion from eye movements cannot account for the anisotropic motion

thresholds in congenital nystagmus, unless the discounting process
operates differently in subjects with meridionally impaired fixation.

Acknowledgment: Support: R01 EY05068, T35 EY07088, and P30 EY07551.

139 A contribution of early motion systems on stream-bounce
perception.

Kazushi Maruya (maruyan@L.u-tokyo.ac.jp)’, Takao Sato?; Untelligent Model-
ing Laboratory, University of Tokyo, *Department of Psychology, University of
Tokyo

The stream-bounce stimulus induces a bi-stable motion perception
(Metzger, 1934). In this phenomenon, two identical moving objects with
trajectories crossing each other are perceived either as streaming through
(stream) or colliding and bouncing off (bounce). Although this
phenomenon is often related to a high-level motion processing, we
explored a possibility of earlier contribution by examining the effect of
inter-stimulus interval (ISI) which supposedly disrupt energy based
detectors (Braddick, 1974).

Method: The stimulus comprised two moving white discs (1 deg diameter)
on gray background. Each disc moved on one of two linear motion paths
that inclined 30 deg from perpendicular i.e. 60 deg angle between the two
trajectories. The motion was 9-frame apparent motion with 2 deg
displacements and a fixed SOA of 120 ms. The two trajectories met at the
center and the 5th disc shared a position, i.e. only one disc was presented
there. ISI was manipulated in 6 steps from 0 to 100 ms and duration
covaried accordingly to make SOA 120 ms. Subjects were asked to judge
whether motion appearance was ’stream’ or 'bounce’ with a 2-AFC
method.

Results and Discussion: The response rate that ‘stream’ was perceived at 0
ms ISI was calculated for each subject. As a result, response rates were
higher or lower than chance for 6 of 7 subjects. That is, although there was
a strong individual difference in preferred percept, each subject had a
dominant perception. Next, we calculated the response rate that ‘"dominant
perception” was reported (dominant rate) in each ISI condition. Regardless
of the initial dominance type, dominant rate decreased as ISI increased and
the dominance reversed at the largest ISI (100 ms). These results indicate
that motion perception with the stream-bounce stimulus is sensitive to ISI,
and thus suggest strong contributions of Fourier-type early motion
detectors (Adelson & Bergen, 1985).

140 Influence of Optic Flow Field Restrictions and Fog on
Perception of Speed in a Virtual Driving Environment.

Anurag Shrivastava (anurag3@yahoo.com)V?, Mary M Hayhoe', Jeffrey B Pelz,
Ryan Mruczek*; 1Center for Visual Science-University Of Rochester, Rochester,
NY USA, *Department of Ophthalmology, Albert Einstiein College of Medicine-
Montefiore. Bronx, NY USA, 3Center for Imaging Science, Rochester Institute of
Technology,Rochester, NY, USA, 4Department of Neuroscience, Brown Univer-
sity, Providence, RI, USA

Contrast is known to affect perceived speed, and it has been suggested that
one of the reasons for difficulty in driving in fog is impaired speed
judgments resulting from the contrast reduction caused by the fog
(Snowden, Stimpson, & Ruddle, 1998). However, fog also reduces the area
of the field from which image motion is available, in addition to contrast
reduction in the near visual field. In this study we investigated the
influence of reduced spatial structure from the flow field on perceived
speed in a virtual driving environment, and compared this with the effects
of fog. To simulate fog we used a model that reduces contrast
exponentially with distance, rather than the spatially uniform reduction in
contrast used by Snowden et al. To examine the effects of reduced spatial
structure we removed road texture and line markings, and changed the
density of roadside objects. These manipulations substantially reduced
perceived speed, but exponential mist or fog had only a small effect. This
was true both in the immersive environment with a head mounted
display, or when subjects viewed the scene on a monitor. Thus the
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reduction in area of the field from which optic flow information is
available, rather than contrast reduction, is at least partially responsible for
reduced ability to judge speed of self-motion in foggy conditions. In
addition the data suggest a role of optic flow in judgments of speed of self-
motion in natural environments, in addition to the roles previously
suggested for flow, such as control of heading and control of braking.

Acknowledgment: Yasser Mufti, Jessica Bayliss, Dana Ballard, Annie
Snyder, Susan Damaske

141 Thresholds for Detection of a Moving Object by a Moving
Observer.

Constance S. Royden (croyden@mathes.holycross.edu), Erin M. Connors', Kath-
ryn A. Mahoney"; College of the Holy Cross, Worcester, MA

When an observer moves through a scene, both stationary and moving
objects project moving images onto the retina. For observer motion in a
straight line, the image motion for stationary objects forms a radial pattern.
How do moving observers detect a moving object in the scene? In theory,
observers could identify objects whose speed or direction of motion differs
significantly from that of the other objects in the scene. We tested how
large an angular deviation is needed to detect a moving object in a radial
optic flow field. We also examined observers' abilities to detect an object
moving at an angular deviation from a deformation field, to test whether
global pattern information contributes to this detection process. In each
trial, observers viewed a scene that consisted of 25 white circles moving on
a black background in either a radial or deformation flow pattern. In half
the trials, one of the circles, the target, moved with an angular deviation
from the radial or deformation pattern. Observers pressed a key to indicate
whether or not this target circle was present in a trial. We measured the
percentage of correct responses for angular deviations of 10, 15, 20, 25, 30
and 45 deg, and trial durations of 0.25, 0.5, 0.75 and 1.0 sec. For the radial
pattern, the average threshold (75% correct) for the 9 observers tested was
20.7 deg for the 0.25 sec duration and decreased to 13.6 deg for the 1.0 sec
duration. For the deformation pattern, the thresholds were much higher, at
35.4 deg for the 0.25 sec duration and decreasing to 29.0 deg for the 1.0 sec
duration. Because the local rate of change of motion direction is the same
for the radial pattern and the deformation pattern, this result implies that
observers make use of global pattern information in addition to local
motion cues when detecting a moving object within a radial optic flow
field.

Acknowledgment: Supported by NSF grant #0196068

142 Motion perception is differentially effected by the transient
and sustained components of spatial attention.

Yaffa Yeshurun (yeshurun@research.haifa.ac.il); Department of Psychology, Uni-
versity of Haifa, Israel

Many have suggested that spatial attention has 2 components: The slower,
voluntary Sustained Attention (SA), and the faster, involuntary Transient
Attention (TA). Whether these two components are separate mechanisms
operating in a different manner, or just different instantiations of the same
mechanism is still unclear.

To study the effects of TA on motion perception observers in one task had
to rate the quality of motion perception elicited by an apparently moving
line, and to indicate in another task the motion direction of an apparently
moving rectangle. A peripheral cue (a bar) known to attract TA to the
target location, or a neutral cue (6 bars) specifying that the target could
appear in any one of the 6 possible locations, preceded the target. The
results indicate that TA degrades motion perception. Motion rates and
direction discrimination were lower with the peripheral than the neutral
cues. This degradation was found even with a color-singleton cue,
identical in all aspects to the neutral cue apart for the color of the bar above
the target location, ruling out any ’interference’ interpretations of the
results. These results are consistent with other findings regarding TA and
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temporal processes and support the hypothesis that TA favors
parvocellular over magnocellular activity.

This attentional degradation disappears, however, with SA cues. In two
additional experiments, centrally presented cues preceded the apparently
moving rectangle. One cue was an arrow pointing at the target location.
The other was a face gazing at the target location. In both cases, no
attentional degradation of motion perception was found, and a small
facilitation was evident with spatial displacement larger than 1?. This is
consistent with previous studies showing that SA either improves motion
perception or does not affect it (especially with small displacements). The
differential effects of the two components of spatial attention support the
view that TA and SA are indeed two different mechanisms.

Acknowledgment: This research was supported by THE ISRAEL
SCIENCE FOUNDATION Grant (No. 925/01-1) to Y. Yeshurun.

143 Motion transparency in combined first and second order
stimuli

Ross Goutcher (ross.goutcher@gcal.ac.uk), Gunter Loffler'; Glasgow Caledonian
University, Glasgow, UK

Two superimposed luminance gratings of identical orientation and
opposite direction of motion are seen as moving across one another (i.e.
moving transparently) only if they are of different spatial frequencies (SF).
Identical SF gratings produce counter-phase flicker. This suggests that
opposite motions cancel each other within SF channels. Here we show that
transparent motion is perceived with two superimposed gratings of
identical orientation and SF, when one component grating is a first-order
stimulus, whilst the other is a second-order stimulus. More precisely, this
stimulus is the sum of two identical dynamic 2D noise carriers, one subject
to luminance modulation (LM) the other subject to contrast modulation
(CM) by a sinusoidal envelope (SF = 4.6cpd, temporal frequency = 1.6Hz).
The perception of this stimulus is examined in a 2AFC task. Participants
were presented with a LM+CM stimulus, where the motions of the
component gratings were either in the same or opposite directions. The
amplitudes of the CM and LM gratings were varied (10% - 22.5% and 5% -
25% contrast, respectively) and participants were asked to choose the
interval containing transparent motion. Results show that the amplitude of
the LM component affects the CM amplitude required for the perception
of transparency: higher LM amplitudes require higher CM amplitudes
before transparency is seen. In a second experiment, participants adapted
to a transparent LM+CM stimulus. Following adaptation, participants
showed elevated contrast detection thresholds when the direction of
motion of a translating CM or LM test grating was identical to that of the
corresponding component of the adaptor. These findings support the idea
of separate pathways for the detection of first and second-order motion.
However, the observed contrast dependency suggests that these pathways
are not wholly independent. Our results further suggest that second-order
information may aid the segmentation of multiple motion signals.

Acknowledgment: This research is supported by EPSRC Grant No. GR/
$59239/01

144 Speed differences increase the number of transparent
motion signals that can be detected simultaneously

John A. Greenwood (john.greenwood@anu.edu.au), Mark Edwards’; School — of
Psychology, The Australian National University, Canberra, Australia

Transparent motion occurs when multiple objects move through the same
region of space without total occlusion. Previous work demonstrates that
when direction differences are the only cue to transparency, observers can
detect no more than two transparent motion signals simultaneously. This
limit appears to occur because transparent motion detection requires
coherence levels much higher than those required for uni-directional
motion. If this is the case, it should be possible to increase the number of
signals that can be detected by increasing their signal intensities. We
increased signal intensity by distributing processing of the signals between
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two speed-tuned global motion systems. Because these systems perform
signal-to-noise operations independently, dividing the signals between
them increased the effective intensities by decreasing the amount of
signals processed by each system. Observers were required to indicate
which of two temporal intervals contained the greatest number of
transparent motion signals. Simultaneous processing was ensured through
brief durations (200ms) and comparisons between n and n+1 signals, eg. 3
vs. 4. With no speed differences, observers could detect no more than two
transparent signals. When some signals moved at a low speed and others
at high speeds, up to three could be detected. Thus, by raising the effective
signal intensity, the number of transparent motion signals that could be
processed simultaneously was increased. This is consistent with the signal-
to-noise processing basis of the transparency limit. However, were signal
intensity the sole constraint, the addition of speed differences should have
allowed the representation of up to four signals. The fact that the limit
could only be extended to three indicates further limitations on
transparent motion processing.

145 The contribution of low-level motion systems in multiple
object tracking

Hidetoshi Kanaya (kanaya@L.u-tokyo.ac.jp)!, Kazushi Maruya®, Takao Sato';
IDepartment of Psychology, Graduate School of Humanities and Sociology, Uni-
versity of Tokyo, *Intelligent Modeling Laboratory, University of Tokyo

Purpose: We examined contribution of low-level motion systems to the
asymmetry between the upper and lower visual fields in multiple object
tracking (MOT) performances. He, Cavanagh & Intriligator (1996)
suggested the asymmetry originated from attentional resolution (high-
level visual processing), but it is not clear whether low-level motion
systems contribute to the asymmetry. To clarify this point, we conducted
MOT experiments where ISI (inter-stimulus interval) for motion stimuli
was varied. The operation of spatiotemporal filters for low-level motion
systems is supposedly disrupted with longer ISIs (Braddick, 1974). If the
asymmetry between the upper and lower visual fields is affected by ISI, it
could be argued that low-level motion systems are at least partially
responsible for the asymmetry. On the other hand, if there is no effect of
ISI, the asymmetry is attributed more to higher-order motion systems.
Method: Nine moving green disks were presented in the area of 6 x 30
degrees visual angle on a CRT screen. The ISI for apparent motion was
varied in 5 steps between 0 and 200 ms. The motion stimuli were presented
either in the upper or lower visual field. The color of 2 out of the 9 disks
changed to red at the beginning of a trial to designate tracking targets.
Subjects were asked to track the targets while keep fixating on a marker at
10 degrees above or below the center of the area for a 7 sec period. At the
end of each trial, subjects reported the disks that they acknowledged as
targets. Result: As ISI increased, the MOT performances decreased in
lower visual field, while the performances in upper visual field were little
affected. These tendencies thus resulted in smaller magnitudes of
asymmetry for longer ISIs. Conclusion: These results strongly suggest that
the asymmetry comes from the advantage in MOT task for the lower
visual field that is related to the characteristics of low-level motion
systems.

146 Second-order motion alone does not convey ordinal
depth information.

Kevin | MacKenzie (kjmacken@yorku.ca), Laurie M Wilcox; Centre for Vision
Research, Department of Psychology, York University, Toronto

There is convincing evidence that in addition to temporal variation in
luminance, the perception of motion can be mediated by temporal changes
in contrast. The characteristics of contrast based second-order motion
processing are well documented; however, what this information is used
for is unknown. Hedge et al. (2004, Journal of Vision, 4-10) argue that
second-order motion provides a signal for ordinal depth. While their
results are consistent with this proposal, they do not show that second-
order cues alone are sufficient to support this percept. In the following

experiments we test the hypothesis that the percept of depth ordering in
the displays used by Hedge et al. (2004) is due to the presence of
luminance based motion cues or high-level figure-ground cues. Here, we
asked observers to judge the relative depth of two regions within a
rectangular stimulus using solely second-order motion cues, and/or high-
level configural (ie. figure-ground) cues. The stimulus consisted of a
temporally resampled binary texture moving relative to a mean luminance
matched background. Observers were asked to indicate which surface
(upper or lower) they perceived as being 'nearer’. Our results show that
when given second-order motion cues in isolation, observers rely on high-
level configural cues. That is, their percept of depth ordering is determined
by the location of the textured regions, e.g. when the texture was located in
the upper portion of the stimulus, observers reported the upper region to
be nearer on 70% of the trials (n = 11), and vice versa. When both regions of
the display were filled with temporal noise with different element sizes
this configural cue was eliminated and the near/far percept oscillated
about 50%. These results show that second-order motion signals in isolation
do not support depth ordering. To obtain reliable relative depth percepts
from second-order motion additional cues such as accretion/deletion and
common motion are needed.

Acknowledgment: This work has been supported by an NSERC grant to
L. M. Wilcox.

147 Perception and discrimination of global flow speed reveals
motion coding

Shannon M Posey (posey.5@uwright.edu), Scott N | Watamaniuk'; Department of
Psychology, Wright State University, Dayton OH 45435

In order to perceive motion accurately, an observer must perceive both
speed and direction. We investigated whether speed and direction are
processed separately or together by measuring the perceived speed and
speed discrimination thresholds for global flow stimuli (e.g., Watamaniuk,
Sekuler & Williams, 1989). If speed and direction are processed together,
then increasing the range of directions in the global flow stimulus should
impact perceived speed and speed discrimination thresholds.

Observers viewed random dot cinematograms in which each dot moved
with a constant step size from frame-to-frame and randomly chose its
direction each frame from a distribution of directions (frame rate = 60 Hz).
To measure perceived speed, observers were presented with two stimuli in
each trial where the standard contained dots that moved in a single
direction (upwards) and the comparison contained dots that moved in a
range of directions spanning 908 or 1208 with a mean direction of
upwards. The speeds of the standard were 6, 9, 12, and 15 deg/sec. The
speed of the comparison varied from trial to trial according to a one-up,
one-down staircase that converged on the point of subjective equality. To
measure speed discrimination, the method of constant stimuli was used
and observers were presented with a single stimulus on each trial and
asked to judge if the stimulus moved faster or slower than the implicit
mean speed. Thresholds were measured for four mean speeds, 6, 9, 12, and
15 deg/sec, and for stimuli spanning three different direction ranges,
08(all dots moved in a single direction), 1208 and 3608.

Results showed that perceived speed of global flow decreased as direction
bandwidth increased and that speed discrimination was poorer (higher
thresholds) when direction noise was added to the stimulus. Taken
together, these results lend support to the idea that speed and direction are
processed together.

148 Perceived direction of drifting Type 2 plaids is biased
toward higher-reliability component

Alan B Cobo-Lewis (alanc@maine.edu), Shawn A Collier, Christina Khin, Ryan
M Carlow; Department of Psychology, University of Maine

Purpose: The perceived direction of moving Type 2 plaids is usually
intermediate between the veridical intersection-of-constraints (IOC)
direction and the errant vector-sum direction. Our recent analysis of a
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Bayesian model of motion extraction predicts that when one of a plaid’s
component gratings gives a more reliable motion signal than the other
component grating, perceived direction should be biased toward the
grating with the more reliable motion signal. This predicts that perceived
direction is either a monotonic or nonmonotonic function of relative
reliability, depending on baseline direction percept. Reliability can be
manipulated, for example, by contrast or by spatial frequency (SF). We
have been accumulating evidence in support of these predictions.
Methods: Naive subjects viewed Type 2 plaids whose component gratings
drifted in directions separated by 15 deg and whose speeds differed by a
factor of v1.5. We manipulated duration, aperture diameter, baseline
spatial frequency, and baseline contrast. We also manipulated the ratio of
the gratings’” SF and of their contrast. Subjects pointed an arrow in the
direction of perceived drift. Results: When the gratings were of equal SF
and equal contrast, perceived direction was close to the IOC direction or
vector-sum direction, depending on baseline manipulations, as predicted
by the model. When the gratings were of unequal SF or unequal contrast,
perceived direction was biased toward the grating with more reliable
motion signal, as predicted, whether reliability was manipulated via
contrast ratio or SF ratio. Conclusions: The results consolidate
confirmations of predictions of a Bayesian computational model of motion
extraction that suggests that IOC and vector-sum directions, as well as
directions beyond vector-sum, can arise from a motion analysis that
weights motion signals according to their reliability. These predictions
arise from strictly computational rather than physiological considerations.

Acknowledgment: Supported by NIH grant EY 013362.

149 The effect of luminance texture on MAEs.

David Nguyen-Tri (david.nguyen-tri@umontreal.ca), Jocelyn Faubert'; Visual
perception and psychophysics laboratury, ...cole d'optometrie, Universite de
Montréal

Previous research on motion perception has found that static luminance
texture produces an increase in the perceived speed of moving stimuli. The
experiments discussed here study the influence of texture on another
aspect of motion perception: the motion aftereffect (MAE). In Experiment
1, we measured static MAE duration in three conditions: 1- luminance
modulated gratings to which no texture was added 2- luminance
modulated gratings to which static texture (static luminance noise) was
added 3- contrast modulated noise. Our results demonstrate that adding
static luminance texture to a drifting luminance-modulated sinewave
grating greatly diminishes static MAE duration and can even completely
eliminate the static MAE. Our results also show that no difference in static
MAE duration occurred between luminance-modulated gratings to which
static luminance texture was added and contrast-modulated noise. This
suggests that the failure of contrast-modulated texture to elicit a static
MAE may not come from a fundamental difference in the processing of
first- and second-order motion, but from the luminance texture inherently
present in these second-order stimuli. Our results and the static MAE are
discussed in a Bayesian context in which adaptation creates a shift in the
prior’s center in the direction opposite to the direction of adaptation and
texture is used as a landmark. This is consistent with a recalibration and
error-correcting account of the MAE. In Experiment 2, we studied the
effects of texture characteristics on the MAE by notch-filtering the
luminance noise in Fourier space. Preliminary data show that filtering out
high pass information along the axis of motion produces longer MAE
durations, but that filtering out high-pass information along an axis
orthogonal to the axis of motion does not. This is consistent with the
proposal that the visual system uses luminance texture in the assessment
of motion.

150 The Dynamic Motion Aftereffect is Driven by Local Motion
Adaptation

William Curran (w‘curmn@qub.ac.uk)l, Christopher P Benton; IQueen's
Universty Belfast, United Kingdom, >University of Bristol, United Kingdom
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The motion aftereffect (MAE) takes two forms - the static and dynamic
MAE. Differences in their characteristics point to separate mechanisms
underlying the static and dynamic MAE (dMAE), leading to speculation
that they reflect neural adaptation in areas V1 (which encodes local
motion) and MT/V5 (which encodes global motion), respectively. We
tested whether the dMAE is driven solely by adaptation of global motion
detectors, or whether local motion detector activity contributes to the
effect. Our first experiment measured the speed tuning of the dMAE.
Observers adapted to two displays on either side of fixation - a random dot
pattern moving upwards, and a noise pattern in which all dots took a
random walk (0% motion coherence). Following adaptation the stimuli
were replaced with a 0% motion coherence and a 35% motion coherence
stimulus moving upwards, respectively. The task was to judge which
stimulus - the resultant AMAE or the 35% motion coherence stimulus - had
the greater apparent speed. Dot speed was identical in both the adapting
and test stimuli, and observers were tested over a range of speeds. The
results revealed an inverted U-shaped speed tuning function. We repeated
the experiment, but this time kept dot speed in the dMAE test stimulus
constant while varying speed in the adapting stimuli and vice versa. If
perceived speed of the dMAE is driven solely by adaptation of global
motion detectors, then speed of the adapting stimulus - but not the test
stimulus - will be responsible for the MAE’s speed tuning. This is because
the adapting stimulus is rich in global motion information. The test
stimulus, on the other hand, does not contain any global motion
information, but is rich in local motion information. Our data reveal that
dMAE speed is determined solely by the characteristics of the test
stimulus. We conclude that the dMAE is driven by neurons involved in
local-motion processing, activity that is primarily associated with area V1.

151 Temporal Dynamics of the Motion Aftereffect

Lisa O'Kane (lisa0@psy.gla.ac.uk)?, Pascal Mamassian; 'ICNRS, ~ Universite
Paris 5, France, *University of Glasgow, UK

Staring at a moving display for a few seconds generates a long-lasting
aftereffect in the opposite direction. We are interested in the temporal
dynamics of motion aftereffects when the test stimulus is presented at
various speeds. Due to the end of the aftereffect being a very subjective
and delicate event to determine, we provide a new method to estimate the
duration of the motion aftereffect. Participants adapted to random dot
kinematograms (RDKs) for a period of 5 seconds. To reduce eye
movements, two RDKs were placed on either side of the fixation point,
moving in opposite directions (e.g. outwards motion). Following a brief
interval, the adapting stimuli were replaced by test stimuli whose
direction was identical (outwards) but whose speed was a fraction of the
adapting speed. If the speed was small, the perceived direction of the test
stimulus was initially opposite to its physical direction (inwards) and
slowly reverted to the true direction (outwards). We prompted observers
to repeatedly judge the perceived direction of the test stimulus in order to
estimate the time of reversal. We took this time of reversal as our measure
of the duration of the motion aftereffect, and estimated these durations for
various test speeds. We found that the duration of the aftereffect depended
on the speed of the test surface. Specifically, the slower the speed of the
test stimulus, the longer the aftereffect lasted. In summary, we present a
new method of investigating the motion aftereffect which offers a robust
estimate of the temporal dynamics of the aftereffect.

Acknowledgment: ESRC

152 Effects of Surface Depth Order on Motion Aftereffects

Wonyeong Sohn (wonyeong.sohn@vanderbilt.edu), Adriane E Seiffert'; Depart-
ment of Psychology, Vanderbilt University

After adapting to transparent bidirectional motion at different depth
planes, one perceives transparent motion aftereffects (MAE) with a test
pattern containing the same two depth planes (Verstraten et al., 1994). We
investigated whether this motion adaptation is specific to absolute
disparity or to the relative depth order of surfaces. Observers adapted to
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two superimposed populations of dots that were moving in opposite
directions (left and right) in different depth planes (approximately -11 and
+11 arc min). In experiment 1, the MAE test contained two planes of
randomly moving dots presented at various absolute disparities (-29 and -
6; -23 and 0; -11 and 11; 0 and 23; 6 and 29 arc min). Observers’ task was to
report the MAE direction in either the front or back surface, which was
cued by a tone. The results indicated that the MAE was influenced by the
depth order of surfaces. When the target surface was in front, observers
more often reported the MAE in the direction opposite to that of the front
adapting surface than the back. Even with the maximum depth difference
tested between adapting and target surfaces (18 arc min), this effect was
observed in 78% of trials. In experiment 2, we used a more objective
method to quantify the MAE dependent on the surface depth order.
During the test, the target surface consisted of dots coherently moving
orthogonal to or slightly tilted towards either of the adapted motion
directions. Observers were asked to report the direction of the tilt.
Replicating experiment 1, the tilt of the motion in the front surface was
biased towards the MAE of the front adapted surface. When the target
surface was presented exactly in-between the two adapting planes (zero
disparity), the amount of biased tilt was 1 - 3 deg. MAEs appear to be
sensitive to the contingency between depth orders of adapting and test
surfaces. The results imply that some motion information is coded with
respect to depth-order of surface planes.

153 Decoding motion direction from activity in human visual
cortex

Yukiyasu Kamitani (kmtn@atr.jp)!, Frank Tong?; TATR Computational Neuro-
science Laboratories, 2Psychology Department, Vanderbilt University

Although it is generally assumed that the human visual cortex has motion-
direction-selective units analogous to those found in animals, the
neurophysiological evidence is scarce. Functional neuroimaging has
revealed motion-sensitive areas in humans by comparing responses to
moving and static stimuli (or dynamic noise), but is thought to lack the
resolution to probe into the selectivity to particular motion directions.
Here we show that ensemble patterns of fMRI voxels in human visual
areas (V1-V4 and MT+) exhibit robust direction selectivity that allows for
accurate prediction of motion direction, when information from weakly
direction-selective voxels is combined with optimal weights. We
performed conventional fMRI scans (3T scanner, voxel size 3x3x3mm)
while subjects viewed random dots moving in 1 of 8 directions in each 16s
block. A linear decoder was trained to classify voxel intensity patterns
induced by different motion directions by optimizing the voxel weights
using linear support vector machines. Then, the decoder was evaluated
with independent test data. Using 800 voxels from areas V1-V4, the
decoder produced predictions peaking sharply at the correct direction
(RMSE of 4 subjects, 64 deg). Area MT+, in which fewer voxels were
available (~100 voxels), showed a prediction performance similar to those
obtained using the same number of voxels from each of the areas V1-V4.
This contrasts our findings from separate studies, in which area MT+
showed markedly poorer orientation selectivity than areas V1-V4
(Kamitani & Tong, VSS/SEN 2004). Our results demonstrate that human
visual cortical activity is indeed selective for different motion direction.
More generally, the multi-voxel decoding analysis provides a powerful
new method to characterize feature selectivity in specific areas of the
human brain, and can provide an important bridge between animal and
human neurophysiology.

Acknowledgment: Supported by JSPS, NICT (YK), and NIH (RO1-
EY14202, P50-MH62196; FT).

154 Image generator resolution and motion quality

Julie M. Lindholm (julie.lindholm@mesa.afinc.af-mil)!, Chi-Feng Tai%; TAFRL
Visual Research Laboratory, Lockheed Martin Technology Services USA, 2AFRL
Visual Research Laboratory, Link Simulation and Training USA

During computer image generation, a synthetic environment is projected
onto a view plane internal to the computer. This continuous, space-time

image is sampled in space and time. To minimize spatial aliasing, 1Gs
implement procedures that serve as low-pass presampling filters, in
cycles/pixel. The cutoff frequency in cycles/m typically varies with image
location. In a continuous space-time image representing constant-velocity
motion over a flat, textured surface, the temporal frequency of a given
spatiotemporal frequency equals the dot product of the 2D spatial
frequency and the viewpoint velocity, in cycles/m and m/s, respectively.
A given spatial frequency, in cycles/m, thus has the same temporal
frequency throughout the image. In the display of a corresponding
computer-generated motion sequence, some of the spatial frequencies may
be temporally aliased (i.e., have a spurious, lower temporal frequency).
However, in parts of the image, aliased components are likely to be
eliminated by the resolution and concomitant spatial-presampling filter of
the IG. Here we assessed effects of IG resolution on perceived motion
quality during simulated flight over flat, textured terrain. The resolution
was either 4 or 1 arcmin/pixel. In the first two experiments, observers
indicated the spatial extent of poor quality motion for flights of different
altitudes and speeds. In the third experiment, observers selected the
maximum speed for good quality motion and the minimum speed for poor
quality motion within small windowed views of the terrain. As predicted,
the higher of the two IG resolutions resulted in poor quality motion (a)
over more of the image for a given speed and altitude and (b) at a lower
speed for a given ground distance. However, whereas poor quality motion
and temporal aliasing coincided for the lower resolution, the pattern of
results suggests that the passband of the human visual system was the
limiting factor for the higher resolution.

Performance and Attention

155 Lasers as a warning signal to communicate with aircraft

Leon N McLin (leon.mclin@brooks.af.mil)l, Fred H Previcl, Laura E Burnesz,
Stephen Dziuban®, Gordon T Hengst?; 'Northrop Grumman Information Tech-
nology, ?Air Force Research Laboratory

A new laser signal for communicating with aircraft is being developed to
warn aircraft against entering metropolitan area air defense identification
zones. The purpose of this experiment was to determine the irradiance and
laser characteristics (color and frequency) of effective warning signals in
simulated day and night scenes. Ten subjects, half of whom had flight
experience, viewed six types of laser exposures (3-Hz and 10-Hz green
beams, 3-Hz and 10-Hz red beams, and red and green beams alternating at
3 Hz and 10 Hz) superimposed on either a day or night scene. Laser
irradiances varied over a 5.25 log unit range for each condition and over an
irradiance range of over 2.2e-11 Wicm™? to 2.0e-5 Wicm?2. While
performing a concurrent visual tracking task, subjects were required to
decide whether each laser beam presented to them was an effective
warning signal. RMS error was measured on the tracking task to evaluate
disruptive irradiance endpoints. The results showed that, for night scene
conditions, laser exposures at approximately 4.0e-8 Wicm2 were rated as a
50% probability of warning. For the simulated day scene, irradiances of
more than 7.0e-8 Wicm™ were required. A 90% probability of warning was
achieved at irradiance levels of 8.0e-7 Wicm? at night and 1.5e-6 Wicm™
for a simulated day scene. Red-green alternating exposures were more
likely to be rated as warning signals than red only or green only exposures.
While all the subjects exhibited similarly shaped functions, the variability
between subjects for a 50% probability of warning varied over about 2.5
log units. Flicker rates of 10-Hz were a little more effective than rates of 3-
Hz as warning signals. Specific disruption on the tracking task due to the
laser exposures occurred above 4.0e-6 Wicm™ and 1.0e-6 Wicm™ in the day
and night conditions, respectively. These results suggest the characteristics
of a laser signal required to convey warning in flight and the results
should be scalable to normal daytime irradiances.

Acknowledgment: Research supported by Air Force Research Laboratory,
Optical Radiation Branch
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156 The effects of exposure to a 532 nm (green) laser on the
visibility of flight symbology.
Thomas Kuyk (thomas,kuyk@bmoks.af.mil)], William Kosnik!, Peter A. Smith?,
David Keel, Brenda Novarl, Garrett Polhumusz; lNorthrop Grumman Informa-
tion Technology, Brooks City-Base, TX, USA, Air Force Research Laboratory/
HED, Brooks City-Base, TX, USA

Visible laser light is a potential hazard to flight control because it creates
glare and after-images that can interfere with the visibility of flight
symbology. Two components of visibility are detection and identification
(ID), but previous research has only measured the effects of laser
exposures on detection. Our aims were to determine the potential of a
532nm laser to disrupt flight control by characterizing effects on detection
and ID of flight symbols and if results could be fit by a glare model. Glare
effects were assessed by measuring detection and ID thresholds for 6 flight
symbols with and without laser illumination present. Symbols varied in size and
were presented for 500ms on a dark background. The laser exposure level,14’W/
cm2,was eye-safe, but known to produce significant glare. Exposures lasted
10s and were repeated every 5s while subjects completed an adaptive
threshold procedure. Glare recovery was assessed by measuring the time
required for subjects to respond to the appearance of symbols when the
laser was turned off. The laser glare significantly elevated detection and ID
thresholds. On average, symbol brightness had to be increased from 0.3
(baseline) to 165 and 315 cd/m?2 to achieve detection and ID thresholds,
respectively. The degree to which detection, but not ID, thresholds were
elevated was dependent on stimulus size and fit well with model
predictions of contrast threshold as a function of the location of symbol
outer edges (eccentricity) from the center of the glare source. Response
times to the appearance of symbols after a laser exposure did not differ
from baseline. Exposure to safe levels of 532nm laser radiation can cause
significant glare as evidenced by the need to increase the average intensity
of the flight symbols by 500X for detection. Glare had an even greater
effect on ID thresholds which required symbol intensities more than 1000X
baseline levels. In contrast to the glare effects, the exposure did not cause
prolonged after effects.

157 Vision Assessment of Older Drivers for Relicensure

Efty P Stavrou (e.stavrou@qut.edu.au), Joanne M Wood!, Diana Battistutta';
Centre for Health Research, Queensland University of Technology

Background:Older drivers have a high crash rate and this may be linked to
vision changes with age. This study aimed to (i) compare older driver
fatality rates across Australian states to determine whether crash rates
were related to vision re-licensing procedures (ii) determine which visual
tests Australian optometrists perform on older drivers presenting for
visual assessment for licence renewal. Methods: State based age- and
gender-stratified numbers of older driver fatalities for 2000-2003 were
obtained from the Australian Transportation Safety Bureau database.
Poisson regression analyses of fatality rates were considered by renewal
frequency, adjusting for possible confounding variables of age, gender and
year. All practising optometrists in Australia were surveyed on the visual
tests they conduct in consultations relating to driving and their knowledge
of vision requirements for older drivers. Results: For drivers aged 60-
69years, states with mandatory vision testing had a 25% (95% CI 0.32-1.77)
lower fatality risk than those with no vision testing upon re-licensure.
However, for drivers aged 70+ years, fatality risk was not significantly
related to vision re-licensing strategies (RR=1.17, CI 0.64-2.13). Nearly all
optometrists measured visual acuity as part of a vision assessment for re-
licensing, however, only 20% routinely performed automated visual fields
on older drivers, despite the Medical Standards for Licensing advocating
automated visual fields as part of the vision standard. Conclusion: Vision
assessment for re-licensure has a positive impact on driver fatality rates for
those between 60-69 years, however, the primary test of vision is visual
acuity. Optometrists, who play an important role in older driver
assessment, do not routinely measure visual fields on their older patients.
Additional research should be undertaken to identify better visual
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predictors of older driver risk that can be easily implemented at re-
licensure.

158 Dissociating attention from required processing time

Shih-Yu Lo (r92227009@ntu.edu.tw), Su-Ling Yeh'; Department of Psychology,
National Taiwan University.

Longer processing times are often associated with a larger attentional
demand. Using the inattentional blindness paradigm (IB) by Mack and
Rock (1998), Moore, Grosjean, and Lleras (2003) provide an operational
definition of attention that may not be consistent with this idea. In their
studies, a main task can be affected by a background pattern, and in a
critical trial it is examined whether the participant is inattentionally blind
to the background. If the participant cannot report the background but the
main task is still affected by it, then it is said to be processed inattentively.
Although the maximum presentation time is not fixed by this definition,
Moore et al. used short ones. In this study, however, we show that some
processes are inattentive and nevertheless require a long presentation
time. In Experiments 1 and 2, we examined whether line length judgments
were affected by a background of differently oriented Gabor patches.
These patches could sometimes be oriented in such a way that they formed
an upright or an inverted V (i.e., the two tracks in the Ponzo illusion) based
on texture segregation and were otherwise randomly oriented. In a critical
trial the participant was asked whether he or she had seen the background
pattern, and to guess whether it showed an upright or an inverted V, along
with a confidence rating of it. Results showed that the illusion could be
observed inattentively with a 500 ms but not with a 200 ms presentation
time. In Experiment 3, we used a letter discrimination task and a
background of horizontal Gabor patches. One patch, however, was vertical
and appeared either to the left or the right of the letter, either compatible
or incompatible with the required response to the letter. Even with a 500
ms presentation time, this task could not be performed inattentively,
demonstrating the validity of our procedure in Experiments 1 and 2. We
conclude that, using Moore et al.’s definition, attention is independent of
processing time.

159 Sequential Effects and Stimulus-Response Dependencies
In an Orientation Identification Task: Characterization of the
Class 2 Oblique Effect

Andrew M Haun (amhaun01@louisville.edu )1, Bruce C Hansenl, Yeon-Jin Kim?,
Edward A Essock"?; Department of Psychological and Brain Sciences, Univer-
sity of Louisville, *Department of Ophthalmology and Visual Science, University
of Louisville

The Class 2 oblique effect (C20E) refers to poorer performance for
obliquely oriented stimuli compared to horizontal or vertical (‘cardinal’)
stimuli on memory-related tasks (Essock, Perception, 1980). This effect is
thought to stem from a greater confusability of obliques and is distinct
from the poorer visibility of oblique stimuli (i.e., the Class 1 oblique effect).
In the present study several aspects of the C20E obtained on a timed
orientation identification task were examined. Subjects reported the
orientation of a brief (200 msec) presentation of an oriented pattern (0°,
45°,90°, or 135°) via the four fingers of the right hand (one mapped to each
orientation). Results indicated that the C20E arises from trials for which
the preceding trial was a stimulus of the other category (oblique/cardinal).
The increase in RT associated with the presented stimulus having changed
category was much greater for oblique stimuli than cardinal stimuli. Other
findings suggest that for a large (5°) central patch of broadband noise, this
effect was large for finger/orientation pairings where oblique and cardinal
stimuli were assigned to laterally grouped fingers (e.g. 45-135-0-90), and
was not significant for alternating finger/orientation pairings (e.g. 45-0-
135-90). When smaller (.5°) line or patch stimuli were presented randomly
at one of eight locations (2° outer boundary), a C20E was found for both
types of finger/orientation pairings. Finally, when the smaller line stimuli
were presented randomly at locations arranged vertically or horizontally,
a C20E was found only in the horizontal displacement condition.
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Together these findings suggest that the greater confusion of obliques
observed when identification of stimulus orientation is required occurs
when the category of the stimulus (oblique/cardinal) is switched on
sequential trials, and, secondly, that this effect is altered by factors such as
spatial configuration of the stimuli and stimulus/response pairings.

Acknowledgment: This work was supported by a grant from the Office of
Naval Research (grant # N00014-03-1-0224) and from the Kentucky Space
Grant Consortium (KSGC - NASA EPSCOR).

160 Feature Specificity of Global-Feature-Based-Attention

Arvin C Arman (arman@salk.edu), Geoffrey M Boynton; The Salk Institute for
Biological Studies

Purpose: Previous studies have shown evidence of a global feature-based
attentional mechanism in which attention to a particular stimulus feature,
such as direction of motion or color, enhances neural responses to
unattended stimuli sharing that feature (Saenz, Buracas, and Boynton
2002). We used the motion aftereffect (MAE) to measure this effect
psychophysically, and to determine whether this effect is specific to only
the attended feature or whether it spreads to other features of the attended
stimulus.

Methods: Subjects performed a two-interval-forced-choice (2IFC) speed or
luminance discrimination task on a field of moving dots presented either
to the left or right of fixation. The attended hemifield also contained a field
of overlapping dots moving in the opposite direction. Simultaneously, on
the opposing visual hemifield, a field of dots moved either in the direction
of the attended dots, in the opposite direction, or had uncorrelated motion.
Immediately following each 2IFC trial, subjects were presented with a
unidirectional field of slowly moving dots on the previously unattended
side and indicated whether the dots appeared to move either upward or
downward. The strength of the MAE was measured as the speed in which
the slowly moving dots appeared to move upward or downward with
equal probability.

Results: We found that for both the speed and luminance discrimination
task, there was a systematic influence of the direction of the attended dots
on the strength of the MAE. For example, when subjects attended to either
the speed or luminance of the upward moving dots on the left side, an
unattended field of uncorrelated moving dots on the right side induced a
MAE in the downward direction. These results suggest that attention to a
stimulus enhances the response to all unattended stimuli that share any
feature in common with the attended stimulus.

161 Both accuracy and response times vary depending on
target location in a sustained attention task

Robin E Hauck (rhauck@vision.eri.hurvard.edu)l, Scott | Gustasl, Matthew A
Leari?, Elisabeth M Fine 3; 1Schepens Eye Research Institute, *Northeastern
University, 3Harvard Medical School

Purpose. In a transient attention task, Carrasco et al. (2004; Vision
Research) found differences in response time (RT) and cue benefit
depending on the position of the target. In a sustained attention task,
Mackeben (1999; Spatial Vision) found differences in accuracy depending
on position. The current study combines features of these two studies to
determine if RTs also show this pattern in a sustained attention task.
Methods. Three subjects identified the orientation of an E in a field of
figure-8s presented in a circular array 7.5 deg from fixation. Subjects
fixated a central dot for 1000 msec. Following this fixation period, a valid
cue or no cue was presented for 1000 msec, followed by a delay of 100 or
1000 msec, then the target for 66 to 200 msec. Eye position was monitored
with an Arrington ViewpointZ& eyetracker. Trials on which the eyes
moved more than +1 deg were recycled. Cue and no cue conditions were
blocked. In each block stimuli were presented 16 times at each position.
Results. RTs were slower on the vertical meridian relative to the
horizontal meridian (623+162 msec vs. 525+118 msec), and accuracy was
reduced (67+15% vs. 93+9%). The data also show a greater cue benefit on

the vertical meridian. The cue benefit for RT was 2104112 msec on the
vertical meridian and 122+98 msec on the horizontal meridian. The cue
benefit for accuracy was 21+16% on the vertical meridian and 6£12% on
the horizontal meridian. Conclusions. The data show faster RTs and
greater accuracy on the horizontal meridian in both cued and non-cued
conditions. However, the effect of the cue was greater on the vertical
meridian. These results replicate the differential performance fields found
by Mackeben, and extend the RT asymmetries and cue benefits found by
Carrasco et al. to a sustained attention task.

162 Acquiring visual information from central and peripheral
fields

Joseph S Lappin (joe.lappin@vanderbilt.edu), Jeffrey B Nyquist', Duje Tadin’;
Vanderbilt Vision Research Center, Psychology Dept., Vanderbilt University

Visual functions vary with retinal eccentricity. Spatial resolution declines
with eccentricity, while motion discrimination is often better in the
periphery than in the center. Visual attention usually involves the central
field, but this might result from demands for spatial resolution. The
present study investigated discriminations of both static and moving
patterns under varied attentional demands, with multiple patterns in both
central and peripheral fields.

Vision was evaluated simultaneously in central and peripheral fields,
using three adjacent monitors, each perpendicular to the visual direction -
one central and two peripheral displays, at 30 deg eccentricity. Stimuli
were Gabor patches. Static form perception was measured by orientation
discrimination thresholds; and motion perception was measured by
temporal thresholds for direction discrimination. Attentional demands
were manipulated by varying the number and spacing of simultaneous
Gabor patches; and visual performance was studied with three different
tasks - using spatial cuing, discrimination of a target among distracters,
and odd-ball detection. Thresholds in multi-stimulus conditions were
compared with those in single-stimulus baseline conditions.

Multiple static forms were visually competitive - in both central and
peripheral fields, and especially in the periphery. Moreover, the central
and peripheral fields were competitive, with peripheral form
discriminations hindered by central attention. With moving patterns,
however, competitive visual interactions were reduced or eliminated, both
within and between central and peripheral fields. In the central field,
interactions among moving patterns were sometimes even cooperative,
mutually facilitative. In general, the visual field is organized by
qualitatively different spatial mechanisms for perceiving static forms and
motion in the central and peripheral regions.

Acknowledgment: Supported by: NIH grants R03-EY015558 and P30-
EY08126

163 Relative Motion in the Periphery of the Visual Field is a
Powerful Cue for Visuo-spatial Attention.

Dorothe A. Poggel (dapoggel@bu.edu), Hans Strasburger'®, Manfred
MacKebenz; 1Generation Research Program (GRP); Human Science Center; Lud-
wig-Maximilian-University Munich; Prof.-Max-Lange-Platz 11; 83646 Bad
Toelz; Germany, 2The Smith-Kettlewell Eye Research Institute; 2318 Fillmore
Street; San Francisco, CA 94115; USA, 3Center for Innovative Visual Rehabilita-
tion; VA Medical Center, Mail Stop 151E; 150 South Huntington Avenue; Bos-
ton, MA 02130; USA, “Dept. of Medical Psychology, University of Goettingen,
Waldweg 37, 37073 Goettingen; Germany

By moving through the environment, an observer generates flow field
patterns from which information about the movement’s speed and
trajectory can be extracted. Onset of peripheral object motion or a change
of object motion direction disturbs this observer-generated flow field by
producing a relative motion stimulus. Can relative motion in the near and
far periphery of the visual field act as a cue to attract visuo-spatial
attention? How powerful is such a relative motion cue (RMC) in
comparison with conventional cueing with a ring-shaped frame?
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At 20, 30, 40, and 60 degrees eccentricity, we tested the performance of 10
subjects in a near-threshold, 4-afc Gabor orientation discrimination task
without vs. with a briefly appearing ring-shaped cue attracting attention to
the target location. In the second part of the study, the Gabor gratings were
embedded in a random-dot flow field, and subjects performed the same
task as above after presentation of a RMC (a group of random dots moving
in the direction opposite from that of the flow-field) compared to a
baseline without the RMC.

Both types of cues induced a significant improvement of discrimination
performance at all test locations. The RMC effect was stronger at more
eccentric positions while the ring-shaped cue had a more pronounced
effect closer to the center. Thus RMC is at least as powerful attracting
attention as conventional spatial cueing.

Our data point to the special role of peripheral vision in motion
processing. The results have high practical relevance for tasks involving
navigation and mobility.

Acknowledgment: Thanks to Isabel Pallauf for help with data acquisition,
Alex Gofen for programming. Supported by grant Str 354/3-1 Deutsche
Forschungsgemeinschaft.

164 Can Transient Attention Offset the Effects of Sustained
Attention?
1,2

Joetta Gobell (joetta@cns.nyu.edu)l, Damian Stanleyz, Marisa Carrasco™=;
IDepartment of Psychology, New York University, *Department of Neural Sci-
ence, New York University

The subjective boundary effect (SBE) describes a performance impairment
at the boundaries of subjectively defined regions (Carrasco & Chang,
1995). We investigated whether the SBE, resulting from sustained
attention, can be eliminated or reduced by transient attention. In Exp 1,
observers reported whether a tilted target among vertical distracters in a 9
x 9 display appeared in the leftmost, middle, or rightmost 3 columns, the
boundaries of which were maintained by sustained attention. The display
was preceded by a transient cue; 50% neutral cues at fixation & 50%
peripheral cues directly above the possible target location. With neutral
cues, the SBE was evident. Peripheral cues improved overall performance,
but the SBE remained. To investigate whether the failure to affect the SBE
was robust, in Exps 2 & 3 observers performed a detection task while
attending to multiple disjoint regions and ignoring the regions in between,
thereby engaging sustained attention in the maintenance of boundaries
(Gobell, Tseng, & Sperling, 2004). In Exp 2, a transient cue preceded the
search array, 50% neutral & 50% peripheral. The neutral cue appeared at
fixation, whereas the peripheral cue was a line extending the length/width
of the display, drawing attention to the entire row or column in which the
target might appear. The peripheral cue increased accuracy, but the SBE
remained. In Exp 3, to see if a transient cue which indicated only the
location of the target rather than an entire row/column would eliminate
the SBE, the cue was a small bar appearing directly above the potential
target location. The cue increased accuracy and eliminated the SBE.
Whereas the SBE was not eliminated in Exps 1 & 2, Exp 3 demonstrated
that transient attention can eliminate the SBE. Reasons for the different
results in Exps 1 & 3 are discussed, and a strength-map account of the data,
in which both sustained & transient attention increase the strength of
elements in the display, is presented.

Acknowledgment: Supported by the National Institute of Health, grant #
T32 MH19524-11, and the National Eye Institute, grant # 1 F32 EY015988-
01.

165 On the Flexibility of Covert Attention and Its Effects on a
Texture Segmentation Task

Barbara Montagna (barbara.montagna@nyu.edu)', Yaffa Yeshurun’, Marisa
Carrasco®; 1Psychology, New York University, USA, 2Psychology, University of
Haifa, Israel, 3Psychology & Neural Science, New York University, USA
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We investigated the flexibility and adaptability of spatial covert attention
in a texture segmentation task that is constrained by spatial resolution. In a
study of transient attention and texture segmentation, Yeshurun &
Carrasco (1998) found that precueing the target location improved
performance in the periphery, where spatial resolution was too low for the
task, but impaired performance at central locations, where spatial
resolution was already too high. This counterintuitive central attentional
impairment can only be explained by transient attention increasing spatial
resolution, even when it is detrimental to performance. Such
unidirectionality of the effect supports the automaticity of transient
attention and suggests that it is not flexible. Here we investigated whether
the voluntary and more controlled component of covert attention-
sustained attention-can also affect spatial resolution and be more flexible,
i.e.,, both increase and decrease spatial resolution to optimize performance
at all eccentricities.

As previously found, in neutral trials performance peaked at mid-
peripheral locations and dropped at farther peripheral and more central
locations. Sustained attention aided performance at both central and
peripheral locations; thus, in contrast to transient attention, it did not
impair performance at central locations. This is consistent with the
hypothesis that sustained attention can affect spatial resolution. The
attentional effect varied as a function of both target eccentricity and
texture scale. The benefit of sustained attention at all eccentricities
suggests that it increased spatial resolution where it was too low
(periphery), but decreased spatial resolution where it was too high (central
locations). These results indicate that sustained attention is more flexible
than transient attention, and are consistent with the idea that it can
optimize performance by either enhancing or decreasing spatial resolution
at the attended location.

Acknowledgment: Grant 25-91551-F5461 from the United States-Israel
Binational Science Foundation (BSF)

166 Transient Attention Reduces the Effect of Adaption

Franco Pestilli (fp302@nyu.edu)’, Marisa Carrasco?; 'Psychology - New York
University, USA, *Neural Science - New York University, USA

Background: Transient attention enhances contrast sensitivity by
increasing the gain of the neurons processing a stimulus. Conversely,
adaptation reduces contrast sensitivity by reducing neuronal gain. Given
that both attention and adaptation act on the gain of the neurons
processing the relevant stimuli, their effect may interact. We hypothesize
that transient attention would reduce the effect of adaptation on contrast
sensitivity.

Method: We presented two 4 cpd Gabor patches for 100 ms at 5 deg of
eccentricity to the left and right of a central fixation point. On each trial one
Gabor was slightly tilted (target) and the other was vertical, and contrast
was manipulated to obtain psychometric functions. Observers performed
a left/right orientation-discrimination task on the target. There were two
attentional conditions: neutral and peripheral. The cue was a small bar
presented for 40 ms before (60 ms ISI) the stimulus display either at
fixation (neutral) or above the target (peripheral). There were two
adaptation conditions: adapt-same and adapt-different orientation. Before
each 20-trial block, observers adapted for 60 s to two 4-cpd counter-phase
flickering (7.5 Hz) Gabor patches (5 deg eccentricity). Top-up stimuli were
presented for 2.5s before each test trial. The adapting stimuli were vertical
in the adapt-same condition and horizontal in the adapt-different
condition.

Results: Performance in neutral trials was better in the adapt-different than
in the adapt-same condition (adaptation effect). Performance in peripheral
trial was better than in neutral trials (attention effect). Moreover, these
effects interacted: performance in peripheral trials was comparable for the
adapt-different and adapt-same conditions. These results indicate that
transient attention diminishes the effect of adaptation.

Acknowledgment: NSF - BCF-9910734 & The Beatrice and Samuel A.
Seaver Foundation
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167 Covert transient attention affects motor

trajectories

Robert Faludi (rob@faludi.com)l, Jane Avakov!, Laurence T. Maloneyl’z,
Carrasco Murisul’z; INew York University, 2Center for Neural Science, New
York University

response

Background: Spatial attention modifies both visually guided manual and
ocular motor responses and motor responses can be used to quantify
covert attention. Given that transient covert attention accelerates the rate
of visual information processing (Carrasco & McElree, 2001), here we
compare the spatial trajectories of hand movements toward peripherally
cued stimuli with those toward neutrally cued stimuli to investigate the
effects of accelerated processing on motor control. We use a visually
guided motor response task that previously has been shown to replicate
keyboard response results (Faludi, Maloney, Carrasco, VSS 2004), allowing
us to focus on the response trajectories.

Methods: Observers performed a 2AFC task in which they were asked to
judge whether the target (2 deg, 4 cpd tilted Gabor) was present or absent.
The target stimulus appeared on 50% of trials at one of eight 9 deg iso-
eccentric locations, with distracters occupying the non-target locations. To
direct attention, a cue appeared either adjacent to the potential target
location or at the neutral fixation location (67 ms). Following an ISI (54 ms)
the stimulus was presented (54 ms). These timings maximize the effects of
transient attention and precluded eye movements. Observers touched the
target location on the monitor or the fixation point if no target was
perceived. Response trajectories were measured using an Optotrak 3020
motion capture device.

Results: As in previous experiments, we found a horizontal-vertical
anisotropy (HVA) and a vertical meridian asymmetry (VMA). Pointing
response trajectories revealed a difference between peripherally and
neutrally cued trials. In peripherally cued trials, trajectories deviated
toward the target location sooner, and arrived at a greater eccentricity than
neutrally cued trials. We suggest this is the effect of temporally enhanced
information accrual influencing motor response.

Acknowledgment: Grant BCS-9910734/HCP from the NSF; Grant
EY08266 from the NIH

168 Action Affordance Effects: Location and Grasp

Matthew A Paul (m.paul@bangor.ac.uk)!, Steven P Tipper!, Amy E Hayes’;
ISchool of Psychology, University of Wales, Bangor, UK, 2School of Sport, Health
and Exercise Sciences, University of Wales, Bangor, UK

There is now compelling evidence that vision exists to serve action, such
that when objects are observed, corresponding motor actions are prepared
for interaction with these objects irrespective of the intentions of the
observer. Two properties of an object have been shown to affect automatic
motor encoding. The first is the spatial location of the object relative to the
responding hand. For example, Simon (1969) has shown that a key-press
response to identify a stimulus is faster if it is on the same side of space as
the responding hand. The second aspect of an object that appears to
automatically drive action is the grasping action it affords. For example, if
a graspable object such as a frying pan is observed in an orientation that is
congruent with the responding hand, then facilitation of reaction time to
this object is observed (e.g. Tucker & Ellis, 1988). However, it is still not
clear what the relationship is between these spatial and grasp affordances:
it is possible that grasp effects are actually determined by the spatial
properties of the object. Therefore we report a series of experiments that
investigate whether grasp affordance effects can be observed independent
of the spatial properties of an object.

Acknowledgment: This research was supported by the Economic and
Social Research Council (ESRC), UK

169 Orthogonal Simon effect: A new interference effect with
vertically arrayed stimuli and horizontally arrayed responses

Akio Nishimura (akio@l.u-tokyo.ac.jp), Kazuhiko Yokosawa'; The University of

Tokyo

According to the salient-features coding hypothesis, S-R translation is
more efficlent when an S-R mapping maintains a structural
correspondence of the salient features between the stimulus and response
sets (Weeks & Proctor, 1990). As "above" and "right" are the salient features
in vertical and horizontal axes respectively, an above-to-right/below-to-
left mapping has an advantage over the opposite mapping when vertically
arrayed stimuli are mapped to horizontally arrayed responses (orthogonal
stimulus-response compatibility effect). However, the above-right/below-
left advantage may not be restricted to the intentional S-R translation. With
parallel S-R arrangements, response selection is faster and more accurate
when the stimulus and response positions correspond even if the stimulus
location is task-irrelevant (Simon effect). We investigated whether a
stimulus automatically activates a response corresponding in the saliency
dimension. In Experiment 1, participants responded with right or left key-
press to the color of the stimulus presented above or below the fixation.
Although the stimulus location was task-irrelevant, the above-right/
below-left advantage was observed (orthogonal Simon effect). In
Experiment 2, we manipulated the salient feature in the horizontal
response dimension by varying the position of the response set
horizontally because the side on which a response set is positioned
becomes the salient feature (Proctor & Cho, 2003). An orthogonal Simon
effect emerged with response set on the right side. In contrast, a reversed
orthogonal Simon effect (i.e., above-left/below-right advantage) emerged
with the response set on the left side. It was confirmed that the orthogonal
Simon effect is based on the S-R correspondence of the salient features. We
conclude that the salient and non-salient stimulus features automatically
activate the corresponding salient and non-salient response features.

170 Attentional modulation of orientation adaptation to
resolvable and unresolvable patterns using brief orientation
adaptation paradigm

Leila Montaser Kouhsari (Imk306@nyu.edu)?, Reza Rajimehr?; 'Department of
Psychology, New York University, USA, 2School of Cognitive Sciences [SCS],
Institute for Studies in Theoretical Physics and Mathematics [IPM], Tehran, Iran

Several psychophysical studies have shown that adaptation to different
attributes of visual stimuli is modulated by attention. There is also
evidence demonstrating that brief adaptation to an oriented grating
impairs identification of nearby orientations by broadening orientation
selectivity and changing the preferred orientation of individual V1
neurons(Dragoi et al,2002). In this study, we investigated the effect of
visual attention on brief orientation adaptation using resolvable and
unresolvable patterns. In the first experiment, observers performed a
delayed match-to-sample task in the peripheral visual field (at 10 deg of
eccentricity) in attended versus non-attended condition. In the attended
condition they were asked to report whether two briefly flashed Gabors,
sample and test stimuli, differ in orientation or not. The test Gabor patch
was preceded by a 400 ms resolvable adapting stimulus. In the non-
attended condition, observers performed the same task concurrent with a
secondary task (even/odd judgment) at the fixation point during the
adaptation period. The second experiment was identical in all respects to
the first experiment, except that unresolvable Gabor patches were used in
the adaptation phase. Results in both experiments showed orientation-
selective adaptation in the attended condition but no adaptation in the
non-attended condition. We suggest that unresolvable oriented patterns
could activate the primary visual cortex and that this activation (as
revealed by brief orientation adaptation paradigm) is modulated by
attention.

171 Can attention to auditory signals affect processing of
simultaneous visual stimuli?

Ji  Hong  (hongji@eden.rutgers.edu)’, ~ Thomas Papathomas',  Zoltan
Vidnyanszky?’; Lab of Vision Research, RuCCS, and Department of Biomedical
Engineering, Rutgers University, Piscataway, NJ 08854, U.S.A., 2Neurobiology
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Research Group, Hungarian Academy of Sciences - Semmelweis University, 1094
Budapest, Hungary

Objectives. Previous studies found that auditory aftereffects were affected
by accompanying visual stimuli (near the fovea), but not vice versa
[Kitagawa & Ichihara, 2002]. We tested whether attending to an auditory
signal affects the processing of a simultaneous peripheral visual stimulus.
We also studied differences in performance with congruent and
incongruent intermodal stimuli, and the effect of space-based attention.

Methods and Results. To quantify the visual processing, we tested the
motion aftereffect (MAE) of an expanding disk. We used a double-
staircase procedure to find the speed of expansion that annulled the MAE.
In Experiment 1, during adaptation, we used co-located sounds that were
either congruent (increasing intensity) or incongruent (decreasing
intensity). Subjects had to perform an easy luminance-change
discrimination task on the fixation mark, as well as an attentional task on
the congruent and incongruent auditory stimuli. In a control condition,
subjects had no auditory attentional task for the incongruent case. We
found no effect of attention on MAE, and no differences between the
congruent and incongruent conditions. In Experiment 2, during
adaptation, we used short sound beeps that were not co-located with the
visual stimulus, and subjects attended to the sound. In a control condition,
there was no accompanying sound. The MAE was significantly reduced
after attending to the sound, as compared to the no-sound control
condition.

Conclusions. The results of Experiment 1 indicate that attending to co-
located auditory stimuli cannot affect the processing of simultaneous
visual stimuli. These results complement earlier findings by Duncan,
Martens & Ward [1997] and Rees, Frith & Lavie [2001] for separate
attentional resources for audition and vision. The results of Experiment 2
confirm that auditory-based spatial attention can affect the processing of
simultaneously presented visual stimuli [e.g., Hikosaka, Miyauchi &
Shimojo, 1996].

172 Visual-Auditory spatial attention in human visual cortex

Vivian M Ciaramitaro (vivian@salk.edu), Geoffrey M Boynton’; The Salk Insti-
tute for Biological Studies

Purpose: To examine how auditory spatial attention influences responses
in early visual areas.

Methods: Subjects were presented four stimuli simultaneously: two
drifting gratings, one to the left and one to the right of central fixation, and
two auditory tones, one to the left and one to the right ear. Auditory
stimuli presented to the left ear was perceived as being on the left side of
space, and vice versa. All four stimuli were presented in two successive
intervals, with the speed of the visual gratings and the frequency of the
auditory tones independently increased or decreased between the first and
second interval. On any given trial, subjects were cued to attend the
auditory stimulus in either the left or right ear and had to judge whether
the attended stimulus contained the higher frequency tone in the first or
second interval. Auditory frequency increment thresholds were
determined prior to scanning, so as to maintain constant task difficulty
throughout the scan. Subjects alternated between performing the task on
the auditory stimulus in the left versus the right ear every 20-sec (6 blocks
per scan, 8 trials per block). We measured fMRI responses to an
unattended visual stimulus when attention was directed to an auditory
stimulus on the same or the opposite side of space.

Results: In early visual areas we found a larger fMRI response to an
unattended visual stimulus when auditory attention was directed to the
same side of space, compared to when auditory attention was directed to
the opposite side of space. These results are consistent with a cross-modal
mechanism of spatial attention in which attention to a stimulus in one
region of space leads to an enhancement of the response to any other
stimulus in the same spatial region, regardless of modality. Thus, when
visual and auditory stimuli share a common spatial region, even an
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unattended visual stimulus can gain a processing advantage, yielding a
larger fMRI response.

Acknowledgment: NIH-NEI 12925

173 Distorting Visual Space with Sound

Stephen R Arnott (sarnott3@uwo.ca), Meloyn A Goodale; Department of Psy-
chology, Univeristy of Western Ontario

The attentional repulsion effect refers to the perceived displacement of a
Vernier stimulus in a direction that is opposite to a brief peripheral visual
cue (Suzuki & Cavanagh, 1997, JEP:HPP, 23, 433-63). The present study
assessed whether a spatial auditory cue would also elicit the repulsion
effect. Broadband noisebursts located -18, 0, or +18 degrees along the
azimuth and at an elevation equal to that of the uppermost line of the
Vernier stimulus were presented 100 or 150 ms prior to the presentation of
the Vernier display. In a forced-choice procedure, observers were more
likely to judge vertically aligned Vernier displays as being displaced in a
direction that was opposite to the lateralized sounds. Interestingly, this
repulsion effect was strongest when the preceding sound came from the
left rather than the right hemifield, suggesting that brief auditory events in
left hemispace have a more deleterious effect on difficult visual spatial
judgements.

Acknowledgment: funded by Canadian Institute for Health Research

Spatial Vision 1

174 Comparing Estimated and Actual Visual Acuity at High
and Low Luminance

Johnell O Brooks (jobrook@clemson.edu)’, Richard A Tyrrell', Joanne M Wood?,
Benjamin R Stephens', Efty P Stavrou?; 'Psychology Department, Clemson Uni-
versity, USA, *Centre for Health Research - Optometry, Queensland University
of Technology, Australia

How well do we know our own visual limitations? To evaluate whether
observers appreciate the extent to which low luminance and low contrast
affect their own visual acuity, we compared observers' estimates of their
own visual acuity with their actual visual acuity. Estimates of acuity were
measured using newly refined methodologies. Twenty observers (M = 69
years) were given systematic training in reporting their size estimates
using both a magnitude estimation (verbal) technique and a manual
matching technique using calipers (manual). The stimuli used during
training were Es ranging in size from the observers' threshold to logMAR
1.4 (21.9 cm high) viewed at high luminance (85 cd/m?) at 6 m. Following
training, observers dark adapted and then made acuity estimates while
wearing goggles containing ND filters (ND 4, 3, 2, 1, or 0) while sitting 6 m
from a blank white wall. At each luminance level, they indicated the height
of stimuli that they imagined they would be "just able to see as an E" on the
wall. Because there was no reliable difference between the verbal and
manual acuity estimates for either high or low contrast stimuli, these
measures were averaged and then compared with measures of actual
acuity. At the higher luminances, the observers” mean high contrast acuity
estimates were quite accurate. At lower luminances, however, observers
dramatically overestimated their high contrast acuity. At the lowest
luminance, the mean estimated high contrast acuity (20/55) was 0.75 log
units better than the actual mean acuity (20/300). This trend to
overestimate acuity at low luminances was even stronger for low contrast
stimuli, where the mean estimated acuity (20/90) was 0.95 log unit better
than the actual mean acuity (20/800). We conclude that observers fail to
appreciate the extent to which their own acuity is degraded as luminance
decreases. This may help explain why drivers are comfortable overdriving
their headlights at night.

Acknowledgment: Support was received by Clemson University; JOB was
supported by a Dwight D. Eisenhower Graduate Transportation
Fellowship.
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175 The dependence of texture density judgments on texture
element contrast

Donald F Slack (cfchubb@uci.edu), Charles Chubb'; Department of ~Cognitive
Sciences, University of California at Irvine

PURPOSE: Much evidence (due mainly to Durgin & colleagues) shows
that human vision is sensitive to the density of elements in sparse displays.
Here we investigate the dependence of density judgments on element
intensity. METHOD: In Expt. 1, S’s viewed a brief display comprising two
sparse fields of dots, separated by a central vertical line and judged (with
feedback) which had more dots. Dots varied in grayscale over 9 levels
from black to white, with grayscale 5 equal to the background (making
dots of grayscale 5 invisible). There were 30 experimental conditions, each
stipulating a particular pair of grayscale histograms to be pitted against
each other. Each trial in a given condition randomly displayed elements
conforming to the prescribed histograms across the left and right portions
of the viewing window. The data yield a function giving the impact (in
multiples of d’) exerted on density judgments by different grayscales. In
Expts. 2 and 3, S’s judged which side had more black (grayscale 1) dots,
and more white (grayscale 9) dots, respectively. RESULTS: In Expt. 1,
impacts exerted by grayscales 1, 2, 3, 7, 8 and 9 were approximately equal,
and approximately double the impacts exerted by grayscales 4 and 6
(Weber contrasts -0.25 and 0.25), showing that the statistic S’s use to sense
overall density is largely invariant to dot contrast. When S’s focused on
just the black dots (Expt. 2), impact decreased linearly from grayscale 1 to
5, and was 0 for all positive polarities. When S’s focused on white dots
(Expt. 3), performance was worse than for black dots, with grayscales of
opposite polarity exerting substantial influence. CONCLUSIONS:
Observers can use any of several statistics with differential tuning to
graylevel for making judgments about texture density. One such statistic is
symmetrically sensitive to positive and negative polarity (Expt. 1); another
is sensitive exclusively to dots of negative polarity (Expt. 2).

facilitation assessed

176 Dynamics of collinear

classification images

Isabelle Mareschal (i.mareschal@ucl.ac.uk), Steven C Dakinl, Peter | Bexl; Insti-
tute of Ophthalmology, University College London

using

Contrast sensitivity for detecting a Gabor pattern is facilitated by the
presence of collinear flanking Gabor elements (Polat and Sagi, Vision
Research, 33, 993-999, 1993). We examined the spatial and temporal
properties of such facilitation using a psychophysical reverse correlation
paradigm. This involved subjects performing a 2AFC task- the detection of
a target (2 ¢/deg Gabor ) embedded in two dimensional noise. A staircase
procedure varied target contrast and attempted to converge on a level that
maintained detection performance at a constant (75% correct) level.
Subjects performed the detection task in the presence and absence of 30%
contrast flanking Gabors, spatially arranged to optimize facilitation
(Woods et al., Vision Research, 42, 733-745, 2002). The orientation and
phase of the flankers relative to the target were varied independently. In
order to probe the dynamic properties of facilitation, the noise was either
static (duration = 250ms) or dynamic (520 ms). True 14 bit grey scale
resolution was obtained using a Bits++ system (Cambridge Research
Systems). Classification images (CI) were obtained by conventional means
and were then fit with two dimensional Gabor functions to determine the
parameters of the perceptive field supporting detection of the target. We
report that in both the static and dynamic conditions, the presence of
flankers led to facilitation only when they were of the same orientation
and phase as the target. The CIs from static noise conditions demonstrate
that observers’ perceptive fields were well-matched to the target stimulus.
The ClIs from the dynamic noise condition reveal that subjects rely mainly
on the initial frames of the sequence to perform the task, suggesting that
the facilitation effects are both rapid and are temporally lowpass tuned.

177 Perceptual Inhomogeneities in the Upper Visual Field
E. Leslie Cameron (Icameron@carthage.edu); Dept. of Psychology, Carthage Col-

lege, Kenosha, WI

Performance on visual tasks is poor for stimuli presented on the vertical
rather than the horizontal meridian, and gets poorer as spatial frequency
and eccentricity increase (Carrasco, Talgar & Cameron, 2001). Performance
is particularly poor for stimuli presented directly above fixation - the north
effect. In many of the experiments that have demonstrated such results,
targets were presented at one of 8 locations across the visual field, at a
fixed eccentricity. Thus, the nearest location to the vertical meridian tested
was 45 deg away. The first goal of the present study was to examine the
extent of the north effect by examining performance at many locations in
the upper visual field. The question was: does performance increase
gradually or abruptly as stimuli are presented further from the vertical
meridian? Covert visual spatial attention (manipulated with peripheral
precues) is known to improve performance equally across the visual field
(typically measured at 8 locations). A secondary goal of this study was to
assess the effect of attention at a wider range of locations. Three observers
(2 naive) performed an orientation identification task with 8 cpd Gabor
patches that were tilted either 15 deg clockwise or counter clockwise.
Stimuli were presented briefly (mean 35 ms) at 4.5 deg eccentricity, at one
of 17 locations across the upper visual field. Half of the trials contained a
neutral precue (indicating when a target would appear) and half of the
trials contained a peripheral precue (indicating when and where a target
would appear). We found that, as previously reported, performance was
best for stimuli presented on the horizontal meridian, and worst for
stimuli presented on the vertical meridian. Performance gradually
improved as stimuli were presented further from the vertical meridian,
suggesting that the extent of the north effect may be larger than previously
thought. The peripheral precue significantly improved performance across
the upper visual field.

178 More ups and downs of visual processing

Michael W. Levine (mikel@uic.edu), . Jason McAnany'; Department of Psychol-
ogy, University of Illinois at Chicago

Several investigations have shown enhanced sensitivity for stimuli
presented in the lower visual field (LVF) as compared to identical stimuli
presented in the upper visual field (UVF). However, conflicting reports
have emerged regarding differences in UVF/LVF sensitivity, as enhanced
sensitivity for some stimuli has been reported in the UVF. At VSS 2004, we
showed that stimuli that differed in color produced better performance in
the LVF than in the UVF, while stimuli differing in apparent depth due to
interocular disparity were better discriminated in the UVF. We now
extend these results to a more explicit investigation of the spatial
frequency characteristics contributing to these differences. Our stimuli
were suprathreshold Gabor patches (sinusoidal gratings multiplied by
circular Gaussian windows). The subject was asked to determine which of
three simultaneously presented patches had an orientation that differed
from 45°. The trio of patches appeared at random either above or below
fixation for 280 ms. By manipulating the spatial spread of the Gaussian
and the spatial frequency of the grating (which could be in either cosine or
sine phase relative to the center of the Gaussian), we found that
performance is generally better in the LVF unless the spatial frequency
spectrum includes significant low frequency and DC components. LVF
performance improves with narrower bandwidth, while UVF performance
is relatively insensitive to these parameters. This is consistent with our
previous tentative conclusion that magnocellular processing is more
influential in the UVF, while parvocellular processing is more influential
in the LVF.

179 Effect of phase on the detection of spatial patterns
Endel Poder (ep@tpu.ee); Tallinn Pedagogical University

Ideal detectability of visual patterns should be determined by the contrast
energy of the pattern. In general, experimental data are consistent with this
idea. However, several authors have argued that there are special

49

p
-
c
)
=
=<
>
=




SATURDAY AM

SATURDAY AM

POSTER SESSION B

Saturday, May 7, 2005

mechanisms sensitive to ecologically important spatial patterns, e.g. edges
and lines.

In this study, I measured detection thresholds for phase-congruent (edges,
lines) and phase-incongruent patterns with the same spatial frequency

content and spatial extent.
The patterns consisted of 32

components.

equal-amplitude spatial-frequency

Phase-incongruent patterns were generated from patterns with random
phases by adjusting them for a minimal phase congruency. Four phase-
incongruent patterns were compared with four phase-congruent ones.

The contrast thresholds were measured with 1-up 3-down staircase and 2-
interval forced choice method. Presentation duration was 250 ms and
stimulus extent (sigma of Gaussian window) was 1.5 deg. Location
(absolute phase) was randomized.

The results for two observers show an elevation of thresholds for phase-
incongruent patterns as compared with phase-congruent ones by factor 1.2
to 1.5. The results may indicate a presence of special edge-line detecting
mechanisms. However, a simple non-linearity of contrast response
function can probably also explain these results

180 Accessibility of spatial channels

Robert F Hess (roberthess@mcgill.ca)l, Yi-Zhong Wang?, Chang H Liu3;
IMcGill Vision Research, Dept. Ophthalmology, McGill University, Canada,
2Retina Foundation of the Southwest, Dallas, USA, *Dept. Psychology, Univer-
sity of Hull, UK

Purpose. It is now well accepted that the early stages of visual processing
comprise mechanisms that are relatively narrowband for spatial frequency
(1 octave) and orientation (308). It is less clear whether the outputs of these
narrowband mechanisms can be individually accessed by later stages of
perception. We address this question using elementary, local motion and
stereo tasks. Methods Our stimulus comprised a disc containing fractal
noise embedded in a field of fractal noise. The fractal noise in the disc was
spatially displaced between eyes/frames resulting in either a near/far
disparity task or a left/right motion task. The noise was stochastically
filtered (amplitudes unaltered, just phases scrambled outside passband)
using idealized filters of variable bandwidth and peak spatial frequency.
In this way a band of correlated information was preserved with
uncorrelated information at higher and lower spatial frequencies (a
notched filter of signal correlation). Phase scrambling involved either
spatial frequencies or orientations of noise components. We used a simple
Gaussian signal/noise model to derive the minimum spectral region that
subserved our tasks. Results Similar results were found for the stereo and
motion tasks. In either case the minimum bandwidth necessary to
accomplish these tasks was many times previous estimates of the
bandwidth of early visual mechanisms. In fact it closely corresponded to
the spatial frequency and orientation spectrum of the stimulus, suggesting
that all stimulus information was necessary. Conclusion For both local
motion and stereo, there is no individual access to information from
narrowband channels tuned to either spatial frequency or orientation.

Acknowledgment: RFH is funded by CIHR #108-18 and NSERC grant
#0GP0046528

181 Contextual effects on orientation identification and
contrast discrimination in the fovea
Joshua A Solomon (].A.Solomon@city.ac.uk), Michael | Morgan; City

sity, London

Univer-

We wanted to know whether contextual effects on orientation
identification and contrast discrimination were consistent with
contemporary models of orientation-selective lateral interaction. To
measure contextual effects, we used phase-locked and phase-randomized
Gabor patterns for target and flanks. Wavelength and spread were *=0.25° and
6=0.18°. When present, eight flanks surrounded the central target. Center-
to-center separation between the target and each flank was 1.06°. Contrast
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discrimination was assessed using an adaptive, 2IFC procedure.
Orientation identification was assessed by having observers decide
whether the target was clockwise or counter-clockwise of some reference
orientation. Implicit and explicit references were used. The former was
horizontal; the latter was formed by the junction of black and white semi-
annuli (inner radius: 2.4%; outer radius: 2.5°), which appeared in a different
orientation prior to each trial. Flanks had little effect on contrast
discrimination (or detection). Orientation judgments can be described by the
standard normal distribution ®[(z-’)/0], where t is target tilt and the
parameters reflect two different aspects of performance: tilt bias -’ and tilt
sensitivity 1/¢. Tilted flanks produced biases of opposite sign. This is the
tilt illusion. Largest biases were obtained when flank tilts were 6+£22.5°, where 0 is
the reference orientation. The tilt illusion is usually attributed to lateral inhibition
between neurons with similar orientation preferences. However, despite a sizeable
reduction of tilt sensitivity induced by grossly oblique flanks (6+22.5° and 8+45°),
flanks aligned with the reference orientation induced no such reduction.
This latter result seems to be incompatible with an iso-orientation
preference for divisive inhibition. Model fits were only slightly improved
when a) other features of the contrast-response function or b) the strength
of excitatory interactions were allowed to vary monotonically with target/
flank orientation difference.

Acknowledgment: EPSRC grant #GR/R85006/01

182 Detection of Gabor Patterns

John M Foley (foley@psych.ucsb.edu), Srinivassa L Varadharajan®, Chin C Koh',
Mylene C Q Farias'; Department of Psychology, University of California, Santa
Barbara

We measured contrast thresholds of vertical Gabor patterns as a function
of their eccentricity, size (standard deviation, SD), shape (ratio of collinear
to orthogonal SD’s), and phase using a 2AFC method with threshold
corresponding to 82% correct. The patterns were 4 c¢/deg and they were
presented for 90 or 240 msec. Log thresholds increase linearly with
eccentricity at a mean rate of 0.47 dB/wavelength. Thresholds decrease as
the SD of the pattern increases (TvS function). The TvS functions are
concave up on log-log coordinates. Thresholds continue to decrease with
SD over the entire range of 0.07 to 12 wavelengths. The threshold decrease
is less than proportional to the area increase over the entire size range. For
small patterns only, threshold depends on shape, and there is an
interaction between shape and phase such that, for patterns with the same
area, patterns in cosine phase have the lowest thresholds when they are
narrow; patterns in sine phase have the lowest thresholds when they are
short. Threshold energy is a U-shaped function of SD with a minimum in
the vicinity of 0.4 wavelength indicating detection by small receptive fields
(RF). A supplementary experiment showed that observers can
discriminate among patterns of different sizes when the patterns are at
threshold indicating that more than one mechanism is involved. For small
patterns, TvS functions for all sizes and shapes are well fitted by a one
Gabor linear receptive field model. The best RF is either circular or slightly
longer in the collinear direction. Larger patterns require at least several
additional RF’s. Thresholds for all sizes and shapes are described by a
model in which peripheral RF’s are in phase with the center mechanism
and falloff in sensitivity at 0.47 dB/wavelength. Their excitations are
combined nonlinearly according to Quick’s rule to determine the
threshold.

183 Lateral spatial interactions for the detection of luminance-
defined and contrast-defined blobs, at the fovea and in the
periphery

Subash Sukumar (s.sukumar@apu.ac.uk), Sarah | Waughl; Anglia
University, Cambridge, UK

Polytechnic

Considerable evidence supports the notion that the detection of
luminance-defined and contrast-defined stimuli undergoes separate early
stages in vision. In this study, we investigated lateral spatial interactions
for detection, using such stimuli in the fovea and in the periphery.
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Lateral spatial interaction stimuli consisted of a test blob placed between
two horizontally separated flanking blobs. Blobs were either luminance-
modulated (LM) or contrast-modulated (CM), constructed either by
adding or multiplying random dot noise to a Gaussian profile. Modulation
depth thresholds for detecting the test blob alone and in the presence of
flanking blobs with 50% modulation depth, were calculated from
psychometric functions generated using a self-paced, temporal 2AFC
paradigm. Flanking blobs did not overlap the test blob and separations
were increased up to ~20 times the blob spread. Because larger summation
areas have been found for detecting CM than LM blobs (VSS 2003),lateral
interactions for different sized blobs were assessed.

At the fovea, a suppressive effect (30-80% increase in threshold) was found
for both LM and CM blobs, at the closest separations between the test and
the flanks. A milder facilitatory effect (15-35% decrease in threshold)was
evident for greater separations.

At 5 deg in the periphery, detectability was also suppressed (25-100%
increase in threshold) for both LM and CM blobs. This suppression
extended over much greater spatial distances than were found at the
fovea. There was no clear evidence for facilitation for larger separations in
the periphery. Increasing blob size in the periphery increased the
magnitude and the spatial extent of the suppression, particularly for CM
stimuli.

These findings suggest that providing the stimulus size is made equivalent
for both LM and CM detection systems, the nature of the underlying
mechanisms for lateral spatial suppression and facilitation of detection
thresholds appears similar.

Acknowledgment: APU Research Capacity Fund (SJW)

184 Noise masking reveals channels for second-order letters

Ipek Oruc (ipek@psych.ubc.ca)l, Michael S Landy>3, Denis G Pelli®3; 'Dept.  of
Psychology, Univ. of British Columbia, *Dept. of Psychology, New York Univer-
sity, 3Center for Neural Science, New York University

We used critical-band masking to characterize channels mediating 2nd-
order letter identification.

METHODS: Stimuli were noisy 2nd-order letters (Sloan font: D, N, R, S or
Z). Stimulus contrast was (M,)*3S,+(M,)*3S;, where S, and S}, are carrier
patterns (4 c/deg horizontal and vertical sine wave gratings, random
phase). Modulator M,=0.5+kL+N, where L is a letter, k is 2nd-order
contrast, and N is a low- or high-pass noise mask. M, is clipped at 0 and 1.
M;=1-M,,. Thus, letters are regions with increased vertical energy on a
plaid background. The 2nd-order noise adds patches of increased
horizontal or vertical energy that mask the letter. The square root in the
definition of stimulus contrast ensures that expected contrast energy is
constant across the stimulus. Interleaved staircases controlled 2nd-order
contrast k. This results in a plot of identification threshold elevation
(relative to no noise) as a function of noise cut-off frequency. The
derivative of this curve provides an estimate of channel tuning.

RESULTS: Observers used an approx. 1-1.5-octave-wide channel for this
task. The preferred spatial frequency of this channel (in cycles/letter) was
fixed across noise conditions (indicating the inability of observers to
switch channels to improve signal-to-noise ratio) and across different letter
sizes (indicating scale invariance), for a fixed carrier frequency (again in
cycles/letter). The channel's preferred spatial frequency was proportional
to stimulus carrier frequency (when both are given as cycles/letter). We
define a stroke frequency for 2nd-order letters (identical to the carrier
frequency in c¢/deg) and use a previous definition of stroke frequency for
Ist-order letters (Majaj et al., Vis. Res., 42, 1165-1184, 2002). With these
definitions, the preferred spatial frequency of the letter identification
channel is proportional to stroke frequency for 2nd-order letters, and is
lower in frequency than the channels used for 1st-order letter
identification.

Acknowledgment: NIH EY(08266

185 Perceptual Size Distortion: Expansion of Left Hemispace

Jennifer Leaper (j.leaper@abdn.ac.uk), Arash Sahraie', Peter McGeorge!, David P
Carey'; Vision Research Laboratories, School of Psychology, College of Life Sci-
ences and Medicine, University of Aberdeen, Scotland, UK.

Errors of perceptual judgement are systematically made by normal
observers during visual line bisection tasks. In this pattern of response,
termed pseudoneglect, participants tend to bisect lines slightly to the left
of their true centre. One explanation of this effect is that attentional
differences between left and right hemispheres cause the leftward extent of
a line to be misrepresented and appear longer than it actually is. Recent
findings have also shown that patients with hemispatial neglect perceive
objects in right hemispace as larger than physically identical objects in left
hemispace. Presuming that this type of size estimation task involves the
same attentional resources as line bisection, it is predicted that observable
differences should be obtained in measurement of perceived size of objects
presented in left and right hemispace in normal observers. Sensitivity in
detection of object size was measured by presenting a circle
simultaneously with an ellipse varying in horizontal or vertical dimension
only. In one experimental manipulation participants were asked to
indicate which of the two objects was wider in horizontal direction, and in
another to report which object was taller in the vertical direction. A
psychometric function for discrimination of a circle versus an oval was
obtained for each condition for comparisons across hemifields. These
revealed a consistent bias of size judgements of horizontal extent but not of
vertical extent. For horizontal orientation judgements, the point of
subjective equality for objects presented in the left hemispace decreased.
This finding suggests that in much the same way as normal observers
misperceive true centre in line bisection tasks, perception of space is
distorted; left hemispace is enlargened relative to right hemispace and
therefore the left stimulus is overestimated when left and right stimuli are
identical. The findings are discussed in relation to attentional and
perceptual accounts of visual bias.

186 Labelled lines for phase?

Pi-Chun Huang (phuang13@po-box.mcgill.ca), Robert F Hess, Frederick A A
Kingdom; McGill Vision Research, Dept. Ophthalmology, McGill University,
Canada.

Purpose. There is psychophysical support for a phase model of visual
processing involving four channels, each optimally sensitive to one of the
following four phase relations; + cosine, - cosine, +sine and - sine.
Neurophysiology suggests either an even distribution of neuronal phase
responses or else a sine/cosine phase dichotomy that is dependent on
spatial bandwidth. We investigated whether there were labelled lines for
phase; this can be thought of as testing a strong version of the four channel
phase model in which each of the above phases can be discriminated at
threshold. Methods. Our stimulus comprised Gaussian weighted (space
and time) patches of either Gabor or edge/bar stimuli for which we
measure simultaneously detection and phase identification to determine if
phase identification can be accomplished at detection threshold (hence
labelled lines). We used two bandwidths of Gabor and varied both
absolute and relative phase. Results. Subjects could not reliably
discriminate at threshold Gabors of even symmetry from Gabors of odd
symmetry nor could they discriminate bar from edge stimuli. Conclusion.
While there may be labelled lines for polarity there are not labelled lines
for bars vs edges. The smallest discriminable step we can reliably make
across the phase spectrum at threshold is 1808.

Acknowledgment: RFH is funded by CIHR (#108-18) and NSERC grant
#0GP0046528. FK is funded by NSERC grant #OGP(01217130.

187 Characterizing visual performance fields in children

Rishi  Kothari (mk240@nyu.edu)1, Kate Mahonl, Marisa Carrasco’%;
Ipsychology, New York University, USA, *Neural Science, New York Univer-
sity, USA
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INTRODUCTION. For adults, we know that contrast sensitivity and
spatial resolution are better along the horizontal than vertical meridian-
a.k.a. horizontal vertical anisotropy (HVA)-and better in the lower than
upper vertical meridian-a.k.a. vertical meridian asymmetry (VMA). Speed
of information accrual in adults follows this same pattern, i.e. it is faster
along the horizontal meridian and slowest at the upper locations (Carrasco
et al., 2001, 2004). To assess whether ecological factors modulate these
performance fields, we investigated whether the discriminability
asymmetries are present with grammar school children.

METHODS. Observers performed a 2AFC orientation discrimination task
on Gabor patches tilted +/- 308 from vertical. Each trial consisted of a
central fixation point (.28), which was soon replaced by a smiley face (18)
to maintain participants’ fixation and to signal the onset of the trial. A 28
Gabor (4-cpd) was presented for 100 ms at one of 8 equally probable iso-
eccentric (68) locations. The brief display duration precluded eye
movements, allowing us to equate field and retinal eccentricities.
RESULTS. The HVA was present for all adult and child observers.
Surprisingly, the children exhibited an inverse VMA to that of adults;
whereas adults” performance was superior at the lower regions of the
vertical meridian, children’s performance was better at the upper regions.
This finding suggests that ecological factors may help modulate the visual
constraints underlying the VMA. Studying the developmental course of
visual field asymmetries helps elucidate the role that the environment
plays in perceptual performance, and may have implications for human
factors.

188 Sensitivity to tilt in first-order and second-order gratings is
immature in 5-year-olds

Terri L. Lewis (LewisTL@mcmaster.ca)l, Andrea Kingdon!, Dave Ellemberg?,
Daphne Maurzrl; IMcMaster University, Hamilton, Ontario, Canada,
WUniversite de Montreal, Montreal, Quebec, Canada

We measured orientation discrimination in 24 5-year-olds (+ 3 months)
and 24 adults (18 - 25 years of age) for first-order (luminance-modulated)
and second-order (contrast-modulated) gratings. To achieve equal
visibility, contrast for each age and condition was set at a fixed multiple of
threshold contrast for discriminating horizontal from vertical gratings. For
the test of sensitivity to orientation, the subject's task on each trial was to
indicate whether the stripes were tilted to the left or right of vertical. Tilt
was varied over trials according to a ML-TEST staircase procedure
(Harvey, 1986) to measure the minimum tilt that could be discriminated
from vertical 82% of the time. An ANOVA showed that tilt discrimination
was immature in 5-year-olds (main effect of age, p < 0.0001). Unlike some
aspects of motion perception (Ellemberg et al., 2003, 2004), tilt
discrimination was equally immature for first-order and second-order
stimuli (nonsignificant interaction, p > 0.20). Specifically, the minimum
discriminable tilt was 4 - 5 times worse in 5-year-olds than adults for both
first-order patterns (adult mean = 0.98; 5-year-old mean = 4.48) and for
second-order patterns (adult mean = 1.48; 5-year-old mean = 5.58). These
immaturities are unlikely to be caused by motivational or attentional
factors because 5-year-olds have nearly adult-like values for other
thresholds measured with similar methods (Ellemberg et al., 2003). Thus,
the neural mechanisms mediating orientation discrimination appear not to
become adult-like until some time after 5 years of age. Moreover,
thresholds at both ages were significantly worse (1.2 - 1.5 times worse) for
second-order modulation than for first-order modulation (main effect of
stimulus type, p < 0.01). This difference provides further support for the
hypothesis (e.g., Chubb & Sperling, 1988) that the processing of first- and
second-order information is mediated, at least in part, by separate
mechanisms.

Acknowledgment: Supported by Canadian Institutes of Health Research
grant # MOP-36430

httpy//cbcl.mit.edu
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189 Scotopic Contrast Sensitivity: Cat versus Human

Joseph Malpeli (jmalpeli@uiuc.edu)’?, Incheol Kang', Rachel Reem?®, Amy
Kaczmarowski?; INeuroscience Program, University of Illinois, Urbana, IL,
Department of Psychology, University of lllinois, Champaign, IL

Here we estimate the contributions of optical and neural factors to scotopic
sensitivity differences between cats and humans. A central laser spot was
fixated at trial start (for cats, a prerequisite for trial progression). Targets
were upward drifting (temporal frequency = 4 Hz) Gabor functions of
fixed width (SD = 1.5 deg) and various spatial frequencies (0, 1/8,1/4, 1/
2,1, 2 or 4 cyc/deg) presented 8 deg left or right of center, with onset and
offset occurring smoothly over 500 msec. A correct response was defined
as an eye movement toward the target for cats, or a correct button press for
humans. Humans were instructed to fixate the laser spot throughout the
trial, and to always respond. Cats had 5 sec to respond, and the target
stayed on until the response was made. For humans, targets appeared for
1.25 sec, an interval encompassing most cat response latencies. Stimulus
contrast was adjusted following a modified staircase procedure, and
thresholds estimated from psychometric functions. Pupils were measured
by digital photography at each adaptation level. As expected, cats had
better dim-light vision than humans for low spatial frequencies over a
wide range of contrast: in terms of ambient light levels, cats were
approximately 0.80 log units (a factor of 6.2) more sensitive for 0 and 1/8
cyc/deg. For spatial frequencies above 1/2 cyc/deg, humans were more
sensitive. However, most, if not all, of the cats' advantage in dim light was
optical: their larger exposed pupil areas, reflective tapeta, and shorter focal
lengths would improve sensitivity by about 0.32, 0.16 and 0.26 log units,
respectively. When these optical elements are factored out of the data, the
cat’s advantage for low spatial frequencies in the scotopic range shrinks to
0.06 log units (a factor of 1.15), which is well within the range of
cumulative errors in our measurements. We conclude that at 8 deg
eccentricity, the retinas of the two species have similar intrinsic sensitivity.
Supported by NIH EY02695.

Acknowledgment: We thank William Busen for his software
development, and the National Eye Institute for funding this research.

190 Concentric and parallel textures differentially activate
human visual cortex

Jane E Aspell (jane.aspell@psy.ox.uc.uk)l, Oliver | Braddick?, Janette Atkinson?,
John Wattam-Bell?, Holly Bridge®; 'Department of Experimental Psychology,
Oxford University, UK, *Department of Psychology, University College London,
UK, 3EMRIB Centre, Oxford University, John Radcliffe Hospital, UK

Introduction

Mid level visual processes integrating local orientation information to
detect global structure can be investigated using global form stimuli of
varying complexity. Several lines of evidence suggest that the
identification of concentric and parallel organisations have different
underlying neural substrates. The current study compared brain activation
by concentric and parallel arrays of line segments.

Methods

Four subjects were scanned in a blocked design fMRI experiment. In
"parallel” blocks short line elements within a circular central region had
parallel orientations; in “concentric’ blocks they were aligned tangential to
concentric circles. In ‘random’ blocks the elements were randomly
oriented. The early retinotopic regions - V1, V2, V3, V3A and V4 - were
previously localised in each subject. We compared the percentage BOLD
signal change (against the random blocks as baseline) for the parallel and
concentric conditions within these regions of interest.

Results

In general, there was more significant and more widespread activation of
posterior brain regions by the parallel than by the concentric stimulus. In
particular, for the retinotopic regions, the percentage BOLD signal change
was greater for the parallel stimulus compared to concentric by ratios
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varying from 3.2:1 in V3 to 2.2:1 in V1. Areas that were better activated by
concentric compared to parallel were found in only one of the subjects, in
the right postcentral gyrus and left cingulate gyrus.

Conclusions

This unexpected result, of greater and more widespread activation
produced by the parallel stimulus, is compatible with it being a less
'specific' stimulus than the concentric, and activating neurons across many
cortical regions. Psychophysical studies (including our current work)
suggest that there are specialized detectors involved in the global
processing of concentric structure. The lower activation by the concentric
stimulus suggests that these detectors are not very numerous or
widespread.

Acknowledgment: Supported by Medical Research Council grant
G7908507

191 Measuring the activity of spatial frequency channels using
fMRI-adaptation

Helen E Payne (h.payne@surrey.ac.uk), Paul T Sowden, Andrew G Myers; Uni-
versity of Surrey, Guildford GU2 7XH, UK

Psychophysical research has established that there are channels selective
for the spatial frequency (SF) components of visual stimuli (e.g. Blakemore
& Campbell, 1969, J. Physiol., 203, 237-260). Building on our previous work
(Sowden, Myers & Payne, 2004, Perception, 33, 173), we sought to link
such psychophysically defined SF channels to the underlying neural
substrate using the fMRI-adaptation method (Grill-Spector & Malach,
2001, Acta Psychologica, 107, 293-321). We first identified area V1 using
retinotopic mapping (Sereno et al.,, 1995, Science, 268, 889-893). Then
observers viewed runs of 6 blocks of counter-phasing sinusoidal gratings
(8Hz temporal frequency) interspersed with fixation blocks, each block
lasting for 60 seconds. Of these blocks, one contained grating patterns of
the same SF (1.27 ¢/ deg) while the other blocks were composed of this SF
and two others symmetrically chosen to be (+/-) 0.25, 0.5, 1, 2 or 3 octaves
different. Given that typical V1 SF channel bandwidths are a little over 1
octave, we would expect that multiple SF selective populations of neurons
would be stimulated in the blocks spanning the greatest SF ranges.
Further, previous work shows that a 25msec exposure to a grating - a fifth
of the duration here - is enough time for adaptation to occur (Georgeson &
Georgeson, 1987, Vis. Res., 27, 369-379) and that recovery from adaptation
is unlikely to have occurred during the 250 msec gap between each
repetition of the same SF (Greenlee et al, 1991, Vis. Res., 31, 223-236). Thus,
at the present repetition frequency, we should predict greater adaptation
in the blocks spanning the wider range of SF’s and therefore adapting
multiple cell populations. In line with this, the BOLD response in V1
showed a greater drop for the blocks with wider ranges of stimulus SF’s;
the +/- 3 octave block showed the biggest drop in signal, hence greatest
adaptation. Our findings indicate that fMRI can be used to isolate the
activity of individual SF channels.

192 Normal variability of reversal- and onset-VEPs and their
amplitude measurement

Susan M Menees (smenees@keene.edu)l'z, Michael Bachz; IKeene State College,
Keene, NH, USA, 2 University-Augenklinik, Freiburg, Germany

Question: The ISCEV VEP-standard suggests quantifying amplitude of
pattern reversal-VEPs as the N75-P100 excursion; some laboratories use
the P100-N170 deflection. We asked which of the two, or their average, is
more suitable; we used intraindividual and interindividual variability as
quality measures. Methods: We recorded pattern-reversal and pattern-
onset VEPs from 22 normal eyes of 11 subjects. Check size was 0.258 and
1.08, luminance 45 cd/m?2, contrast 97% for reversal and 80% for on-off.
Binocular runs, later discarded, initiated a block design balancing eyes,
stimuli, and repetitions. One channel, Oz vs. Fpz, was recorded using the
EP2000 ’Freiburg Evoked Potentials’ system. Results: Automatic
algorithms evaluated all traces. Traces to onset-offset stimulation varied

sizably in amplitude and shape between individuals. In some individuals
the C1-C2-C3 complex was not well defined. Traces show that onset-offset
stimulation produces poor consistency of response between subjects.
Traces to reversal stimulation were markedly more similar between
subjects. The N75-P100-N170 complex was always well defined. There was
sizable variation between subjects with respect to amplitude, and the
relation of the N75-P100 vs. P100-N170 amplitude; in some subjects a large
N75-P100 compensated a small P100-N170 and vice-versa. CV of repeated
runs was 7.25+0.82 for N75-P100, 8.50+1.26 for P100-N170, and 6.07+0.94
for the N75-P100-N170 average; mean amplitude across subjects was
14.34+2.07. Inter-ocular CV was very low, always in the range of the test-
retest CV. Interpretation: It is important to recognize norm-variants. The
higher variability of on-off is well known, as is the high interocular
similarity. The results suggest that for reversal, the average of N75-P100
and P100-N170 amplitudes reduces population variability. Assuming on
average similar pathologic effects on the two components, the N75-P100-
N170 average may be a more sensitive and specific measure of VEP
magnitude.

Acknowledgment: DAAD grant to first author
http/fvr.mcmaster.ca/lab/

3D Space Perception

193 Perception of the Horizontal During Roll Rotation of Self or
Scene

lan P. Howard (ihoward@cor.yorku.ca)!, Vincent A. Nguyen!, Bob Cheung?;
1Centre for Vision Research, York University, Toronto, 2DRDC Toronto

We examined the separate and combined effects of scene rotation and
body rotation on the ability of subjects to set a visual rod to horizontal.
Subjects sat in a cockpit in a sphere, 2.6 m in diameter, lined with dots.
They set a rod to horizontal before, during, and after roll motion of the
sphere, the self, or both scene and self. Subjects fell into three groups.
Those in one group, whom we call "visual subjects’, experienced full self
rotation (vection) when sitting upright in the rotating sphere. However,
these subjects set the test-rod to horizontal with reasonable accuracy when
they themselves were rotated in the stationary sphere. They therefore used
both visual and non-visual inputs. Those in the second group, whom we
call ‘non-visual, disoriented subjects’, maintained the test-rod reasonably
horizontal when stationary in the rotating sphere but became severely
disoriented when they were rotated in the stationary sphere. They
therefore did not use either visual or non-visual inputs effectively. Those
in the third group, whom we call ‘non-visual, oriented” subjects, were non-
visual because we they did not experience full vection when sitting in the
rotating sphere but they did not become disoriented when rotated in the
stationary sphere. Thus, they did not rely heavily on vision but had
reliable inputs from the non-visual sense organs. The tests we have
developed could be used to probe the extent to which people use visual
and non-visual information for orientation during roll.

Acknowledgment: Supported by DRDC Toronto Contract W7711-017739/
A

194 Cues that determine the perceptual upright: visual
influences are dominated by high spatial frequencies

Richard T Dyde (dyde@hpl.cor.yorku.ca)l, Michael R Jenkin?, Laurence R
Harris3; 1Centre for Vision Research, York University, Toronto, Ontario, M3]
1P3, Canada, *Department of Computer Science and Engineering, York Univer-
sity, Toronto, Ontario, M3] 1P3, Canada, 3Department of Psychology, York Uni-
versity, Toronto, Ontario, M3] 1P3, Canada

INTRO: The perceived direction of upright - the preferred orientation for
polarized objects to be recognized - depends on the relative orientations of
the visual background, the body and gravity. The perceptual upright (PU)
is distinct from the subjective visual vertical (SVV) which is dominated by
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the direction of gravity and which predicts the perceived effects of gravity
on objects and the observer. The PU is highly sensitive to the orientation of
the visual background: that is the preferred orientation for object
recognition is critically influenced by the ambient visual environment.
Which spatial frequency range carries the information that most influences
the PU?

METHOD: The PU is measured from the perceived identity of the
character p/d. The orientations where one interpretation (p) changes to
the other (d), are bisected to indicate the PU. Subjects were tested upright
and supine whilst viewing the character against a highly polarized
photograph of a natural scene displayed on a laptop computer whose
screen was masked to a 42? circle viewed at 25 cms through a tube that
obscured all peripheral vision. The influence of a tilted background picture
was examined as a series of circular Gaussian blurs were applied to it at 2,
4, 8,16 and 250 pixel widths.

RESULTS: The influence of the visual background on the PU was initially
about equal to that of gravity and about half that of the body. When we
blurred the background image, the influence of the visual background on
the PU systematically decreased at a rate independent of body posture,
though the magnitude of effect remained reliably higher for supine
observers.

DISCUSSION: The systematic decrease of the influence of the visual
environment as it is blurred suggests an important role for higher spatial
frequencies and the detail they convey rather than the overall structure of
the scene in providing cues that determine the perceptual upright.

Acknowledgment: Supported by NASA Cooperative Agreement NCC9-
58 with the National Space Biomedical Research Institute, the Canadian
Space Agency, grants from the Natural Sciences and Engineering Research
Council of Canada to L.R. Harris and M.R. Jenkin.

195 Skating Down a Steeper Slope: The Effect of Fear on
Geographical Slant Perception

Jeanine K Stefanucci (jks8s@uirginia.edu), Dennis R Proffitt!, Gerald Clore';
University of Virginia

Previous research in our lab has shown that conscious awareness of the
slant of a hill is overestimated, but visually guided actions directed at the
hill are relatively accurate (Proffitt et al., 1995). In addition, steep hills were
consciously estimated to be steeper from the top as opposed to the bottom,
apparently because these hills were too steep to walk down and were
viewed as dangerous. Furthermore, when an observer’s physiological
potential was manipulated by having him go on a long run or wear a
heavy backpack, hills appeared even steeper with the conscious measures
of slant, but the visually guided action was unaffected (Bhalla & Proffitt,
1999). In the present studies, we extend this research to show that viewing
the hill in a fearful way also increases conscious estimates of slant, but not
visually guided actions. Participants were situated at the top of a hill and
stood either on a skateboard or on a wooden box of the same height. They
gave three estimates of the slant of the hill: verbal report of the angle of the
hill in degrees, a visually matched estimate of the slant, and a visually
guided action (a haptic palmboard). After participants gave the three
estimates of slant, their fear of descending the hill was assessed with a
continuous rating scale. Experience on skateboards was also assessed,
however almost no participants had substantial experience with
skateboarding. Those participants that stood on the skateboard and
reported feeling scared verbally judged the hill to be steeper and
overestimated with the visual matching measure relative to those
participants who stood on the box. However, the visually guided action
measure was accurate across conditions. These results suggest that our
explicit awareness of slant is influenced by the fear associated with a
potentially dangerous action. As was found in our previous work, the
visually guided action was unaffected by this experimental manipulation.

196 Seeing Beyond the Target: An Effect of Environmental
Context on Distance Perception
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Cedar R Riener (jks8s@uirginia.edu), Jessica K Witt!, Jeanine K Stefanucci', Den-
nis R Proffitt'; University of Virginia

Previous research on egocentric distance perception has shown that
contextual factors can influence our perception of distance. For instance,
an obstacle placed between an observer and a target causes an
underestimation in distance to the target (Sinai, Ooi, He, 1998; He et al.,
2004). In these studies, however, the relevant cues are nearly always
between the observer and the object. However, Shelton et al. (2002)
recently reported that environmental context surrounding a target affected
perceived midpoints of egocentric distances to that target. Perceived
distance was overestimated when participants viewed targets in a hallway
or a lobby, whereas perceived distance was accurate when viewing
distances in an open field. In two experiments, we present further
evidence indicating that information beyond the target can also affect
egocentric distance perception to that target. Participants stood closer to
one end of a long hallway and viewed targets while facing either the
foreshortened end of the hallway or the extended end of the hallway. We
measured perceived distance using a visual matching task (Exp. 1) and a
blindwalking task (Exp. 2). The angular elevation of the targets in all
conditions was the same. When the participants viewed a target near the
closer end of the hallway, they overestimated the distance with both
measures relative to targets viewed in the extended end of the hallway and
vice versa. Our findings suggest that contextual effects on distance
perception are not limited to obstacles between the observer and target,
but also include the environment beyond the target.

197 Perceiving distances to targets on the floor and ceiling: A
comparison of walking and matching measures

Valentina Dilda (valentina.dilda@psych.utah.edu)!, Sarah H. Creem-Regehr’,
William B. Thompson?; 'Department of Psychology, University of Utah, USA,
2School of Computing, University of Utah, USA

It has been proposed that a continuous ground surface is important for
perception of distance (Gibson, 1950; Sinai, Ooi, and He, 1998). Most
studies of absolute egocentric distance perception have only investigated
targets placed on the ground. We asked whether distance perception as
indicated through blind walking or matching would differ when targets
were placed on the ceiling versus the floor. The position of objects on the
ceiling is not consistent with our everyday experiences and creates less
ground-surface information for depth, potentially leading to increased
error or variability. In three experiments, targets were placed 5, 10, 15, and
20 feet from the observer and each subject performed two tasks. In
Experiment 1, targets were placed on the ceiling. In one condition, subjects
blind walked so that their bodies were aligned underneath the target. In
the second condition, they completed a location matching task in which
they adjusted a visual marker in depth on the floor so that it was aligned
underneath the target. We found accurate blind walking but a significant
10% overestimation in the marker position relative to the target position.
Experiment 2 also placed targets on the ceiling and compared blind
walking with a frontal matching task in which two poles were moved to
set an exocentric width extent to match the egocentric depth extent from
the observer to the target. Both measures showed accurate performance.
Experiment 3 was the same as Experiment 2 but placed targets on the floor,
again showing accurate performance for both measures. The results
indicate two novel findings in need of further investigation: 1) blind
walking remains accurate even when targets are not on the ground plane
and 2) matching a location in depth leads to an overestimation of distance
to targets on the ceiling that is not seen in the frontal matching-extent task.

Acknowledgment: This work was supported by NSF grants 1IS-00-80999
and I1S-01-21084.

198 The Representation of Visual Space in an Expanding Room.

Andrew Glennerster (ag@physiol.ox.ac.uk)!, Stuart | Gilson', Lili Tcheang’;
TUniversity Laboratory of Physiology, Oxford, *Institute of Neurology, Univer-
sity College, London
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We have found that when a virtual room expands around an observer as
they walk, observers fail to notice any change despite veridical binocular
and motion parallax cues (VSS 2003). This leads to gross errors in size
constancy, particularly at far viewing distances. Here, we investigate
whether this pattern of results imply a distorted representation of viewing
distance in the expanding room.

Wearing a head mounted display in an immersive virtual reality system,
subjects carried out the following forced-choice tasks in both an expanding
and a static room. Each task was carried out with the subject on the left of
the room (when the expanding room was small) and on the right (when it
was 4 times larger). Subjects (i) compared the size of an object visible on
the left side of the room with one visible on the right; (ii) judged the depth
of a triangular prism relative to its half-width; and (iii) judged the distance
of arod as greater or less than half (or twice) the distance to a comparison
rod. Only task (i) required the observer to compare two objects viewed
when the room was a different size.

Estimates of viewing distance derived from the size comparison task were
close to veridical in a static room but in the expanding room were
consistent with either a compression or an expansion of visual space
depending on whether the comparison object was shown when the room
was small or large. For the depth-to-width judgement, subjects' biases
were consistent with a compression of visual space in both static and
expanding rooms. For the half- and double-distance task, judgements were
close to veridical in both the static and expanding rooms. Conclusion:
Performance in these tasks does not rely on a single internal 3D
representation (e.g. Gogel, W.C., 1990). Instead, task-specific strategies are
used.

Acknowledgment: Supported by the Wellcome Trust and the Royal
Society, UK

199 Invasion of Personal
Spatial Layout

Simone Schnall (schnall@virginia.edu), Jessica K. Witt!, Jason Augustyn’, Jean-
ine Stefanucci', Dennis R. Proffitt!, Gerald L. Clore'; University of Virginia

Perception can be influenced by physical properties of the perceiver, such
as whether the perceiver is encumbered, or is feeling fatigued (Proffitt,
Bhalla, Gossweiler, & Midgett, 1995). However, it is unclear to what extent
social properties of a situation influence perception. People use space in
specific ways as a function of social relationships (e.g., Argyle & Dean,
1965). For example, people maintain an area of personal space around
them, and are very sensitive to violations of this personal space (Hall,
1968). This study investigated whether an invasion of personal space
influences distance estimates to an object. In the invasion condition,
participants’ space was invaded by an experimenter who casually placed a
can of Coke from which she had been drinking immediately in front of
them (at a distance of about 10-45 cm). In the control condition, the
experimenter retrieved a fresh can of Coke from her briefcase, and placed
it in front of the participant, with the words, 'This is for you for
participating.” Thus, the only difference between the two conditions was
whether the experimenter had established ownership of the can (as
indicated by drinking from it), and thus invaded the participant’s personal
space, or the participant had ownership of the can (as indicated by the
experimenter’s comment). Then participants gave a matching estimate of
the distance between the Coke can and the edge of the table where they
were sitting. Participants whose space had been invaded estimated the
experimenter’s can to be significantly closer than participants who had
their own can within their personal space. Thus, when personal space was
invaded another person’s object was experienced as "too close.” These data
support the notion that not only physical, but also social properties of the
context can influence the perception of spatial layout.

Space Influences Perception of

200 The Idiosyncrasies Of Foreshortening And What They
Reveal About Space Vision

Jun Wu (j0wu0001@louisville.edu)?, Zijiang | He', Teng Leng Ooi’; 1University
of Louisville, USA, *Pennsylvania College of Optometry, USA

The depth interval of a test target line in the sagittal plane is
underestimated compared to a matching target line in the frontal plane. To
reveal how such foreshortening depends on the representation of the
ground surface, Exp 1 placed the matching target on the ground at (i) 2.5m;
between the observer and the test target (near condition), (ii) 9.5m; beyond
the test target (far condition); thus biasing the ground surface range to be
sampled. We found that with monocular viewing the foreshortening is less
in the near condition. This is attributable to an increased ability to sample
the near ground surface for constructing an accurate global ground surface
representation that is vital for space vision. In contrast, the far condition
emphasizes the sampling of the distant ground. Exp 2 tested how varying
viewing criteria, which presumably adjust how various processing levels
weigh visual information, affect foreshortening. Using an L-shaped target
on the ground with a 44cm frontal limb and an adjustable sagittal limb,
observers judged the Ratio of Aspect Ratio (RAR) of the L-shaped target in
the light with (i) a physical dimension criterion, (ii) an angular size/retinal
image criterion. It is predicted that the latter criterion leads to a larger
foreshortening since it is ideally impervious to size constancy. Our results
support this prediction, but only to a point, as the measured-RAR from the
retinal image criterion is larger than the predicted-RAR based solely on the
retinal image of the L-shaped target. Further, when we compared our data
from the retinal image criterion to the measured-RAR data in the dark
(with a physical dimension criterion), where performance is based on the
visual system’s intrinsic bias (an implicit slant plane), we found that the
foreshortening is similar. Thus, it is likely that the intrinsic bias determines
the upper limit of foreshortening when the extrinsic visual information on
the ground is either ignored or unavailable.

Acknowledgment: Supported by NIH (R01 EY014821)

201 Spatial updating of locations after posture changes in the
vertical dimension

Bing Wu (bingwu@andrew.cmu.edu)?, Roberta L. Klatzky'; 'Department  of
Psychology, Carnegie Mellon University, *Robotics Institute, Carnegie Mellon
University

A large body of research has focused on spatial updating after rotational
and/or translational motions on the ground. Here we extend the research
into the third dimension: How good is updating of spatial representation
after body movements in the vertical dimension, such as posture changes
(e.g., sitting to standing)? Underlying this work is the assumption that
when people update spatial location after shifts in posture, they center
their spatial coordinate system on some self-referred location. The body
and head are candidates for such ego-centers and indeed, both may be
present and interact in spatial updating. The first experiment tested the
hypothesis that people use shift in perceived eye level to update their
vertical position after a postural change. It examined the perception of eye
level in different postures and also directly measured judgments of
relative shift in eye level across postural changes. To assess the relative
effectiveness of visual cues and vestibular/proprioceptive cues, subjects
were tested in both dark and lit environments. The experiment found that
eye level was perceived with reasonable accuracy in the light, but
underestimated by a similar amount across all postures in the dark. Thus
judging eye-level shift from the difference in perceived eye levels would
have led to accurate responses. In contrast, the relative shift was over-
perceived in both lit and dark conditions. An ongoing experiment is
testing whether updating of body position leads to commensurate change
in head posture, so as to maintain gaze. Subjects in light or dark are asked
to maintain eye fixation on a previously viewed target as accurately as
possible while sitting down or standing up. Their head orientation is
continuously tracked to determine whether there is slippage between body
and head change. Errors will be related to the corresponding errors from
Experiment 1, to test whether slippage in gaze and misperception of eye-
level shift stem from a common origin.
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Target Mislocalization

202 Distorting visual space without motion signal

Junghyun Park?, Shinsuke Shimojo" 2, John Schlag’; 'California  Institute  of
Technology, USA, 2NTT Communication Science Laboratory, Japan, 3 University
of California at Los Angeles, USA

Studies have shown that the perceived position of flashed objects is
distorted in the presence of stimulus or eye motion: e.g., flash-lag effects
(Nijhawan 1994; Schlag et al. 2000), presaccadic mislocalization and
compression (Cai et al. 1997; Burr et al. 1997), and position capture
(Whitney & Cavanagh 2000). Here we demonstrate that, even in the
absence of such motions, the perceived position of flashed objects can be
systematically distorted depending on the timing of their presentation
with respect to other objects in visual field. When a target object is flashed
at the offset of another object (here called “inducer’), the perceived position
of the target object shifts toward the center of gaze, regardless of the
number of inducers and their location.

Observers judged the relative alignment of two vertical lines separated by
a short gap. One line was continuously present at 8 deg right to the central
fixation point, the other was briefly flashed at least 1s after the onset and 1s
before the offset of the continuous line. At various times around the line
flash, four small disks grouped around the lines were presented: either 1)
continuously, 2) from the trial onset to line flash, 3) from the line flash to
the end of the trial, or 4) flashed simultaneously with the line.

We found that when the line was flashed at the extinction of the disks (i.e.,
conditions 2 & 4), the perceived position of the line shifted toward the
center of gaze. The perceived shift was several times larger than the
baseline tendency of compression (Mateeff & Gourevich 1983) obtained in
control trials with no disk. In other experiments, the stimulus offset
asynchrony (SOA) between the flashed line and disks, the number of disks
and their location relative to the line were varied. The perceived shift was
strongest at SOA = Oms and disappeared with SOA >100ms. Although the
perceived shift was affected to some extent by the spatial configuration of
the disks, its direction was always toward the center of gaze.

Acknowledgment: Supported by USPHS grant EY05879

203 Sub-threshold motion influences apparent position

Derek H Arnold (derek.arnold@ucl.ac.uk), Alan Johnston'; Department of Psy-
chology and Institute of Cognitive Neuroscience, U.C.L.

Until recently, it was assumed that motion and position coding were
independent. However, now it is apparent that these attributes interact.
For instance, stationary stimuli that contain internal movement can appear
shifted in the same direction as the internal motion. Recently, it has been
suggested that this sort of illusory position shift is caused by changes in
apparent contrast at the edges of moving objects. This suggestion is
consistent with psychophysical observations that the apparent height of
static gratings can be influenced by internal motion patterns. Here we
show that motion-induced changes in apparent height and position both
increase linearly with stimulus presentation time (up to ~100ms). We also
show that apparent position shifts can occur when stimulus presentations
are too brief for the direction of internal motion to be identified. This
implies that illusory motion-induced position shifts can be a more
sensitive direction cue than behavioural responses that are presumably
based upon analysis of the motion signal itself.

204 If we saw it, it must have been where we were looking!

Eli Brenner (E.Brenner@emsmusmc.nl)l, Pascal Mamussianz, Jeroen B.J.
Smeetsl; lNeuroscience, ErasmusMC, Rotterdam, The Netherlands, 2CNRS,
Universite Paris 5, France

When there is a high degree of uncertainty about a target's position, for
instance because the target is moving fast or because it is only visible near
the time that the observer makes a saccade, judgments of the target’s
position are not only unreliable, but they often also contain systematic
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errors. It is often evident that the systematic errors mainly have a temporal
origin. However, there may also be spatial biases. We examined one
particular kind of spatial bias: a bias towards the fovea. There is a higher
probability of seeing something if it is centred on the fovea than if it is
more eccentric. Thus there is also an increased probability that things that
one sees are where one is looking. To examine whether uncertainty incites
people to localise things closer to the fovea than they really are, we asked
subjects to fixate the centre of a screen. A green dot jumped to a new
position on this screen every 250 ms (retinal eccentricities between 0.8 and
3.8 deg). At some moment there was a short (one frame) red flash at the
screen centre. The subjects’ task was to indicate where the green dot had
been at the moment of the flash. We analysed subjects’ responses in
relation to when the flash appeared relative to the sequence of dots. There
appeared to be a ‘delay’ (relative to the flash) in selecting a target of about
58ms, with a standard deviation of about 160ms. The temporal bias and
temporal uncertainty were independent of the target’s eccentricity, but
there was a clear tendency to select targets that were close to the fovea.
Once a target had been selected, there was a tendency to underestimate its
eccentricity if the eccentricity was large, but to overestimate the
eccentricity if it was small. This bias can be related to the range of
eccentricities encountered during the experiment, but the bias to select less
eccentric targets cannot, so the latter is presumably caused by the
differences in the probability of seeing things at different eccentricities.

Acknowledgment: Supported by the European Commission: project
HPRN-CT-2002-00226

205 The Flash-Pulfrich Effect

Christopher R.L. Cantor (cantor@atlas.cz)!, Clifton M. Schor?; 1Program  in
Vision Science, University of California at Berkeley, >School of Optometry, Uni-
versity of California at Berkeley

The classical Pulfrich effect describes a perceived depth elicited by a
moving object that is viewed with unequal illuminance in the two eyes.
The image in the dimmer eye is thought to have a latency-induced spatio-
temporal offset that results in a binocular disparity between the dim and
bright images. The Pulfrich effect has a monocular correlate, the Hess
effect, that describes the relative mislocalization of two moving objects of
different brightness in the same eye. As would be expected, the dimmer
object is seen to move with a positional lag.

We present a novel version of the Pulfrich effect based on another
monocular mislocalization, the Flash Lag effect (FLE). The FLE describes
the relative misalignment of two moving objects when they are presented
for different temporal durations. The position of a flashed object appears
to lag behind a continuously presented object. We developed a binocular
correlate of this stimulus to produce a Pulfrich like motion-depth illusion.

We compared the Hess and FLE under monoptic and dichoptic conditions
while varying luminance and flash duration. Both dichoptic conditions
produced Pulfrich depth effects with pendular motion. The dichoptic Hess
condition produced the classic Pulfrich effect. When we combined the
Hess and FLE in the dichoptic condition, we could reverse the depth
direction of the classic Pulfrich effect if the brighter image was flashed.
Thus the dichoptic FLE produced disparities that were independent of
those produced by luminance difference between the two eyes.

*Note that the flash-Pulfrich effect is not to be confused with the
stroboscopic-Pulfrich effect (Lee 1970) that attempts to cancel binocular
disparities by strobing both bright and dim images. The flashed-Pulfrich
effect is generated by strobing only one of the images.

Acknowledgment: NIH Grant EYO 8882, SUPDTA

206 Internal and External Prediction in The Fash-Lag Effect

Joan Lopez-Moliner (j.lopezmoliner@ub.edu), Daniel Linares'; Universitat de
Barcelona

If an object is flashed in alignment with a moving object, we perceived the
former as lagging behind the latter. There is some agreement that this
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misalignment (FLE) implies a temporal error: the visual system would
ascertain the location of both objects at different times. Consequently, the
moving object is perceived leading the flashed one. It is also known that
sensory consequences of voluntary actions are perceived earlier than they
actually did (Haggard et al. 2002 Nat. Neurosci.). If the FLE implies a
temporal error, this would be reduced if the flash were perceived as a
sensory consequence of our action. Here we explore this hypothesis. We
combined different velocities of the moving object with different spatial
offsets between the flash and the object in three different conditions: (1)
subjects triggered the flash by pressing a key; (2) the flash was presented
after a predictive beep and (3) the flash was unpredictable. We fitted
cumulative Gaussians as a function of spatial offset and time. Results can
be summarized as follows. First, the time differences predicted the
percentage of response-type (p.e. flash lagging behind) much better than
the spatial offset. Relative to the unpredictable condition (3), the FLE was
reduced about 30% when the flash was internally predicted (1) and 8%
when it was predicted externally (2). Furthermore, predictability not only
shifted the fitted curves but also decreased the variability. These results
are consistent with a spatio-temporal interpretation of the FLE.

207 Distortion of Positional Representation of Visual Objects by
Motion Signals

Kenji Yokoi (k.yokoi@aist.go.jp), Katsumi Watanabe'; National
Advanced Industrial Science and Technology

Institute  of

Many studies have shown that relative visual localizations of briefly
flashed stimuli are systematically modified in the presence of motion
signals. These studies imply that perceived visual space may be distorted
due to motion signals. To explicitly test this space-distortion hypothesis,
the detailed 2-dimensional spatial mapping of mislocalization was
performed.

A moving black disk was presented while observers fixating a stationary
cross. A white disk was briefly presented ahead of or behind the moving
disk with a vertical offset. The observer adjusted the position of the flash to
indicate where the flash had been perceived relative to the moving
stimulus. A flash ahead of a moving disk was perceived to lag more than a
flash behind the moving disk. Moreover, the pattern of positional shifts
indicated that perceived positions were distorted toward a point behind a
moving stimulus. The convergent point was not influenced by the
variation in the velocity of a moving stimulus. These results support the
space-distortion hypothesis.

To clarify the process of the asymmetric mislocalization, the shape
perception of a flash stimulus was evaluated by presenting two disks
simultaneously and connecting them with a line. It was found that
mislocalization was similar to that with single flash. However, the shape of
connected flashes was not changed, except for space around the moving
stimulus. These results suggest that the asymmetric mislocalization
originates from the shift of the positional information of represented visual
object, not from the distortion of space itself (i.e., medium of positional
representation.)

208 The coding of combined pointing movements and
saccades in the Brentano illusion

Denise D.J. de Grave (Denise.d.Grave@psychol.uni-giessen.de), Volker H Franz',
Karl R Gegenfurtner'; Dept. of Psychology, Justus Liebig University, Giessen,
Germany

For movements to a visual target either visual judgments of direction and
distance (or length) of the required displacement can be used (vector
coding), or the final position (position coding), or a combination of both.
Earlier studies using the Brentano illusion (de Grave et al., VSS 2002)
showed that pointing movements and saccades both use vector coding,
however not to the same extent. The saccades relied more strongly on
vector coding than the hand (pointing), leading to the conclusion that the
eyes (saccades) and the hand (pointing) use different information for their
movement. However, these studies do not rule out the possibility that eye

and hand use the same information. In the pointing study correction
saccades could have been made by the time the pointing movement was
finished. This could explain the smaller effect on pointing if eye position
information is used in pointing. In this study we tested whether combined
saccades and pointing movements are influenced by the Brentano illusion
to the same extent when the stimulus is only presented for 200 ms, so
subjects could not make a corrective saccade. Subjects started with their
index finger in the middle of a touchscreen and made saccades and
pointing movements in four directions. Movements were always from an
outer vertex of the Brentano illusion toward the middle vertex. We found
an illusion effect of about 25% in pointing as well as in saccades when both
movements are performed in the same task. This favours the interpretation
that the same information is used in eye and hand movements.

Contours/Form Perception

209 Evaluating curvature aftereffects with radial frequency
contours

Nicole D. Anderson (anderson@hpl.cur.yorku.ca), Claudine Habak, Frances
Wilkinson, Hugh R. Wilson; Centre for Vision Research, York University, Can-
ada

Psychophysical and physiological evidence demonstrates that global
shape coding depends on mechanisms located at intermediate levels of
visual processing. Evidence also suggests that these mechanisms are
vulnerable to adaptation techniques historically used to probe
mechanisms underlying performance in lower-level visual tasks. We
explored the nature of these global shape aftereffects using radial
frequency (RF) patterns, where stimuli are defined in terms of
deformations from a circular pattern. On each trial, subjects adapted to a
RF pattern with a high (x15 threshold) amplitude for 5 seconds, followed
by a brief (53 ms) test RF that was either in-phase or anti-phase to the
adapted RF. Subjects identified the phase of the test RF pattern using a
2AFC paradigm. Performance was evaluated by determining the RF
amplitude at which subjects equally classified the test stimulus as the in-
phase or anti-phase pattern (Point of Subjective Equality (PSE)). With no
adaptation, subjects were exquisitely accurate when classifying RF
patterns (PSE=1.0arcsec). After adaptation, the PSE shifted towards the
pattern that was in-phase with the adapted RF (Peq=52.3arcsec),
demonstrating that subjects were more likely to classify the test RF as the
anti-phase pattern. This perceived shift is equivalent to a stimulus that is
modulated 2-3x above threshold under these conditions. When subjects
adapted to a RF pattern with a larger number of cycles, on the other hand,
the PSE did not change. Preliminary results suggest that the strength of the
shape-specific aftereffect is similar when adapting to either a high (90%) or
low (10%) contrast RF pattern. Together, these results suggest that the
mechanisms adapted by RF patterns code information that is specific to
the geometry of the stimulus, and are located beyond those responsible for
contrast gain control.

Acknowledgment: Supported in part by Canadian Institutes of Health
Research Training Grant in Vision Health Research

210 Properties of Shape Interaction in Temporal Masking

Claudine Habak (chabak@yorku.ca), Frances Wilkinson, Hugh R Wilson; Centre
for Vision Research, York University

The perceived shape of a pattern (target) can be masked by that of a
subsequent pattern (mask). The purpose of the present work is to elucidate
the nature of this shape masking. Perceived deformation of a target radial
frequency (RF) pattern (radius 1.1deg) was measured when followed by an
RF mask (radius 1.6 deg) of high amplitude (16 x detection threshold). The
effect reaches a maximum at a stimulus onset asynchrony (SOA) of 80-100
ms, where thresholds are elevated by a factor of 16. Various configurations
in which target and mask are separated by this SOA were tested (the mask
is termed primary here). Conditions in which a second mask is interleaved
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in time between the target and primary mask, lead to smaller threshold
elevations and reveal that the onset of the mask that appears first in time
determines the magnitude of masking. Configurations in which apparent
motion is possible between the target and both masks lead to large
threshold elevations (factors of 16-20) and demonstrate that both masks
contribute to the effect. The magnitude of these effects is much larger than
that predicted by a combination of spatial lateral interactions and apparent
motion between target and mask. Results suggest that shape, apparent
motion, and stimulus onset play an interactive role in masking, and that
target shape is not determined at initial onset, but rather, is extrapolated
(postdictively) after a window of 80-100ms.

Acknowledgment: This work was supported by NSERC grants to FW
(#OP0007551) and HRW (# OP227224 ) and by a CIHR Postdoctoral
Fellowship to CH.

211 The role of spatial phase in the detection of position-
defined and orientation-defined linear and circular contour
deformation

Yi-Zhong Wang (yiwang@retinafoundation.org)?, Joost Felius?; 'Retina
Foundation of the Southwest, Dallas, TX, 2Dept. of Ophthalmology, UT South-
western Medical Center, Dallas, TX

Purpose: Previous studies on the role of spatial phase in perceptual
grouping may be complicated by the co-varying of various local features.
Here we investigated effects of phase coherence on the detection of
contour deformation defined by the changes of local position or
orientation features. Methods: Stimuli were linear and circular contours
composed of Gabor patches with carrier frequency of 3 cpd. Contour
deformation was introduced by sinusoidally modulating a vertical line or
the radius of a circle. Position-defined deformation (P-Pattern) was created
by placing patches at peaks and troughs of the modulation, so that
changing modulation only changed their positions but not orientations.
Orientation-defined deformation (O-Pattern) was created by placing
patches at zero-crossings. Circular contours had 1.5 deg mean radius and 4
cycles of modulation; Compatible stimulus parameters were used for
linear contours. Deformation thresholds were measured for 3 carrier phase
manipulations: in-phase, phase reversal of alternating patches, and
random phase. Results: Subjects showed higher sensitivity for detecting O-
Patterns than P-Patterns. The mean thresholds of 3 normal subjects were
0.45+0.07% and 0.62+0.29%, respectively, for detecting in-phase linear and
circular O-Patterns, and 0.77+0.36(SD) % and 0.97+0.54 %, respectively, for
detecting in-phase linear and circular P-Patterns. Phase reversal
significantly elevated the threshold for detecting linear P-Patterns by 40%
(p <0.02). Randomizing the phase further disrupted the detection of linear
p-Patterns, with threshold increased by 60% (p < 0.011). In comparison,
thresholds for detecting both linear and circular O-Patterns were not
affected by either phase reversal or random phase. Conclusion: While local
spatial phase change may affect the grouping of local position features,
orientation linking can occur between cells with different phase
sensitivities and may take place at a more global level of processing.

212 Aftereffect of Adaptation to Glass Patterns

Colin WG Clifford (colinc@psych.usyd.edu.au), Erin Weston'; Colour, Form &
Motion Lab, School of Psychology, The University of Sydney, Sydney, NSW
2006, Australia

We observed that adaptation to a series of similar Glass patterns causes an
unstructured test stimulus to appear to take on illusory structure locally
perpendicular to that of the adaptor. We measured the magnitude of this
aftereffect using a method analogous to that devised by Blake & Hiris
(1993) to assess the strength of the motion aftereffect. After adaptation to a
particular global form, subjects reported the perceived structure of Glass
patterns varying in their coherence. A test pattern coherence of around
30% was required to null the aftereffect. Three lines of evidence indicate
that this effect is mediated predominantly at the level of local oriented
filtering of the image. 1. The objectively measured magnitude of the
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aftereffect appears essentially independent of the global structure of the
adaptor, even though humans are reportedly more sensitive to concentric
and radial Glass patterns than to translational ones. 2. The aftereffect
transfers only partially between the two eyes, implicating monocular V1
neurons. 3. The aftereffect transfers almost completely across contrast
polarities, a characteristic shared with the direct tilt aftereffect, a
supposedly low-level phenomenon. However, the aftereffect of adaptation
to Glass patterns does show weak position invariance such that small
‘phantom’ aftereffects are observed in unadapted regions of the visual
field. These phantom aftereffects indicate that adaptation is also occurring
at a more global level of form analysis. Thus, it appears that the aftereffect
of adaptation to Glass patterns is mediated at multiple levels of the cortical
visual processing hierarchy. We argue that this effect is distinct from those
reported by McKay (1957ab) and discuss its implications for our
understanding of the coding of spatial image structure in the human visual
system.

Blake, R. & Hiris, E. (1993) Vision Res., 33, 1589-1592.
McKay, D. M. (1957a) Nature 180, 849-851.
McKay, D. M. (1957b) Nature 180, 1145-1146.

213 Second-order Contour Discontinuities in Segmentation and
Shape Representation

Donald | Kalar (donkalar@ucla.edu), Patrick Gurriganl, Philip | Kellman; Uni-
versity of California, Los Angeles

Previously, we reported efforts to better define good continuation as the
principle governing perception of unity, separateness, and parts in
continuous contours. That work showed that the presence of first-order
(tangent) discontinuities primarily governed segmentation (Kellman,
Garrigan, Kalar & Shipley, 2003). Here we report subsequent efforts to
determine whether second-order discontinuities (locations at which the
contour's second-derivative is undefined) play a role in segmentation and
grouping. Using our earlier paradigm, in which subjects searched in noise
for a contour segment with varying levels of continuity to other segments,
we found no reliable sensitivity to second-order discontinuities as a basis
for segmentation.

Other research has suggested that second-order discontinuities are
features, and can lead to "pop-out" in a search paradigm (Kristjansson &
Tse, 2001). These and other results have been interpreted as implicating
second-order discontinuities in contour shape representation and
segmentation. We replicated the visual search findings of Kristjansson &
Tse (2001), and then showed with additional manipulations that second-
order discontinuities alone do not account for their previous findings.
Displays containing even more second-order discontinuities but with a
less-noticeable difference in symmetry from ellipses showed serial, not
parallel search patterns. We explore alternative hypotheses that may
explain both sets of data.

Supported by NEI EY13518 to PJK.

214 Effect of dichoptically presented reference on systematic
shape distortion during pursuit eye movement

Hyung-Chul O. Li (hyung@kw.ac.kr); Department of Industrial Psychology,
Kwangwoon University, Seoul, Korea

Li, Brenner, Cornelissen and Kim (2002) have recently reported that the
perceived shape of spatiotemporally defined 2D object was systematically
distorted during pursuit eye movement and that the perceived shape just
reflected the retinal image. Does this imply that the perceptual shape
distortion during pursuit eye movement is determined in the early level of
visual information processing? Although the perceived shape just
reflected the retinal image ignoring extra retinal information, it is still
possible that the perceived shape is determined at a late stage, e.g., later
than binocular information is processed. To examine this possibility, I
measured the effect of reference on the perceptual shape distortion during
pursuit eye movement in three separate conditions; no-reference,
dichoptic (i.e., target and reference were presented to separate eyes), and
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binocular conditions. If perceptual shape distortion is determined before
binocular information is processed, then perceptual distortion should not
be affected by the dichoptically presented reference. The size of the
spatiotemporally defined object was 1.6 deg X 1.6 deg. The luminance-
defined rectangular reference surrounding the target object had one of
three sizes; 2.1 deg X 2.1 deg, 2.6 deg X 2.6 deg, and 3.1 deg X 3.1 deg.
Subjects reported the perceived shape by the method of adjustment. As
found in Li et al, the perceived shape of the target object was
systematically distorted during pursuit eye movement, but the amount of
perceptual distortion decreased as the reference became closer to the
target. More interestingly, the dichoptically presented reference affected
the perceptual shape distortion as the binocularly presented reference did.
No significant difference in the amount of perceptual distortion was found
between these two conditions. These results imply that the perceptual
shape distortion observed by Li et al is determined later than binocular
information is processed.

Acknowledgment: Supported by M103KV010021-04K2201-02140 from
BRC, 21st Century Frontier Research Program

215 Perceived orientation of complex shapes reflects graded
part decomposition.

Elias H Cohen (elias@ruccs.rutgers.edu), Manish Singh'; Rutgers
New Brunswick

University,

Although orientation of line segments and simple shapes is a well-studied
area of vision, little is known about the factors that influence perceived
orientation of complex shapes. Study of these factors is of great interest
because it allows for a better understanding of how local shape attributes
are integrated into a global shape description. We studied the perceived
global orientation of two-part shapes using an adjustment method and a
2AFC task. In particular, we investigated the influence of (i) the perceptual
distinctiveness of a part -- as defined by the turning angles at the negative
minima of curvature defining its boundaries, and (ii) its area relative to the
main 'base' part. Results exhibited systematic deviations of perceived
orientation from the axis of greatest elongation of the shape (i.e., the
principal axis with the greatest eigenvalue). For sharp part boundaries,
perceived global orientation deviated maximally from the principal axis,
and was approximated instead by the axis of the main “base' part of the
shape (i.e.,, observers largely ignored the attached part in estimating
overall orientation). However, with weakening part boundaries, the
perceived orientation gradually approached the principal axis of the entire
shape (albeit with weaker precision) -- reflecting that both parts were
taken into account in estimating orientation. The results allow us to
quantify a largely ignored characteristic of complex shape representation:
part independence. Previously we showed that increase in part-boundary
strength leads to systematically better performance in a 4AFC part-
identification task (Cohen & Singh, VSS 2003). The current results show
that geometric factors such as turning angles at part boundaries determine
not only the strength of a part's representation, but also the extent to which
it is represented as an independent unit, i.e., the extent to which its
influence is separable from the rest of the shape.

Acknowledgment: Supported by NSF BCS-0216944

216 Systems Factorial Technology Analysis of Pomerantz’s
Configural Figures

Ami Eidels (aeidels@indiana.edu), James T. Townsend; Indiana
Bloomington

University

People are faster and more accurate at detecting a certain feature, say, a left
parenthesis, when presented within a context, ’( )’, than when presented
alone, ’(" (Pomerantz et al, 1977; 2003). Similarly, people seem be better at
identifying a given facial feature, say a nose, within the context of a face,
than when the nose is presented alone. According to theories of configural
processing, highly symmetrical (‘good figures’) or highly learned (faces)
figures are processed as a Gestalt, and that holistic experience aids in the
resolution of comprising parts. We applied System Factorial Technology,

developed by Townsend and Nozawa (1995), to examine whether the
influence of configuration can be measured in terms of architecture,
capacity, stopping rule and (in)dependence. The participants performed in
a redundant target search task, in which a single stimulus was presented
on each trial, comprised of a diagonal line (either left, ’, or right, '/”) and
the shape 'L" (presented normally, or as a horizontal mirror image).
Participants had to detect the target items ’/’, rotated ‘L’, or both. In
experiment 1, the two items were combined together such that they
formed a Gestalt. The results showed no redundancy gains. In fact,
Participants were faster on single target trials (449.8 ms) then they were on
redundant target trials (634.1 ms). Capacity, calculated as the ratio
between the integrated hazard functions of redundant target and the sum
of single target conditions, was severely limited, suggesting that configural
processing was actually stronger for the single target displays than for the
redundant target displays. In addition, topological similarity may also
play an important role in RT tasks. In further experiments, we constructed
the stimuli such that the comprising parts did not necessarily formed
"good’ configurations. Results were different both in terms of mean RTs
and in terms of the properties of the underlying cognitive system (i.e., its
architecture, capacity etc.).

Acknowledgment: This research was supported by NIH-NIMH Grant
MHO057717.

217 Rapid
perception
Ryosuke Niimi (niimi@lLu-tokyo.ac.jp)!, Katsumi Watanabe?, Kazuhiko
Yokosawa®; 'The University of Tokyo, 2National instituteof advanced industrial
science and technology (AIST)

successive presentation improves symmetry

To study temporal characteristics of symmetry perception symmetric dot
patterns were successively presented. Each pattern differed from others
but all patterns in a stream were symmetric about identical axis. Task was
to judge orientation of axis of symmetry (right or left diagonal). The total
duration of the stream was fixed to 853ms, and presentation frequency
was varied among 1.2 - 75Hz. Higher frequency meant larger number of
patterns in the duration. Although such stimuli prevented the observers
from scrutinizing each pattern, resulted performance was better compared
to static presentation in same duration (experiment 1). Following
experiments probed what enhanced symmetry perception of the
successive stimuli. Experiment 2 contrasted (a) unique patterns condition
in which all unique patterns were presented in a stream same as
experiment 1, and (b) 4 patterns condition in which only 4 patterns were
repeatedly presented in a stream. The latter yielded worse performance,
suggesting that larger number of unique patterns, not flickering of
patterns, improved the performance. In experiment 3 each trial presented 4
streams, and they all comprised of same set of 16 patterns (16 patterns
condition) or they were repetitive presentation (same as experiment 2) of
unique set of 4 patterns (4 patterns condition). 16 patterns appeared 4
times in one trial of both conditions, whereas one stream contained more
patterns in 16 patterns condition. In result 4 patterns condition showed
worse performance. This result suggested that larger number of patterns
in limited temporal window improved the performance. Further
experiment suggested that noise reduction underlay the improvement. In
conclusion successive presentation of dot patterns in brief duration
improved symmetry perception. Such improvement implies that temporal
summation of visual information may occur in the mechanism of
symmetry perception.

218 Intermediate Level, Medium-Span, Configurations Can
Trigger Past Experience Effects On Figure Assignment

Mary A. Peterson (mapeters@u.arizona.edu), Emily Skow'; University of Ari-
zona

Behavioral, computational, and physiological theorists have suggested
that intermediate-level medium-span configurations play a role in shape
perception. Which behavioral tasks probe medium-span configurations
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rather than local configurations or global shapes? Figure-ground tasks
show effects of experience with previously seen shapes only when
representations are accessed quickly, consistent with intermediate-level
representations. Here we show that the relevant representations are
medium-span configurations by altering a paradigm used previously to
assess past experience effects implicitly. We measured the time needed for
figure assignment when past experience competes with, but does not
dominate, other cues. Novel shapes with three straight and one (vertical)
stepped edge were shown on prime trials. On probe trials subjects judged
whether two vertically aligned shapes were the same as or different from
each other. On experimental probe trials, the stepped edge of the prime
was repeated but other cues (closure, small area) specified that the figure
lay on the opposite side of the edge. Consequently, the perceived shape of
the probe differed from that of the prime. On control probe trials the probe
shapes were completely novel. Competition from past experience led to
longer RTs on experimental than control probes. Thus, repeating just the
stepped edge of the prime activated the memory of where the figure was
the first time the edge was encountered; repeating the whole prime was
unnecessary. Here, we ask whether repeating a smaller span (only the top
or the bottom half) of the continuous stepped edge was sufficient to trigger
the effects of past experience. Again, we found that RTs were longer on
experimental than control probe trials, p <.05. Surprise recognition trials
showed that subjects were unaware that the experimental probes were
related to the primes. The results are consistent with a distributed shape
representation system with medium-span configurations lying at
intermediate levels.

Acknowledgment: Research supported by NSF BCS 0425650 to MAP.

219 Shape recognition with propagation fields

Christoph Rasche (cur12@psu.edu); Dept of Psychology, The Pennsylvania State
University

A shape recognition system is presented that learns novel shapes (like
letters) in one shot and recognizes them even if they are distorted, changed
in size, shifted in position, fragmented or disrupted by 'noisy” contours. A
shape is represented as a field of local orientations, which is analogous to
an optical flow field. This orientation field is obtained by looking at the
contour propagation flow of a shape through a set of orientation columns
and it is thus called the "propagation field’. Recognition occurs firstly by
determining the local orientations of the input shape, followed by
matching them against the propagation field of each shape. A neural
architecture is presented that performs this template matching process. It
consists of three separate components: 1) a ’propagation map’ that
propagates contours, which is employed for learning and partly for
recognition; 2) a set of orientation columns that determine local
orientations in the propagation map; 3) a stack of ‘shape maps’, in which
each map encodes a separate propagation field: a shape map consists of a
2D field of neurons with each neuron having the same number of synapses
as there are distinguishable orientations. Each synapse (in each shape
map) receives input from its spatially corresponding orientation cell. To
learn a novel shape, a new shape map is employed and only those synaptic
weights are turned on, whose corresponding orientations are stimulated
during contour propagation in the propagation map. During recognition,
the shape map with the most similar propagation field is activated the
highest and its population activity signals the presence of a shape. Due to
the wide-spread representation of a shape, recognition is enormously
robust and occurs without error. The recognition system has already been
presented in book form (Rasche 2005, The Making of a Neuromorphic
Visual System, Springer, New York) but is here publicly presented the first
time.

Acknowledgment: This work was supported by grants from the National
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Institute of Mental Health (1 R03 MH59845) and The Pennsylvania State
University, both to Michael ] Wenger

220 Character recognition and Ricco’s law

Hans Strasburger (strasburger@uni-muenchen.de)'?; 1Georg-August
sity G ttingen, >Ludwig-Maximilians University Munchen

Univer-

The contrast threshold for the detection of patches of light depends upon
stimulus size as described by Ricco’s classical law of areal summation. The
critical diameter within which Ricco’s law holds increases with retinal
eccentricity. Here we present an analogon of Ricco’s law for the
recognition of characters at low contrast, and describe its variation with
retinal eccentricity. Stimulus size has a more pronounced effect on
character recognition than it has on stimulus detection, such that the
maximum slope of the (log-log) areal-summation function is much steeper
than Ricco’s (-2) slope. It ranges from -3 in the fovea to -7.5 at 308
eccentricity. At larger stimulus sizes there is a range at which Weber
contrast threshold Cyy is proportional to stimulus area 52 (i.e. slope is -2);
we denote this as the Ricco size range. The latter increases with retinal
eccentricity at the same rate as receptive field size. Furthermore, the effect
size Cpy x S2 is a constant multiple of Spillmann’s perceptive field size. The
law will be formally related to that presented by Fischer & May (1970) for
the cat.

Acknowledgment: Study supported by the Deutsche

Forschungsgemeinschaft, STR 354 /3-1
http://rocky.psych.ucla.edu/

221 Different Aspects of Form Perception Develop at Diffierent
Rates

Yasmine El-Shamayleh (yasmine@cns.nyu.edu), Lynne Kiorpes', ]. Anthony
Movshonl; Center for Neural Science, NYU

Newborn macaques can detect the presence of luminance gratings.
However, they are unable to process more complex cues, such as dots
pairs that define a global form percept in Glass patterns, until about 11
wks. This difference may be due to the late development of ventral
extrastriate areas, known to be important for mature form vision, or may
be attributed to differences in the extent of spatial integration required to
extract the form cues present in simpler and more complex stimuli. To
address this question, we compared the performance of macaques on a
texture-defined form task, which did not require extensive integration
over space, to detection of Glass patterns. The texture cue was defined by
differences in the orientation of carrier patterns whose spatial form was
determined by a separate modulator pattern (Landy & Oruc, 2002).

We trained young monkeys to discriminate orientation. We presented two
modulators; one vertical, the other horizontal. The animal’s task was to
indicate the vertical target. We varied texture modulation depth and
modulator spatial frequency, and used either horizontal/vertical or
oblique carrier patterns whose orientation differed by 90 deg. For
comparison, we tested the same animals on a Glass pattern detection task
using concentric or linear form cues.

Infant monkeys can detect texture-defined boundaries as early as 4 wks
and are able to use this cue for orientation discrimination as early as 6 wks.
Sensitivity is higher for textures defined by horizontal/vertical carriers
than for those based on oblique carriers. All animals performed the texture
discrimination at earlier ages than Glass pattern detection. Our results
suggest that different aspects of form perception develop over different
time courses, reflecting a developmental cascade of visual functions. Thus,
mechanisms underlying the integration of form cues on a local spatial
scale mature earlier than those implicated in global spatial integration.
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222 Predicting the Orientation of Invisible Stimuli from Activity
in Human Primary Visual Cortex

John-Dylan Haynes (haynes@fil.ion.ucl.ac.uk)V?, Geraint Rees"?; TWellcome
Department of Imaging Neuroscience, Institute of Neurology, University College
London, London/UK, Institute of Cognitive Neuroscience, University College
London, London/UK

It has been proposed that activity in human primary visual cortex (V1) is
necessary but not sufficient for conscious awareness, but direct physiolog-
ical evidence for the activation of human V1 in the absence of awareness
has been elusive. Here, we used functional MRI to measure activity in V1
while participants viewed masked and invisible orientated gratings.
Remarkably, when participants were unable to report the orientation of a
masked grating they were viewing, we could nevertheless predict its ori-
entation significantly better than chance, based only on a single brief mea-
surement of activity from their primary visual cortex. This was achieved
by using multivariate pattern-recognition to substantially improve the
ability to detect orientation signals in V1 (see also Kamitani & Tong, VSS
2004). Thus, activity in primary visual cortex conveys orientation-specific
information that is inaccessible to conscious report. Orientation can there-
fore be represented unconsciously in V1, suggesting that information must
be relayed to another region of the brain to be represented in conscious
experience.

Acknowledgment: This work was funded by the Wellcome Trust.

223 Brain Correlates of Conscious Perceptions

Philippe G Schyns (p.schyns@psy.gla.ac.uk)!, Marie L Smithl, Frederic
Gosselin?®; TUniversity of Glasgow, Scotland., *University of Montreal, Canada.

A fundamental problem in vision is to understand which visual informa-
tion correlates with the perception of a stimulus and how the brain extracts
and aggregates this information to arrive at a conscious perception. We
examined this problem in a case study involving the perceptual reversal of
an ambiguous image (here, Dali's painting the Slave Market with the Dis-
appearing Bust of Voltaire). We applied Bubbles in 3D space (2D image
space x 5 spatial scales) to five observers disambiguated the image. We
determined the visual information correlated with each perception from
the observers’ responses (‘nuns’ vs. "Voltaire’ vs. ‘don’t know’). Simulta-
neously, we recorded the observers” EEG at 1024 Hz with a 64 electro-cap
and determined the visual information correlated with modulations of
amplitude in the theta, alpha, beta and gamma bandwidths of oscillatory

EEG activity.

Brain correlates of conscious perceptions are likely to integrate the scale
information that determines the ’the nuns’ vs. "Voltaire’ behavioral
responses. To find the time points of highest scale integration, we first
derived the sensitivity of oscillatory brain activity to the scale information
associated with behavioral responses, independently for each EEG band.
We computed these sensitivity curves from -200 to +800 ms around stimu-
lus onset, in 2 ms independent time steps. The sensitivity curves (one for
each spatial scale considered) effectively project EEG activity into the
space of the scale information associated with perception. To find the time
points of highest information integration, we computed phase-locking fac-
tors between all possible pairs of sensitivity curves and averaged them.

With this new approach, we were able to isolate the time points at which
brain signals are mostly correlated with an integration of the spatial scale
information underlying the perception of each observer. This suggests a
new approach to find the brain correlates of conscious subjective percep-
tions.

224 Learning to ignore: Practice can increase disappearance
in motion induced blindness

Yoram S Bonneh (yoram.bonneh@uweizmann.ac.il), Dov Sagi', Alexander
Coopermunl; The Weizmann Institute of Science, Rehovot 76100, Israel.

In Motion-induced-blindness (MIB; Bonneh et. al., Nature 2001), a salient
static or slowly moving pattern (target) may disappear and reappear spon-
taneously in the presence of a global moving pattern (mask). The effect
which varies in magnitude across the visual field, involves, at least in part,
high level processing as disappearance depends on Gestalt properties of
the target, on the 3D relations of target and mask, and on some residual
processing of the invisible patterns (adaptation, grouping). Here we report
that practice across several weeks may show gradual increase of the
amount of disappearance. Six naive observers reported the disappearance
of a single target in an optimal position at 2.5 deg. of eccentricity, which
was embedded in a dynamic mask of two types: the standard rotating dot
sphere and a new mask constructed from an inner small sphere and a
larger rotating dot ring around fixation that surrounded the target from
the outside. During the course of 12 sessions along 3 weeks, four of the
observers reported progressively more disappearance, reaching a two-fold
increase in the accumulated duration of invisibility (up to 80% invisibility).
The increase of disappearance was mainly expressed as lengthening of the
invisibility periods and shortening of the visibility periods rather than
changing the rate of disappearance events. The effect was partially specific
to the position of the target (quadrant, eccentricity) as well as to the type of
mask. We interpret the results in terms of "learning to ignore" in which the
system learns to adapt and ignore more rapidly and for longer durations a
trained stimulus in a trained context as part of a novelty-seeking process.
The lengthening of the invisibility periods indicates altered processing of
the invisible target, and/ or enhanced processing of the visible mask, possi-
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bly by learning to better objectify it in a competitive process that occurs in
the absence of a coherent stimulus interpretation.

Acknowledgment: Supported by the National Institute for Psychobiology
in Israel founded by The Charles E. Smith Family.

225 Neural correlates of conscious visibility found in ipsilateral
retinotopic cortex

Po-Jang Hsieh (peter.u.tse@dartmouth.edu), Gideon P Caplovitz, Peter U Tse;
Dartmouth College

Perceptual fading occurs when an object, though present in the world and
casting light upon the retina, vanishes from visual consciousness. Percep-
tual fading may be caused by bottom-up local adaptation mechanisms that
attenuate the edge signal sent to cortex by retinal ganglion cells under con-
ditions of visual fixation. In addition, there may be a cortical component
underlying perceptual fading because a "filling in" mechanism replaces the
missing object information with that of the background. The event-related
functional magnetic resonance imaging (fMRI; n=15) data reported here
reveal that the BOLD signal in ventral retinotopic areas (V1, V2V, VP, and
V4V, but not LGN, V2D, V3, V3A, or MT) decreases when an object subjec-
tively disappears, and increases when the object reappears. Surprisingly,
this effect occurs whether the stimulus is presented contralaterally or ipsi-
laterally. This modulation occurs on top of a negative BOLD response in
V1/V2, suggesting modulation of an inhibitory signal that suppresses neu-
ral activity in ipsilateral and contralateral retinotopic areas. We conclude
that there must be cortical signals involved in perceptual fading for three
reasons: (1) Negative BOLD responses observed in the ipsilateral LGN
must be due to a feedback signaling mechanism sent from the cortex; (2)
Though there is a general decrease in BOLD signal response in the LGN, it
does not modulate with perceptual state. Therefore, the neural correlates
of perceptual fading presumably occur after the LGN, whether in V1 or
elsewhere in cortex; (3) Since the object that fades does not project signal
directly from the retina to ipsilateral V1, the ipsilateral effect implies that
ipsilateral V1 is receiving feedback from either contralateral V1 or other
cortical areas.

226 Visual Motion Shifts Perceived Position Without Awareness of
the Motion David Whitney (dwhitney@ucdavis.edu); Center for Mind &
Brain and Department of Psychology, The University of California, Davis, USA

A number of striking illusions show that visual motion influences per-
ceived position. While most of these demonstrations have used luminance
defined motion, presumably detected by passive motion processing units,
more recent demonstrations have shown that it may not be the physical or
retinal motion that matters: the perception or awareness of motion may
actually determine perceived position (Shim & Cavanagh, 2004; Watanabe,
et al.,, 2002, 2003). In fact, all motion-induced position shifts may be a prod-
uct of higher level mechanisms like inferred motion or attentive track-
ingéprocesses that require an awareness of motion. To test whether an
awareness of motion is necessary to shift the perceived positions of sta-
tionary objects, subjects adapted to a moving pattern in a crowded scene
filled with other moving patterns; because of the crowding, subjects could
not identify the direction of motion in the adaptation pattern. Following
adaptation, when a single static test stimulus was presented within the
adapted location, subjects perceived the test stimulus to be shifted in posi-
tion. Even when the test stimulus did not display a motion aftereffect, it
still appeared shifted in position due to the previous motion that subjects
were not aware of. The results suggest that awareness of motion is not nec-
essary to shift the positions of stationary objects, and that there must be a
contribution of passive, bottom-up motion detection mechanisms to per-
ceived position.
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227 Surround Masking Comes After Cross-orientation Masking,
and is Only Found in the Periphery

Yury Petrov (yury@ski.org), Matteo Carandini, Suzanne McKee; The Smith-Ket-
tlewell Eye Research Institute, San Francisco, CA

Physiological measurements show two types of V1 suppression: cross-ori-
entation and surround. Oddly, few psychophysical studies of contrast
masking show any evidence of surround suppression. We measured how
contrast thresholds for a Gabor target were modulated by the two types of
suppression. Our results show that both types of suppression strongly ele-
vate the detection thresholds, but have very distinct properties. For masks
superimposed and coextensive with the target (overlay masking) suppres-
sion is largely independent of mask orientation and spatial frequency. But,
for annular surrounds (surround masking) the suppression is sharply
tuned for the same orientation (20 deg. bandwidth) and spatial frequency
(1.5 octave bandwidth) as the test. We also show that, while overlay mask-
ing originates from within the target area, surround suppression originates
from the extended annulus around it. For stimulus configurations that
mimic the physiological arrangements, our contrast sensitivity measure-
ments are completely consistent with the known physiology. By making
use of the distinct tuning properties of the two types of suppression we
showed that cross-orientation masking precedes surround masking. Our
most surprising result is that while overlay masking is essentially the same
at foveal and peripheral loci, surround masking is very strong in the
periphery but nearly absent in the fovea. This explains the contradiction
between physiology and psychophysics: the majority of psychophysical
studies positioned their stimuli in the center of the visual field, while phys-
iological recordings were mostly done for stimuli shown in the periphery.
Our results indicate that surround suppression may have a different func-
tionality than cross-orientation suppression, which is thought to be a con-
trast-normalization mechanism. Perhaps the iso-orientation suppression
masks homogeneous peripheral regions, thereby selecting salient regions
for further foveal scrutiny.

228 The spatial interaction zone of a shapeless noise flanker
Bosco S Tjan (btjan@usc.edu), Sabin Dang'; University of Southern California

Crowding, in which flankers impede the identification of an adjacent tar-
get, represents a significant deficit in form vision in the periphery. Crowd-
ing persists even after having compensated for the lower spatial acuity in
the periphery. Little consensus exists among the theories of crowding. Pal-
omares et al. (ARVO99) showed that while white noise was an effective
masker when superimposed on a letter target, it was ineffective as a spa-
tially separated flanker, challenging any contrast-masking theory for
crowding. We (He & Tjan, VSS04) found evidence that "pink" noise,
obtained by phase-scrambling a letter, was an effective flanker, which
defies theories that rely on similarities between high-level features and
imprecision in spatial attention. The purpose of the current study is to
determine if pink letter noise are as effective as letter flankers by measur-
ing the threshold contrast vs. spatial separation (TvS) function. Threshold
contrast for identifying a letter target at 5-deg inferior visual field, of size
2.5 times the Ss” acuity, was measured as a function of spatial separation
between the target and flankers. The flankers (at 20% rms contrast) were
white noise, pink noise, or letters. The TvS functions for letter flankers and
pink noise were virtually identical, both showed a threshold elevation of
0.6 log units (factor of 4) at a separation of 0.8 x-height which declined rap-
idly with a log-log slope of -1.4 to 0.05 log units at a separation of 2 x-
height. In contrast, white noise elevated threshold by only 0.3 log units at a
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separation of 0.8 x-height, and its TvS function declined gradually with a
log-log slope of -0.63. In a separate experiment, we showed that when
white noise or pink noise was superimposed on a letter target, they led to
the same threshold elevation. Our results show that a minimum require-
ment for an effective flanker is that it has a similar spatial-frequency distri-
bution as the target but need not share any high-level features.

229 Modeling Neural Tuning to Border Ownership of Figures
through Intracortical Interactions in V2

Li Zhaoping (z.li@ucl.ac.uk); Dept. of Psychology, University College London

A border between two image regions is normally owned by only one of the
regions; determining which one is essential for surface perception and fig-
ure-ground segmentation. Border ownership (BOWN) is signalled by
some V2 neurons, even though its value depends on information coming
from well outside their classical receptive fields (Zhou, Friedman, von der
Heydt, J. Neurosci. 20(17):6594-411, 2000). Tuning to BOWN is signifi-
cantly weaker or even absent in V1, so the tuning in V2 cannot be relayed
from V1. Thus the key question arises whether the context-dependent neu-
ral tuning to BOWN in V2 is generated by mechanisms within this area, by
top-down feedback from higher visual areas, or by a combination of both
top-down and local mechanisms. I use a model of V2 to show that this
visual area can plausibly generate the ownership signal by itself, without
requiring top-down mechanisms or external explicit labels for figures, T
junctions or corners. In the model, neurons have spatially local classical
receptive fields, are tuned to orientation, and only receive information
(from V1) about the location and orientation of borders. Tuning to BOWN
arises in the model through finite-range, intra-cortical interactions. The
model can account for the physiological observations in Zhou et al 2000
and Qiu and von der Heydt, VSS abstract 115, 2003, including the effect of
occlusion, transparency and figures of different sizes, shapes and neigh-
borhood relationships. The model also makes testable predictions, the
matches to which can be used to constrain the model parameters further.
The model can be extended to include the effects of additional image cues,
such as surface luminance and depth, or top down attention, whose influ-
ence on BOWN have been observed psychophysically.

Acknowledgment: Work supported by Gatsby Charitable Foundation
httpy//vr.mcmaster.ca/lab/

230 Classification Images For Second-Order Patterns  Velitchko
Manahilov (vma@gcul.ac.uk)l, William A Simpsonz, Julie Calvert’; lDepartment
of Vision Sciences, Glasgow Caledonian University, Cowcaddens Road, Glasgow
G4 0BA, UK, 2Simulation & Modelling Section, DRDC Toronto, 1133 Sheppard
Avenue West, Toronto, Ontario, Canada M3M 3B9

Vision is sensitive to first-order luminance patterns and second-order
modulations of carrier contrast. The response classification technique has
shown that the observers’ template for detecting first-order patterns
resembles the waveform of the luminance modulations. We sought to
determine the relevant stimulus features used by human observers to
detect contrast modulations. Two types of carrier were used: a 10-c/deg
sinusoidal grating and one-dimensional static binary noise. The carrier
contrast was modulated by a sinusoidal signal of 2 c¢/deg. The stimuli
were embedded in one dimensional Gaussian static noise. The observers
detected the second-order patterns in 2 alternative forced choice experi-
ments.

We found that the classification images for contrast modulations of a sinu-
soidal carrier resembled the side-band component of the contrast modula-
tions (the product of the carrier and the modulation signal). The
classification images for contrast modulations of binary noise contained a
component at the modulation frequency. These findings correspond to
two models for detecting contrast modulations. The first one consists of a
matching device whose template is a copy of the difference between the
stimuli presented in both stimulation fields, which is the side-band com-
ponent of the contrast modulations. The second model is based on the idea
that second-order patterns are detected by a distinct second-order path-

way consisting of a non-linearity followed by a matching device which
extracts the modulation signal.

The results suggest that the observers may use different strategies to detect
second-order patterns depending on the nature of the carrier. When the
carrier is a sinusoidal grating, the template is the side-band component of
the contrast modulations which could be implemented by a combination
of luminance channels. When the carrier is binary noise, observers seem to
use a non-linear second-order pathway whose template is a copy of the
modulation signal.

231 Maximum differentiation competition: A methodology for
comparing quantitative models of perceptual discriminability

Zhou Wang (eero.simoncelli@nyu.edu)?, Eero P. Simoncelli%?; "Howard Hughes
Medical Institute, Center for Neural Science, and, 2Courant Institute for Mathe-
matical Sciences, New York University

Given two quantitative models for the perceptual discriminability of stim-
uli that differ in some attribute, how can we determine which model is bet-
ter? A direct method is to compare the model predictions with subjective
evaluations over a large number of pre-selected examples from the stimu-
lus space, choosing the model that best accounts for the subjective data.
Not only is this a time-consuming and expensive endeavor, but for stimu-
lus spaces of very high dimensionality (e.g., the pixels of visual images), it
is impossible to make enough measurements to adequately cover the space
(a problem commonly known as the "curse of dimensionality").

Here we describe a methodology, Maximum Differentiation Competition,
for efficient comparison of two such models. Instead of being pre-selected,
the stimuli are synthesized to optimally distinguish the models. We first
synthesize a pair of stimuli that maximize/minimize one model while
holding the other fixed. We then repeat this procedure, but with the roles
of the two models reversed. Subjective testing on pairs of such synthesized
stimuli provides a strong indication of the relative strengths and weak-
nesses of the two models. Specifically, if a pair of stimuli with one model
fixed but the other maximized/minimized are very different in terms of
subjective discriminability, then the first (fixed) model must be failing to
capture some important aspect of discriminability that is captured by the
second model. Careful study of the stimuli may, in turn, suggest potential
ways to improve a model or to combine aspects of multiple models.

To demonstrate the idea, we apply the methodology to several perceptual
image quality measures. A constrained gradient ascent/descent algorithm
is used to search for the optimal stimuli in the space of all images. We also
demonstrate how these synthesized stimuli lead us to improve an existing
model: the structural similarity index [Wang, Bovik, Sheikh, Simoncelli,
IEEE Trans Im Proc 13(4), 2004].

232 Dynamics of centre-surround interactions in orientation
perception

Szonya Durant (szonyad@psych.usyd.edu.au), Colin W.G. Clifford; Colour,
Form & Motion Lab, School of Psychology, University of Sydney, Sydney NSW
2006, Australia

Contextual effects abound in vision. For example, a vertical grating
appears rotated away from a surrounding grating that is oriented at 15? to
the vertical: the tilt illusion (TT). The orientation-selective nature of the Tl is
consistent with mediation by interactions within visual cortex. Here, we
investigate the dynamics of these interactions by presenting centre and
surround asynchronously. The test stimulus is a 1cpd sinusoidal grating
presented in a 3? diameter circular aperture. The surround is a grating of
the same spatial frequency oriented at £15? to the vertical and presented in
an annulus with an external diameter of 15?. Centre and surround are each
presented in Gaussian temporal windows of 20ms full-width at half-
height. Subjects report whether the central grating appears tilted clockwise
or anti-clockwise from vertical. Subjective vertical is measured for *15?
surrounds using interleaved adaptive staircases. The magnitude of the TI
is taken as half the difference between subjective vertical for the two sur-
round orientations. We vary the contrast of these gratings, the size of the
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spatial gap between them, and their relative timing. At equal contrast with
no spatial gap, the largest effect typically occurs when centre and sur-
round are presented simultaneously. Varying stimulus contrast affects the
asynchrony at which the maximum TI occurs, so that in general presenting
the surround earlier produces the largest effect. Introducing a spatial gap
between centre and surround tends to reduce the TI magnitude without a
clear modulation in temporal properties. These results demonstrate that
manipulating the spatial properties of the stimulus can change not only
the size of the TI but also its temporal tuning. We argue that manipulations
of this kind may prove valuable in disambiguating the role of lateral inter-
actions and intra-cortical feedback in contextual modulation.

Attentional Mechanisms

3:15-5:00 pm
Hyatt North Hall
Moderator: John Palmer

233 Temporal dynamics of covert attention
1

Marisa  Carrasco (amg223@nyu.edu)1'2, Anna Marie Giordano', Brian
McElree'; INew York University - Department of Psychology, >New York Uni-
versity - Center for Neural Science

Background: Covert attention increases discriminability and accelerates
the rate of visual information processing (Carrasco & McElree, 2001). In
addition, covert attention eliminates the temporal processing asymmetries
that exist along the meridians of the visual field (i.e., temporal perfor-
mance fields: information accrues faster in the horizontal than vertical
meridian and in the North than South locations; Carrasco et al., 2004). Here
we examined whether the effect of attention on information accrual varies
with eccentricity (48 vs. 98) and with search type (feature vs. conjunction).
Methods: We collected time-course functions for orientation discrimina-
tion with the response-signal speed-accuracy trade-off (SAT) procedure.
Each trial began with a cue (67 ms), peripheral (a circle adjacent to target
location) or neutral (a circle at fixation). After a 53 ms ISI, a 2-cpd target
Gabor patch (tilted either to the right or left) and 0 or 7 distracters
appeared for 40 ms at 8 equidistant locations from fixation at 48 or 98
eccentricity. In the feature task, all distracters were vertical 2-cpd gratings.
In the conjunction task, some distracters shared the orientation of the tar-
get and others shared its spatial frequency: the 2-cpd distracters were ver-
tical patches; half the 8-cpd distracters were tilted to the left, and half to the
right. To measure discriminability and information accrual conjointly from
chance to asymptote, a tone sounded at 1 of 7 SOAs, ranging from 40 to
2000 ms, prompting observers to respond.

Results: For all observers, information processing was faster at 98 than 48,
consistent with our previous findings. Covert attention increased discrim-
inability and accelerated information accrual similarly for near and far
eccentricities and for both feature and conjunction searches. In contrast to
the compensatory effect of covert attention on temporal performance
fields, covert attention did not eliminate speed differences across eccentric-

ity.

234 The neural hémodynamics of a speed-accuracy tradeoff
in decision making

Jason Tvanoff (jason.g.ivanoff@vanderbilt.edu), Philip Branning', René Marois';
Center for Integrative and Cognitive Neuroscience, Vanderbilt Vision Research
Center, Department of Psychology, Vanderbilt University, Nashville, TN

Under conditions in which response speed is stressed, response accuracy
often suffers. Using a motion coherence task and functional magnetic reso-
nance imaging (fMRI) chronometry, we sought to identify neural regions
that are differentially sensitive to the mental set for speed versus accuracy.
Regions of interest (ROIs) involved in the detection of motion coherence
were first identified in a localizer run by comparing high coherence dis-
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plays with static displays. The other fMRI runs stressed either speed (SPD)
or accuracy (ACC) of the task in separate blocks of event-related trials
(‘mixed-trial” design). We used an experimental manipulation that allowed
reaction time differences between ACC and SPD conditions to be resolved
with fMRI: for each 20s-long trial, the proportion of dots with coherent
motion was either nil (0% coherence) throughout the trial, started at 0%
and increased 3% every 2s, or remained constant at a low coherence (<
10%). The behavioral data revealed the expected speed-accuracy tradeoff:
the ability to detect and identify the direction of motion coherence (left-
ward vs rightward) was better under ACC instructions and, conversely,
reaction times were shorter under SPD conditions. Time course analyses
revealed that the temporal dynamics of the peak BOLD signal corre-
sponded with reaction time differences between SPD and ACC conditions
in a large network of sensory, motor and premotor regions. Furthermore,
the mental set for speed versus accuracy had a more dramatic impact on
frontal/ prefrontal cortex activity than in sensory/perceptual cortex (MT+
and extra-striate cortex). These results suggest that the establishment of a
mental set for speed versus accuracy is not equally implemented across the
neural network mediating the detection and identification of motion
coherence.

Acknowledgment: CICN, NIH, NSERCC, NSF

235 Attention-based long-lasting sensitization and suppression
of colors

Chia-huei Tseng (CH_Tseng@alummni.uci.edu)!, Zoltn Vidny nszky?, Thomas
Papathomas™>, George Sperling®; 'Lab of Vision Research, RuCCS, Rutgers Uni-
versity, Piscataway, NJ 08854, U.S.A., °Neurobiology Research Group, Hungar-
ian Academy of Sciences - Semmelweis University, 1094 Budapest, Hungary,
3Department of Biomedical Engineering, Rutgers University, Piscataway, NJ
08854, U.S.A., “Department of Cognitive Sciences, Department of Neurobiology
and Behavior, and Institute of Mathematical Behavioral Sciences, University of
California, Irvine, California, 92697, U.S.A.

In contrast to the short-duration and quick reversibility of attention, a
long-term sensitization to color based on attention in a visual search task
was reported by Tseng et al. (Nature, 2004). When subjects are trained for a
few days to search for a red object among colored distracters, sensitivity to
red is altered for weeks. This sensitization is quantified using ambiguous
motion displays containing isoluminant red-green and texture-contrast
gratings, in which the perceived motion direction depends both on the
attended color and on the relative red-green saturation. Thus, sensitization
can be measured by the additional color saturation required to balance the
motion sequence.

Such long-term effects could result from either sensitization of the
attended color, or suppression of unattended colors, or a combination of
the two. Here we tried to unconfound these effects by eliminating one of
the paired colors of the motion display from the search task. The other
paired color in the motion display can then be either a target or distracter
in the search task. Thereby, we can separately measure the effect of atten-
tion on sensitizing the target color or suppressing distracter colors.

The results in the motion test indicated both effects, sensitization of the tar-
get color in the search task and suppression of the distracter colors: i When
red was the attended color and blue was the distracter color, salience to
red increased at the expense of green for 4/5 subjects. i When blue was the
target color and red was the distracter color, suppression of red in favor of
green occurred in 3/4 observers. The magnitudes of sensitization and sup-
pression were positively correlated with search performance. Conclusion:
Selective attention to a color in visual search causes long-term sensitization
to the attended color and long-term suppression of the unattended color.
Our findings imply that the facilitatory and inhibitory effects of attention
might be mediated separately.
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236 Effect of prior probability on choice and response time in a
motion discrimination task

John  Palmer (jpalmer@u.washington.edu)!, Maria K. McKinley?, Mark
Mazurek?, Michael N. Shadlen>®*% 'Department of Psychology, University of
Wiashington, 2Department of Physiology and Biophysics, University of Washing-
ton, SHoward Hughes Medical Institute, 4Washington National Primate Research
Center

A decision is a commitment to a proposition or action based on a combina-
tion of evidence, prior knowledge and the anticipated costs and benefits.
Even simple psychophysical tasks draw on these elements when an
observer chooses between two alternatives. Here, we address how sensory
evidence is combined with prior knowledge of the probability of the alter-
natives. Human and nonhuman primates discriminated the direction of
dynamic random dot motion. We manipulated both stimulus strength and
prior probability that the motion was to the left or right. Observers viewed
displays consisting of a pair of peripheral choice targets and a central
patch of dynamic random dots. A fraction of the dots chosen at random
moved coherently to the left or right. The task was to indicate the net direc-
tion of motion by making an eye movement to the left or right target.
Motion strength was manipulated by varying the motion coherence and
bias was manipulated by varying the probability of a particular direction
of motion within a block of trials. We found that the effect of prior proba-
bility is equivalent to the effect of motion strength: changing the odds of
rightward motion from 1:1 to 4:1 induced a change in both choice and
response time equivalent to adding about 5% coherence to the right. This
result is inconsistent with the traditional view that prior probability affects
decisions by altering the decision criterion. In the framework of sequential
sampling (e.g., random walk) models, a change in criterion predicts a pat-
tern of choice and response time that was not seen in our experiments. Our
findings are consistent with sequential sampling, but instead of affecting
the decision criterion, prior probability affects the representation of the
sensory information. This sensory effect resembles feature-based attention.
Although the result seems to contradict a tenet of Bayesian decision mak-
ing, we show that it may be a sensible strategy under some conditions.

Acknowledgment: Supported by HHMI and NIH grants RR00166 and
EY11378

237 Temporal kernels of motion perception are sharpened by
training and attention

Geoffrey M Ghose (geoff@cmrr.umn.edu), Pamela Walsh; University of Minne-
sota

The perceptual and physiological consequences of visual attention and
training have primarily been studied using tasks which are spatially, but
not temporally, demanding. To investigate the effects of attention and
training on temporal integration, we used a temporally demanding motion
detection task. Two monkeys were trained to detect a brief pulse of motion
(67-117 ms) inserted into one of two peripherally located arrays of ran-
domly moving Gabors. Attention was investigated by shifting the proba-
bility of pulse occurrence over the course of a trial between the two arrays
and had clear behavioral effects: performance and reaction times
improved when the motion pulse occurred at a likely time and place. To
investigate the mechanisms underlying this effect, perceptual spatiotem-
poral kernels were constructed by averaging the random motion preced-
ing false alarms. By comparing kernels constructed according to a global
motion metric with those constructed according to a local motion metric,
we determined that the animals were spatially integrating over the entire
array. Consistent with this conclusion, reaction times closely corresponded
to the latency of the global motion kernel. To evaluate the effect of atten-
tion, we then compared temporal kernels associated with false alarms
made during a high probability epoch with kernels constructed from low
probability epochs. As expected, attention increased the sensitivity of
motion perception. However, the effect of attention was not a simple gain
change: attention sharpened the temporal kernel so that it was better
matched to the duration of the motion pulse. Furthermore, we found that

this attentional effect increased with training as the subjects were able to
detect briefer motion pulses. These results contrast with a classification
image study showing attention increasing spatial sensitivity but not selec-
tivity (Eckstein et al, 2002) and suggest that attention can have distinct
effects on spatial and temporal integration.

Acknowledgment: NIH R01-EY014989, MIND Institute, Keck Foundation

238 Attention-dependent discrete motion

perception.

Rufin  VanRullen (rufin@klab.caltech.edu)!, Leila Reddy?, Christof Koch’;
1CNRS-Centre de Recherche Cerveau et Cognition, Toulouse (France), 2CNS
Program, California Institute of Technology, Pasadena (USA)

sampling of

Temporal subsampling of the perceptual stream can cause illusory rever-
sals of the perceived motion direction. This "'Wagon Wheel Illusion’, most
apparent in movies or on television, can also be observed under continu-
ous illumination, suggesting that our visual systems too might sample
motion in a sequence of discrete epochs (Purves et al, Proc. Nat. Acad. Sci.
USA, 1996). This phenomenon is bistable by nature, with the actual motion
direction generally dominating perception (Kline et al. Vis. Res, 2004). Pre-
viously we reported that a motion energy model subsampling visual
inputs at a rate between 10 and 20 Hz can quantitatively predict the rela-
tive durations of real and illusory percepts during continuous viewing of
the illusion (VanRullen et al, Society for Neuroscience, 2004). Here we
used pairs of gratings drifting in opposite directions to investigate this
effect. By way of these ‘counterphase’ gratings of slightly different con-
trasts, one can directly manipulate the ambiguity of motion direction, and
enhance the relative strength of the illusory percept. We found that motion
direction judgments for these stimuli were selectively impaired around 10
Hz, as predicted by the temporally subsampled motion energy model.
Interestingly, this impairment vanished when focal attention was directed
away from the motion stimulus. We used a dual-task paradigm to draw
spatial attention to a stream of rapidly presented randomly rotated letters
at the center of the grating. Under these conditions, simultaneous motion
direction judgments were in fact better at 10 Hz than when attention was
directed to the motion itself. This is one of very few known instances were
focal attention is found to impair performance. These results support the
idea that, at least in some circumstances, the visual system represents
motion in discrete epochs, and that this effect is mediated by focal atten-
tion.

239 Single neuron correlates of change blindness in the human
medial temporal lobe

Leila Reddy (Ireddy@Klab.caltech.edu)!, Patrick Wilken?, Rodrigo Quian-
Quiroga®3, Christof Koch?, Itzhak Fried*; California Institute of Technology,
Pasadena, CA., 2Ot‘i‘o-von-Guericke-l,lnz'versit’%mi‘, Germany, 3University of
Leicester, U.K., *Division of Neurosurgery, University of California at Los Ange-
les, CA

Observers are often unaware of changes made to the visual environment
when attention is not focused at the location of the change. This phenome-
non, known as change blindness, has been extensively studied using psy-
chophysics and fMRI. Yet its correlates at the single cell level remain
unclear. We recorded from the medial temporal lobe (MTL) of patients
with pharmacologically intractable epilepsy, implanted with depth elec-
trodes and microwires, to localize the focus of seizure onsets. Subjects
were shown one set of 4 simultaneously presented images twice, each time
for 1s, with a brief blank interval of 1.5s between the 2 presentations. On
half the trials, a change occurred at one of the four locations, and subjects
had to report whether they detected the change or not. In separate "screen-
ing" sessions, specific images that cells were visually responsive to ("pre-
ferred stimuli") were determined. We investigated neuronal responses
when the set of preferred stimuli were used as changing elements. We
have currently recorded from 29 visually responsive cells in 10 patients
using this paradigm. Over these cells, the preferred stimuli elicited signifi-
cantly higher firing rates on correct trials (e.g. change detection) compared

65

2
—
c
X
=
=<
aY
=




SATURDAY PM

SATURDAY PM

TALKS

Saturday, May 7, 2005

to incorrect (e.g. change blindness) trials. For each cell, we were able to
predict on a trial-by-trial basis (using an ROC analysis) whether or not a
change occurred 65% of the time on average. Thus, the firing rates of cer-
tain MTL cells constitute a neural correlate of change detection and change
blindness.

Lightness and Surfaces

3:15-5:00 pm
Hyatt South Hall
Moderator: Branka Spehar

240 Lightness computation in the simplest images

Alan L Gilchrist (alan@psychology.rutgers.edu), Ana Radonjic; Rutgers Univer-
sity - Newark

The simplest image consists of two different gray surfaces that fill the
entire visual field. Perceived lightness is determined by both photometric
and geometric factors. As for photometric relations, Li and Gilchrist (1999)
found that the region with the highest luminance appears white. As for the
geometric factor, the larger a region, the whiter it appears. We mapped the
exact function of this effect. Nine opaque acrylic hemispheres (diam = 74
cm) were created. Each was divided into two radial sectors of dark and
light gray (dark sector: 11?, 22.5?, 45?, 90?, 180?, 270?, 305?, 327?, 355?;
reflectances: light: 36%, dark: 7.7%, luminance ratio 4.7:1). Each hemi-
sphere was viewed by a separate group of 20 observers. Results: the lighter
region always appeared white, while the lightness of the darker region
moved from middle gray to very light gray as its area moved from 11
degrees to 355 degrees, but most of this change occurred when the darker
region was more than half the total area. These results can be understood
in terms of the photometric/geometric conflict. When the darker area is
less than half, the lighter region has both the highest luminance and the
largest area. Thus it makes a stable anchor and area plays little role. But as
the darker region grows larger a conflict emerges. Each region now has a
claim on white; one as the highest luminance and the other as the largest
area. In addition to this area-lightness effect, three other phenomena occur
in this zone that, while unusual, are also consistent with the conflict: range
compression, brightness indention and perceived luminosity. The area
function that we found is the same as that reported in 9 other studies using
complex images, except for a weaker in the latter case, consistent with the
Kardos principle of co-determination.

Acknowledgment: NSF: BCS-0236701 NIH: BM 60826-02

241 Does Target Lightness Depend on Background Luminance
or Background Lightness?

Ana Radonjic (ana@psychology.rutgers.edu)’, Alan L Gilchrist!, Vilayanur S
Ramachandran®; 'Rutgers University - Newark, 2University of California - San
Diego

When two targets of equal luminance are seen against adjacent dark and
light backgrounds, as in simultaneous contrast displays, does their light-
ness depend on the physical luminance of the two backgrounds, or on
background lightness? We tested this question using the well-known
Mach folded-card illusion. A folded gray card was placed in the convex
(roof) position on a large sheet of glass and illuminated from one side, pro-
ducing luminances of 3.2 and 0.5 ftL. For one group of observers who saw
the card in the roof (convex) position, the two sides appeared differently
illuminated but roughly the same in lightness. By the use of an artificial
shadow cast onto a white surface located below the glass sheet and illu-
sory linear perspective cut into the card, we caused a second group of
observers to see the card in the book (concave) position and the two sides
appeared as black and white. Equi-luminant target squares were added to
each face of the folded card by cutting an aperture in the center of each
face. Although from the observer viewpoint the apertures actually
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revealed sections of a common distant surface, they appeared as opaque
chips lying on the two faces. These were matched for lightness using a
Munsell chart. If background lightness were crucial, we would expect a
larger contrast effect in the book condition. If background luminance were
crucial then we would expect no difference between our conditions. In fact
neither of these outcomes occurred. In the convex condition the targets
appeared as Munsell 2.7 and 6.7, while in the concave condition they
appeared as Munsell 5.7 and 5.9. In a separate study, observers voluntarily
reversed the Mach card, matching the targets in each perceived orienta-
tion. The results were qualitatively the same, but with a reduced difference
between conditions. Thus, target lightness depends, not on background
lightness or background luminance, but on background illumination level.

Acknowledgment: NSF: BCS-0236701 NIH: BM 60826-02

242 Assimilation and Contrast in Complex Configurations

Branka Spehar (b.spehur@unsw.edu.uu)l, Monica Iglesiasl, Colin WG Cliﬁ‘ordz;
ISchool of Psychology, The University of New South Wales, Sydney, Australia,
2School of Pscyhology, The University of Sydney, Sydney, Australia

Lightness induction is the shift in surface appearance caused by adjacent
or nearby surfaces. The spatial arrangement of the surround can make the
appearance of the surface more different from (contrast) or more similar to
(assimilation) the surround. Although most research on lightness induc-
tion has focused on contrast effects, it is effects of assimilation that have
generally proven more challenging for theories of lightness perception.
Although assimilation effects tend to occur with more complex contexts,
often containing repetitive patterns, we are still generally unable to ascer-
tain the particular conditions that determine whether assimilation or con-
trast effects will occur. The present study is motivated by our earlier
findings with White's effect, where assimilation seems to be restricted to
specific luminance conditions (Spehar, Gilchrist & Arend, 1995: Spehar,
Clifford, & Agostini, 2002). A matching procedure and a forced-choice
judgment procedure were used to investigate the influence that the lumi-
nance relationships between target and inducing surfaces had in four dif-
ferent configurations: checkerboard, bullseye, White's effect and
Todorovic's effect. The results demonstrate that under classical luminance
conditions, when target luminance is intermediate in luminance to the dif-
ferent inducing regions, all four configurations produce assimilative
effects. However, when target luminance is either higher than or lower
than that of all the inducing regions, the direction of the illusion reverses
and all four configurations show contrast effects. These results provide
strong evidence for the importance of qualitative luminance relations in
the emergence of assimilation and contrast effects in lightness induction.

Spehar B, Clifford CWG, & Agostini T (2002). Perception, 31, 189-196.
Spehar B, Gilchrist A, & Arend L (1995). Vision Research, 35, 2603-2614.

243 Temporal properties of brightness induction

Mark E. McCourt (mark.mccourt@ndsu.nodak.edu), Barbara Blakeslee, Wren
Pasieka; Center for Visual Neuroscience, North Dakota State University, Fargo,
ND

The brightness of a target depends on its surround, which exerts influence
through lateral interactions mediated by interneurons: A time lag is intro-
duced between the registration of the surround and its effect on target
brightness. DeValois et al. (1986, Vision Research, 26, 887-897) used a
matching technique and found that induced brightness modulations
existed only at temporal frequencies below 2.5 Hz. Paradiso & Nakayama
(1991, Vision Research, 31 1221-1236) and Rossi & Paradiso (1996, Vision
Research, 36, 1391-1398) suggested that brightness percepts are deter-

mined by a “fill-in” process whose signals propagate at 110-150°/sec (6.7-
9.2 ms/degree). We sinusoidally counterphased the inducing grating of a
grating induction display (McCourt, 1982, Vision Research, 22, 119-134) to
create a counterphasing induced grating within the test field. Adding a
second (luminance) counterphasing grating in temporal and spatial
quadrature phase to the induced grating transforms the brightness modu-
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lation into a traveling wave (motion). Varying the temporal phase of the
added luminance grating permits a precise estimate of the temporal phase
lag of induction. Results indicate that induction lag is remarkably short, on
the order of a few milliseconds, and does not vary with inducing field
height in a manner that suggests the operation of a fill-in process.

Acknowledgment: Supported by NIH EY014015-01, RR020151-01 and NSF
IBN-0212798

244 Deformation of perceived shape with multiple illumination
sources

Michael | Tarr (Michael_Tarr@brown.edu), Massimiliano Di Lucal, Wendy D
Zosh'; Department of Cognitive and Linguistic Sciences, Brown University

The human visual system can easily interpret patterns of shading and
attribute them to 3D surfaces. However, perceived shape is rarely veridi-
cal. Here we introduce a new effect in which extreme deformations of
shape are perceived relative to ground truth. Specifically, convex, specular
surfaces illuminated by multiple point-light sources are interpreted in a
manner more consistent with one light source illuminating a quite differ-
ent shape. We hypothesize that the visual system is not able to correctly
derive the shape of objects under multiple illuminations due to an overrid-
ing single light-source assumption. However, this assumption can be dis-
regarded if there is sufficient evidence against it. For example, other cues
to shape such as shadows or stereo disparity may provide information suf-
ficient to support more accurate shape perception, regardless of inferences
based on this assumption (although this does not mean that observers now
interpret the image as arising from multiple light sources). On the other
hand, even the presence of boundary contours may not be sufficient for a
‘correct’ interpretation of the image. Along with psychophysical evidence
that observers interpret multiple light-source images as the product of a
single source, we developed an image-matching method that produces an
image of a shape plus single illuminant that is nearly indistinguishable
from the original image with multiple light sources. This method is based
on local adjustments of slant in order to minimize the difference between
the new image and the target. This method effectively predicts the per-
ceived shape of multiply illuminated convex surfaces. In summary,
observers appear to apply relatively simple assumptions in how they
derive shape percepts from shading. Moreover, it is possible to capture
these assumptions in an image-matching model that accurately predicts
observer performance. Thus, our ability to derive accurate models of light-
ing in a scene may be severely restricted.

245 Voluntary attention modulates the
overlapping transparent surfaces

Peter U Tse (peter.u.tse@dartmouth.edu), Gideon P Caplovitz, Po-Jang Hsieh;
Dartmouth College

brightness  of

A striking new class of brightness illusions (Tse, VR, 2004) is introduced
that cannot be entirely accounted for by bottom-up models. In these illu-
sions, brightness can be modulated by voluntary attention in the absence
of eye movements. For example, imagine three partially overlapping gray
transparent disks on a white background. Fixating any point and attend-
ing to just one disk causes it to darken. These effects may arise from top-
down or mid-level mechanisms that determine how 3D surfaces and trans-
parent layers are constructed, which in turn influence perceived bright-
ness.

Attention is not the only factor that influences perceived brightness here;
Grouping procedures favor the minimal number of transparent layers nec-
essary to account for the geometry of the stimulus, causing surfaces on a
common layer to change brightness together. Attentional modulation of
brightness places constraints on possible future models of filling-in, trans-
parent surface formation, brightness perception, and attentional process-
ing.

In addition to behavioral data characterizing the effect, fMRI was used to
locate areas of the brain that modulate with perceived brightness change.
In an event-related design, 15 subjects viewed just two disks, overlapping

at fixation. They pressed a button whenever the righthand disk darkened,
and carried out a color detection task at fixaton to guarantee fixation,
wakefulness, and attentiveness. The BOLD signal was measured using a
1.5T GE scanner. Voxel volume was 3.75x3.75x5mm in 16 horizontal slices
collected using single-shot T2* weighted gradient-recalled EPI sequences.
Retinotopy was carried out in a separate session.

Neither retinotopic areas (V1, V2d/v,V3/VP, V4v, V3A) nor MT or LGN
were found to modulate with perceived darkening. However, a whole
brain GLM random effects analysis revealed temporal and parietal areas
that modulated with perceived brightness changes. These areas could trig-
ger the percept or serve as the neuronal correlate of this percept.

246 An fMRI Investigation of the Perception of Form, Texture,
and Colour in Human Occipito-Temporal Cortical Pathways

Jonathan S. Cant (jeant@uwo.ca)?, Melvyn A. Goodale"?; 1University of West-
ern Ontario, Canada, >CIHR Group on Action and Perception

In a previous neuroimaging study (Cant et al., VSS 04), we showed that the
processing of object form selectively engages the lateral occipital area (LO),
whereas the processing of surface properties selectively engages the infe-
rior occipital gyrus (IOG) and the collateral sulcus (CoS). It was not clear,
however, whether the pattern of activation associated with attending to
the surface properties of objects was related to the processing of colour, the
processing of visual texture, or a weighted combination of the two. To
explore this question, we carried out an additional neuroimaging study in
which participants performed same/different judgements in separate
blocks of trials on pairs of unfamiliar ‘nonsense’ objects that shared the
same form, colour, or texture. Again we showed that attention to object
form was associated with specific activation in area LO, whereas attention
to surface properties was associated with specific activation in areas I0G
and CoS. Additional surface-property selective regions were also identi-
fied, including the inferior temporal sulcus, the lingual sulcus, and the
fusiform gyrus. In all the surface-property selective regions, however, the
activation associated with surface texture was significantly higher than the
activation associated with either colour or form. In fact, the only regions
where the activation associated with colour was higher than the activation
associated with texture were primary visual cortex and neighbouring
regions in the cuneus. Taken together, the results show that the processing
of object form and the processing of surface properties engage anatomi-
cally distinct regions in the occipito-temporal cortex. With respect to sur-
face properties, it appears that the visual system can extract the colour of
objects relatively early in visual processing whereas information about tex-
ture, perhaps because it is more complex, requires the participation of
higher-order visual areas.

Acknowledgment: Supported by a grant from Canadian Institutes of
Health Research to M.A.G.
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Adaptation

247 Adaptation to blur: normalization or repulsion?

Sarah L. Elliott (smoore@unr.nevada.edu)!, Michael A. Websterl, Mark A.
Georgeson?; 'Department of Psychology, University of Nevada, Reno,
2Neurosciences Research Institute, Aston University

Adapting to a blurred or sharpened image alters the perceived blur of a
focused image, shifting the subjective best-focus toward the level of the
adaptation (Webster et al. Nature Neuro. 2002). This aftereffect could
reflect repulsion in the appearance of stimuli away from the adapt level
(similar to spatial frequency adaptation) or normalization in the
appearance of the adapt stimulus so that it appears better focused (similar
to chromatic adaptation). The two alternatives differ in whether or not the
response to focused stimuli is special, and thus in the functional
implications of blur adaptation. We used matching between pairs of
images to examine the form of the perceptual change. Stimuli were 4-deg
noise images with amplitude spectra filtered over log-log slopes from -2
(strongly blurred) to 0 (white noise). Subjects adapted for 120 s to a
sequence of blurred or sharpened images to the left of fixation, along with
'focused' noise (slope = -1) on the right, and then used a 2AFC task to
match the slope of intermittent test images. Normalization in the perceived
focus of the adapting images was confirmed with a blur-difference task, in
which an adapt pair (shown above fixation) was compared to the same
unadapted image pair shown below. The 1/f images remained similar
while the lower blurred (or sharpened) image had to be sharpened (or
blurred) to match the adapted pair. Changes across different test blur
levels were probed for images with slopes ranging from -1.75 to -.25.
Adapting to a blurred (-1.5) or sharpened (-0.5) sequence produced similar
shifts at test levels near the adaptation, but these diminished and in some
cases changed sign for tests far removed from the adapt. These effects are
inconsistent with a simple normalization and could reflect repulsions
relative to each adapt level. Thus both forms of perceptual change may
occur. The partial renormalization suggests that under some conditions
the focus point does have a special status in the encoding of blur.

Acknowledgment: Supported by EY10834 and EPSRC GR/S74515/01

248 The influence of different surface segregation cues on
temporary blindness

Li-Chuan Hsu (d86227002@ntu.edu.tw)1, Su-Ling Yehz, Peter Kmmerz;
IGraduate Institute of Learning and Instruction, National Central University,
Taiwan., >Department of Psychology, National Taiwan University, Taiwan.

Motion-induced blindness (MIB) and Perceptual Filling-in (PFI) are two
instances of temporary blindness in which, after prolonged viewing,
perceptually salient targets repeatedly disappear and reappear, amidst a
field of distracters. Hsu and Yeh (VSS2004) provided an integrated model
in which the establishment of surfaces is assumed to cause both these
phenomena. In this model, a target is assumed to fade when its surface is

Municipal Auditorium

perceived to lose its boundary due to either adaptation, or due to the
presence of other surfaces that are defined by distractors. A surface
representation can be established with the help of various segregation
cues, and here we test whether, as the model predicts, any kind of cue can
give rise to the same effect. Four different cues were used that were based
on (1) motion, (2) binocular disparity, (3) perceptual grouping, or (4)
occlusion. The results support our hypotheses that all kinds of surfaces
produced the temporary blindness phenomenon.

249 Vision works by concatenating factors of change

Donald I.A. MacLeod (dmacleod@ucsd.edu), R. Dirk Beer; Psychology,
La Jolla, CA 92093-0109

Light adaptation is regionally restricted, rapid and (at least approximately)
reciprocal. We demonstrate the reciprocity by allowing two Gaussian
adapting blobs of different luminance, I and J, to fade completely under
several seconds of steady fixation. If the two blob intensities are then
suddenly changed, by unequal increments, to kI and k], the blobs reappear
but remain matched. The brightnesses remain the same if the factors of
intensity change are the same, as expected if retinal signals specify factors
of change rather than absolute intensity. Hence the brightness gains in the
two regions are quite unequal, and are reciprocally related to the initial
intensities [ and J.

UCSD,

But, if the new intensities are introduced early during the fading of the
blob pair, the two brightness gains turn out to be nearly equal, even
though threshold sensitivities have already approached their steady-state
reciprocal values.

The very different behavior in the ’ faded” and "unfaded’ conditions is
understandable if the subjectively perceived ’baseline’ of local brightness,
perceptually present before the sudden change of intensity, combines
multiplicatively, not additively, with the reciprocally scaled retinal signal
in the revision of our perception.

This enables perception to be nearly veridical despite reciprocal
adjustments of retinal sensitivity. The brain can make appropriate use of
retinal signals that specify factors of change only if it considers what the
factor of change is applied to.

250 High of Visual
Adaptation
Peter A Smith (peter.smith@ngc.com), Bret Z Rogers; Northrop Grumman Cor-

poration

Intensity Flash-Probe Measurements

Previous studies of the dynamics of light adaptation have used a probe-
sinewave paradigm, where the threshold for detecting a probe flash is
measured at various phases with respect to a sinusoidally modulated
background. Our interest is in the temporal changes in visual adaptation
that occur during exposure to a train of brief, high intensity flashes. To
investigate this we have used a flash-probe paradigm, where the
sinusoidally modulated background is replaced with a flashing
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background. By varying the parameters (frequency, onset time, intensity,
duration) of both the flash and the probe stimulus the adaptive state of the
visual system has been explored. This technique has the potential for
extremely elegant determination of the adaptive state of the visual system,
including the investigation of temporal adaptation mechanisms to flashed
stimuli.

In contrast to most other studies, the intensity of the flashing background
we used was very high - up to seven log-trolands. For our initial
investigations, although we have used temporal frequencies up to the
threshold for fusion (around 50 Hz), most of our measurements have been
at 3 Hz and 10 Hz. We have demonstrated forward and backward
masking, and have observed very rapid adaptation within 50 ms of the
flickering background. At these intensities and frequencies there is a shift
in adaptation and the probe threshold is elevated at all phases relative to
that on a steady background (of the same mean luminance). The detailed
shape of the probe-threshold-versus-phase curve is being investigated,
and will be used as test data for computational models of light adaptation
dynamics.

Acknowledgment: This work was sponsored by the Air Force Office of
Scientific Research and the Air Force Research Laboratory under contract
number number F41624-02-D-7003.

251 Simple Stimulus Metrics vs. Gestalt in

Aftereffects

Kai-Markus M, ller (muellerkm@muil.nih.gov)l’z, Marc O. Ernstz, David A.
Leopold"; "National Institute of Mental Health, Bethesda MD, *Max-Planck
Institute for Biological Cybernetics, T ,bingen Germany

High-Level

High-level visual aftereffects (AEs) arise when adaptation to stimuli such
as shapes, faces, or spatial configurations affect the subsequent perception
of comparable figures. Like classical AEs, high-level AEs are characterized
by a percept that is distorted in feature space in the opposite direction of
the vector between adaptation and test stimulus. Shape-contrast AEs have
been reported for aspect ratio, convexity and taper, but the combined
effect of such parameters remained unexplored. In the present experiment
the adapting stimulus consisted of two arcs. While keeping the flexion of
the arcs constant we varied the distance between them in a range of +8.28,
allowing us to examine the effects of (1) aspect ratio and (2) convexity/
concavity. The test stimulus was a closed ellipsoid of about 7.88 in
diameter. Perceptual distortions were assessed with repetitive adaptation
and testing in the context of a staircase procedure converging to the point
of subjective circularity. We found significant main effects for both factors
and the interaction, i.e. smaller aspect ratios lead to stronger effects and
convex stimuli result in larger effects than concave ones. The direct spatial
correspondence between the location of the adapting and test stimulus
was not critical for inducing an AE. We repeated the experiment with a set
of smaller stimuli of roughly 18 and the distance between the curves scaled
down proportionately. Results in both experiments were comparable,
although the interaction was not significant in experiment 2. The results
suggest that simple stimulus metrics, such as the absolute size of the
curves and distance between them, are less important in creating this AE
than the overall shape created by the pair of arcs together.

Acknowledgment: This work was supported by the Max-Planck Society
and the National Institute of Mental Health

Binocular Stereopsis

252 Scene layout and binocular distance perception: effects of
angular separation

Julie M Harris (julie.harris@st-andrews.ac.uk), Vit F Drga; School of Psychol-
ogy, University of St. Andrews, Scotland, UK

The ability to judge distance is critical for interacting with objects in our
environment. In impoverished environments, distance perception can be
radically altered by the pattern of relative binocular disparities between
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objects in the scene. For example, when two points are presented
simultaneously, the farther point can appear at a constant distance, and the
near point as nearer than when it is alone (far anchor effect). Effects like
this have been modelled in terms of the visual system estimating a
‘reference distance’” and the distances of all other points being calculated
using that distance and the disparity between the point and the reference.
The reference distance is thought to be a weighted combination of the
distances of scene points. Here we explore how the reference distance
varies with the angular separation between points in a scene.

Observers viewed a simple scene containing two points presented in
depth. In one condition, distance to the nearer point was varied (between
around 12cm and 40cm) whilst the relative disparity between points was
held constant (2.25 deg). In another, one point was held at a fixed distance
(25cm) whilst the other’s distance was varied. We compared distance
estimates using both verbal and manual (pointing) responses for different
angular vertical separations.

Our observers provided a wide range of responses, some exhibiting the far
anchor effect, some producing a linear relationship between verbal and
manual responses. For most observers and conditions, performance was
similar across vertical separations. Some observers saw distances as
slightly further away when points were more separated. This suggests that
the reference point weighting does not differ dramatically across a range
of angular separations.

Acknowledgment: Research supported by the UK EPSRC grants GR/
562697 and AF/A010734

253 Drastic differences in binocular disparity tuning of V4 cells
for random dots and solid figures: quantitative analysis and
mechanisms

Takahiro Doi (tukafd@bpe.es.osaka—u.uc.jp)l, Seiji Tanubel, Kazumasa llmedaz,
Ichiro Fujita'; 'Graduate School of Frontier Biosciences, Osaka University, Japan,
2Graduate School of Engineering Science, Osaka University, Japan

A random-dot stereogram (RDS) contains many identical dots that give
rise to numerous false matches for binocular correspondence. Thus, the
determination of stereo matching is much more difficult when viewing an
RDS than when viewing a solid-figure stereogram (SFS).
Psychophysically, adaptation to left-right reversing spectacles
differentially affects stereoscopic depth perception for figural stereograms
than RDSs (Shimojo and Nakajima, 1981). In order to characterize the
cortical processing required for stereoscopic depth perception when
viewing RDSs and SFSs, we studied the responses of single neurons in area
V4 to dynamic RDSs and SFSs (bars) in an alert, fixating monkey.
Consistent with a previous study (Hegde and Van Essen, 2004), the
binocular disparity tuning obtained with RDSs and SFSs differed
markedly. Quantitative analysis revealed that the modulation amplitude,
the tuning sharpness, and the preferred disparity of tuning curves tested
with RDSs did not correlate with those of the SFSs, and the disparity
tuning was sharper for RDSs than for SFSs. A possible cause of these
differences may be the positional shift of monocular images that inevitably
occurs with disparity changes in SFSs, but not in RDSs. We examined
whether neuronal sensitivity for the positional shift of monocular images
of SFSs could explain the differences in disparity tuning. In order to
compensate for the response modulation caused by the monocular
features of SFSs, we subtracted the linear sum of responses to the left and
right monocular images from the binocular responses at each
corresponding disparity. Despite this compensation, however, the
differences between tuning curves obtained with the RDSs and SFSs
remained essentially unaffected. A single read-out mechanism for V4
responses to the two types of stereograms would produce significantly
different stereoscopic depth judgments. Our results suggest that stereo
processing for RDSs and SFSs is not based on a single mechanism.

Acknowledgment: Supported by grants from the MEXT (13308046,
15016067)
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254 Explaining Depth Perception in Dynamic Noise with an
Interocular Delay

Jenny Read (jer@lsr.nei.nih.gov), Bruce Cumming’; Laboratory of Sensorimotor
Research, National Eye Institute

When dynamic visual noise is viewed with an interocular delay, it appears
in depth. Near depth planes appear to stream horizontally from the
undelayed to the delayed eye, while far depth planes stream in the
opposite direction. This illusion is often cited as psychophysical evidence
for the joint encoding of disparity and motion. In this view, the percept is
supported by neurons which are sensitive to the direction of horizontal
motion as well as to binocular disparity. This explanation was
strengthened by the observation of neurons with the appropriate
properties in cat area 17/18. However, recent studies have found that they
are rather rare in monkey V1. Motivated by this, we examined whether the
percept can also be explained even if disparity and motion are initially
encoded separately rather than jointly. It has been argued that a similar
explanation, proposed by Tyler, cannot explain several experimental
phenomena. However, these failures have never been demonstrated in a
fully implemented model. We constructed a population of model neurons,
which were either pure motion sensors (sensitive to direction of motion
but not to disparity) or pure disparity sensors (sensitive to disparity but
not to direction of motion), and simulated its response to dynamic visual
noise with an interocular delay. We found that the activity of motion
sensors tuned to horizontal motion in the direction of the delayed eye was
correlated with the activity of near disparity sensors, while the activity of
sensors tuned to the opposite direction of motion was correlated with the
activity of far disparity sensors. We suggest that this correlation is
sufficient in itself to explain the depth percept in all the tested
configurations. We conclude that the depth illusion reflects spatial
disparities present in the stimulus, and so is consistent with any
reasonable neuronal mechanism of stereo depth perception. It therefore
does not provide specific evidence for joint motion/ disparity encoding.

the Pulfrich

255 Time course of local

phenomenon
Frank E Visco (SBStevenson@uh.edu), Scott B Stevenson’; University of Hous-
ton College of Optometry, Houston TX 77204-2020

Introduction

adaptation in

The Pulfrich stereophenomenon is a perception of depth in moving targets
resulting from time delays in one eye. We have shown previously that
Pulfrich effects can result from localized changes in retinal adaptation
caused by objects in the immediate surround of a target. In this study we
will attempt to characterize the time course of local retinal adaptation by
leading the target in one eye with a small bright spot of light.

Methods

Two counter-phased, computer generated luminous discs (50cd/m2 - 10’
arc) on a black background were presented to each eye in a haploscope.
The discs moved in a saw tooth wave at 300" per second with a 2-degree
excursion. A smaller (50cd/m2 - 2’ arc) luminous flank either led or
followed the disc in its trajectory. By adjusting the interocular phase delay
of the two discs the subject nulled any perceived depth. This difference in
phase, quantified in milliseconds, corresponds to the interocular difference
in signal timings. To determine the time course of adaptation we measured
the Pulfrich caused by flanks at several temporal gaps relative to the bob.

Results

A leading flank in one eye produced a Pulfrich effect of 12 to 15 msec for
targets that were otherwise equal in luminance. The effect occurred when
the flank led the disc by 0 to 100 msec and was maximum at about 35 msec.
A lagging flank had little or no effect for any time lag.

Discussion

In this experiment we were able to exploit this timing-critical judgment to
characterize the time course of local retinal adaptation. As a flank traverses

the retina, it leaves a wake of local adaptation in its path. As the disc
passes through this region of adaptation its transmission time is shortened,
causing depth with motion. When the position of a disc corresponds to the
peak of the adaptation wave the relative disparity between the two retinal
signals is at its maximum.

Acknowledgment: supported by R01-Ey12986

256 The Absolute Phase Effect in Energy Model

Li Zhao (hongzhaozhaohong@hotmail.com)’, Bart Farell?; 1Brain and Cognitive
Sciences Institute, Henan University of Science and Technology, Luoyang, Henan
471003, China, P.R., 2Institute for Sensory Research, Syracuse University, Syra-
cuse, NY13244, USA

The energy model for motion and binocular vision has been considered to
be invariant with respect to the absolute phases of the input stimulil 2.
This has not been disputed since the introduction of the energy model
(pointed out by an anonymous reviewer). However, Zhao and Farell
reported that the binocular energy model may depend on the absolute
phases. Yet, many consider the result by Zhao and Farell ® is due a bug in
the simulation. Here we present an analytic proof showing that the energy
model does depend on the absolute phases of the input stimuli.

For a sinusoidal stimulus oriented parallel to the major axis of the
receptive field of complex cells, the model yields a response for these cells
that is the sum of three parts: (1) cos® {[(p’-p>)+( Pls-pZ)l/2} and a
constant. Here p', and p?, are the absolute phases of the receptive fields,
pls and p% are the absolute phases of the input stimuli. (2) cos? {[(p',-
P2)+( p-p2)1/2) and a constant; (3) cos( p's+p2) [(cos(pl-p%)+ cos( p'y-
p%)] and a constant. Clearly, the first and the second terms do not depend
on the absolute phases of the input stimuli since (p's-p%) is the relative
phase of the input stimuli. However, because of cos(p's+p%), the third
term depends on the absolute phases.

This theoretical result is analytical without any approximation--This is
fundamentally different from former research on the analysis of the energy
model. Therefore the analytical result should give every detail of the
information of the model. Furthermore, the proof can be easily generalized
to related stimuli, such as gabor patches.

The proof also holds for the motion energy model, since it is a special case
of the binocular energy model.

References:

1. Adelson, E.H. and Bergen, J. (1985) JOSA A, 2, 284.

2. Ohzawa, L., DeAngelis, G.C., and Freeman. R.D. (1990) Science, 249,
1037.

3. Zhao, L. and Farell, B. (2002) Journal of Vision. 2(7), 312.

257 The visual system does not compensate for different image
sizes in the two eyes that result from eccentric gaze

Robert G Meyerson (marty@john.berkeley.edu)!, Martin S Banks"?; 1Vision Sci-
ence Program, University of California, Berkeley, CA, USA, *Dept. of Psychology
and Wills Neuroscience Institute, University of California, Berkeley, CA, USA

When the eyes are in eccentric gaze, the image is larger in one eye than the
other. Previous research has shown, with the eyes in forward gaze, that
images of different sizes are difficult to fuse and do not allow fine
stereopsis. We asked whether the deleterious effects of differential
magnification in the two eyes affect stereopsis in eccentric gaze. Ogle
suggested that the visual system compensates for differential
magnification in eccentric gaze. He proposed that a neural mechanism,
triggered by eccentric gaze, adjusts the relative sizes of the two images so
that fusion and fine stereopsis remain possible. We tested Ogle’s
hypothesis. Specifically, we measured disparity thresholds (the lowest
discernible amplitude in a sinusoidal depth corrugation) as a function of
relative image magnification in the two eyes and as a function of eccentric
gaze. We found, as others have, that threshold is lowest in forward gaze
when the image sizes are similar. We also found no effect of gaze
eccentricity; in other words, disparity thresholds remained lowest in
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eccentric gaze when the size difference in the retinal images was minimal.
These results show quite clearly that retinal-image magnification is not
adjusted neurally with changes in gaze eccentricity. We will describe the
implications of this finding for everyday vision.

Acknowledgment: NIH Research Grant R01-EY12851, AFOSR Research
Grant F49620, NIH Training Grant F32-EY07043

258 Adaptation to Interpolated Dispairty
Dawn Vreven (vreven@uuwosh.edu); University of Wisconsin Oshkosh

Three-dimensional interpolation occurs when observers perceive surfaces
that vary smoothly in depth despite sparse or absent image disparity. The
neural mechanism(s) responsible for 3D interpolation are unknown. One
possibility is that local disparity or depth information is propogated into
blank image regions (Mitchinson & McKee, 1985). An alternate possibility
is that surface-based 3D shape detectors mediate interpolation (Domini et
al., 2001; Wilcox & Duke, 2003). Can a stereoscopic after-effect be obtained
from the interpolated region of a 3D surface? Stereoscopic after-effects are
explained by fatigue among neural mechanisms tuned to different
disparities. The interpolated region of a 3D surface, however, contains no
disparity. A stereoscopic after-effect obtained by adapting to an
interpolated region would suggest that surface-based mechanisms
mediate 3D interpolation. Observers first adapted to either random dot
(density = 25%) or contour stereograms (which contain disparity only at
the vertical edges). Adaptation stimuli were 6 sq. deg 3D surfaces curved
about a horizontal axis and containing a maximum of either10 min or 20
min of disparity. Observers then judged whether a 3 sq. deg random dot or
contour test stereogram in the fixation plane was convex or concave. Thus,
observers were making a direction of 3D curvature judgment for a test
stimulus that appeared well within the interpolated region of the
adaptation stimulus. The means (PSEs for a flat surface) of the resulting
psychometric functions were different from baseline (un-adapted),
indicating a stereoscopic shape after-effect. The magnitude of the after-
effect was not consistently related to the adapt-test surface types nor to the
maximum disparity of the adapting stimulus. Both outcomes are
consistent with depth interpolation that is mediated by a surface-based
mechanism responding to the spatial derivatives of disparity rather than a
mechanism which propogates local disparity signals.

259 Depth and size perception in stereo displays

Caitlin Akai (ﬁsher@cs.ubc.ca)l, Reynald Hoskinson?, Brian D Fisher?, John C
Dill; 1Simon Fraser University, *University of British Columbia

Stereo displays using LCD shutterglasses are used for a variety of tasks,
including Computer Aided Design of industrial products. Graphics for
these displays use Emmert’s Law to covary retinal angle and stereo
disparity of an object displayed at different depths. Anecdotal reports
from designers suggest that depth judgments made in these environments
show systematic errors, and that the same object displayed at different
depth is often seen as different in size. If the range of perceived depths
were compressed relative to the stereo disparity, distortions such as those
reported would result.

Our experiment asked subjects to judge the size and distance of physical
and computer-generated graphical spheres in low context conditions (a
single sphere positioned on a dark background). Subjects consistently
underestimated the distance of spheres that were further away than the
projection screen and overestimated the distance of spheres that were
closer to them, resulting in a compression of distance around the plane of
the screen. Size judgments in the virtual condition were highly inaccurate
relative to the physical control, however the high variance in virtual
condition size judgments did not permit any clear explanation of
information processing in that task.

Since extraretinal inflow is a potential cue for depth of a fixated object, we
also evaluated a technique for manipulating the extraretinal signal by
placing the display well above eye level (eccentric gaze). Our results
showed a similar but smaller effect for eccentric gaze in the physical
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control condition compared to the stereo display. This suggests that
extraretinal inflow alone is not sufficient to explain the biases in depth and
size judgments in these environments, although it may be a contributing
factor. Further work is being conducted on comparisons between physical
and virtual as well as comparisons of virtual to virtual stimuli.

Acknowledgment: We would like to acknowledge the support of the BC
Advanced Systems Institute and General Motors of Canada

260 Vertical Size Disparity and Perceived Position Measured by
Perceptual and Action Tasks

Kazuho Fukuda (fukuda@isl.titech.ac.jp), Hirohiko Kaneko; Imaging Science and
Engineering Laboratory, Tokyo Institute of Technology

Vertical size disparity of a vertical line varies as a function of eccentricity
and distance, but it has not been reported that the vertical size disparity of
such the small stimulus contributes to the perceived eccentricity and
distance. For large stimulus, some studies have shown that vertical
disparity affects the perception of straight-ahead (Berends et al. 2002) and
distance (Rogers & Bradshaw 1995). In this study, we investigated the
perceived eccentricity and distance for the small stimulus with
manipulated vertical size disparity using perceptual and action tasks. The
stimulus was a vertical single-line composed of dots. The head-centric
eccentricity and the magnitude of vertical size disparity of the stimulus
were manipulated. Subjects responded the two-dimensional position of
the line on a horizontal plane by perceptual and action tasks. The
perceptual task was a relative judgment of the positions for successively
presented two stimuli. The action task was pointing the perceived position
by unseen finger. The results were the same for both of the tasks. Perceived
distance to the stimulus at large eccentricity depended on the magnitude
of vertical size disparity, but that near the median plane did not affected
by vertical size disparity. These results for perceived distance are
consistent quantitatively with the predicted distance from vertical size
disparity along the presented eccentricity. Perceived eccentricity to the
stimulus was kept stable in all of the eccentricity condition tested. This
result for perceived eccentricity is consistent with the result of perceived
eccentricity to large size stimulus (Banks et al. 2002). These results
indicates that the perceived eccentricity of an object is determined by the
position of the eyes and the image position on the retina, and that the
perceived distance of the object is affected by the vertical size disparity
along the given eccentricity.

261 Stereoscopic slant seen against monocular surrounds

Barbara | Gillam (b.gillam@unsw.edu.au)’, Michael | Pianta’, Tatjana Seizova-
Cajic®, Kevin R Brooks'; "University of New South Wales, >University of Mel-
bourne, 3University of Sydney

Slanted surfaces are often seen against backgrounds or through apertures.
In addition to providing a binocular context, such conditions result in the
presence of monocular regions (sidebands) at the side of the binocularly
slanted surface whose locations and/or relative widths could provide
information about slant independent of azimuth, distance to the slanted
surface, distance between surface and background/aperture or width of
the slanted surface. Sidebands can be either temporal on each eye
(background condition), nasal on each eye (aperture condition), or
temporal and nasal on the same eye (equivalent to a surface intersecting an
aperture). Using random dot stereograms Gillam & Blackburn (Perception,
1998) showed that vertical axis slant is considerably enhanced when
appropriate monocular sidebands of uncorrelated texture are added to the
nasal and temporal sides of the same eye with no binocular background.
Here we expand these findings and also explore for the first time the pure
background and aperture cases where information is given by the angular
ratio of the monocular sidebands. Further investigation of the same eye
case showed that for absolute slant the information provided by sidebands
interacted with the disparity gradient rather than summing with it. The
slant advantage with same eye sidebands also increased with the width of
the binocular surface, although their absolute enhancing effect declined. It
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was found that background sidebands had little enhancing effect on
perceived slant whereas aperture sidebands had a strong effect. Only
aperture sidebands give unambiguous information about relative depth at
the sides of the slanted surface. A phantom aperture is seen that “accounts
for’ the monocular sidebands. It was also found that under aperture
conditions the slant of the surface could normalise so the aperture
appeared slanted. The perceptual effects of sidebands are considered in
relation to geometric constraints and to Panum’s Limiting Case.

Acknowledgment: ARC Grant A00106364 To BJ Gillam

262 Non-horizontal disparities enhance sensitivity of the human
stereovision system

Saumil S Patel (saumil@swbell.net)>3, Harold E Bedell>>; 'College of ~Engi-
neering, University of Houston, Houston, TX., 2College of Optometry, Univer-
sity of Houston, Houston, TX., 3Center of Neuro-Engineering and Cognitive
Science, University of Houston, Houston, TX.

Purpose>> Several studies have shown that disparity information
provided by the non-vertical spatial frequency (SF) components in a
stimulus exert a substantial influence on the perception of stereoscopic
depth. Here, we tested how non-horizontal disparity information
contributes to the sensitivity of the human stereovision system by
comparing stereothresholds for orientationally broad- and narrow-band
stimuli with equal contrast in their vertical SF components. Methods>>
Stereothresholds were measured in 2 subjects for SF band-pass (2-4 cpd)
and orientation low-pass filtered random-dot stimuli (mean luminance = 3
cd/sq. m), using the method of constant-stimuli. Broad-band stimuli
included SF components at all orientations from vertical (0 odeg) to the
cut-off orientation of 89 odeg. Narrow-band stimuli with a cut-off
orientation of 15 odeg were tested for comparison. All SF components that
did not belong to the selected spatio-orientation band were removed. To
maintain orientation balance, a corresponding band of negative
orientations was present in each stimulus. The RMS contrast was 0.21 c¢d/
sq. m for broad-band stimuli and 0.15 c¢d/sq. for narrow-band comparison
stimuli. These values produce equal contrast of the broad-band and
narrow-band stimuli within the 15 odeg orientation band. Results>>
Stereothresholds for the broad-band stimuli are lower by a factor of
approximately 2.5, compared to those obtained with the near-vertical
narrow-band stimuli. Similar results were obtained when the RMS
contrast of the broad-band stimuli was 0.31 cd/sq. m. Conclusions>> The
results provide clear evidence that optimal stereo-sensitivity depends on
disparities in SF components outside the +15 odeg band. We conclude that
disparity signals from vertically and non-vertically tuned neural
mechanisms are pooled prior to computation of horizontal image disparity
and that this pooling substantially enhances the signal to noise ratio of the
stereovision system.

Acknowledgment: Supported by R01 EY05068 and R01 MH 49892

263 Incomplete integration of local and global information in
stereopsis

H. A. Sedgwick (hsedgwick@sunyopt.edu)', Barbara Gillam?, Raj Shah’; ISUNY
State College of Optometry, *University of New South Wales

Previously (VSS 2004) we reported experiments in which we investigated
the bias and sensitivity in the apparent equidistance settings of two
laterally separated stereoscopic probes. When each probe was presented in
front of a square frontal platform, the variability of the adjustments was
substantially reduced, compared with when the probes were presented in
empty space, thus demonstrating that the perceived relative depth of the
probes was mediated by the discontinuous platforms behind them. This
result was found even when the two platforms were at different distances
from the observer, but this situation also produced a substantial bias in the
equidistance settings, with the probe in front of the farther surface being
set farther away. This constant error could have arisen because of an
incomplete integration of the local information specifying the depth of
each probe relative to its platform with the more global information

specifying the relative depth of the two platforms; or the error could have
arisen from an underestimation of the depth separation of the two
platforms. Here we report a new experiment that replicated the previous
experiments but also contained conditions in which the probe in front of
the more distant platform was adjusted to equal the perceived distance of
the other platform, thus measuring the perceived relative depth between
the two platforms. We again found that the probes appeared equidistant
when the probe in front of the farther platform was farther away. When
the probe was adjusted to match the distance of the other platform,
however, the bias was much smaller and in the opposite direction. These
results suggest that the bias in the equidistance settings of the two probes
is primarily due to incomplete integration of local and global stereoscopic
information. This result is compared with an analogous result previously
found using monocular pictorial information (Meng & Sedgwick, 2002).

Acknowledgment: Supported by NSF Award # 0001809

264 Partial
solution

Zhi-Lei Zhang (zhilei_z@berkeley.edu), Clifton M Schor'; School of Optometry,
UC Berkeley

Constraints of the binocular matching solution are described by several
rules, one of which is the minimum-relative-disparity (MRD) rule
(smoothness constraint), which minimizes the relative depth between
nearby features. Occlusion has been shown to affect surface interpolation
(especially 3-D) of nearby partially occluded features in 2-D images. Does
partial occlusion of nearby surfaces facilitate their MRD matching
solution?

occlusion influences the binocular matching

Our stimulus configuration was two vertically separated 1-D Gabors, with
a 1.2 cpd carrier, presented with a fixed relative disparity (3608 phase
disparity) over a range of absolute pedestal disparities (708- 1508). The
envelope disparity matched the carrier disparity. The Gabors were
presented with a 28 high blank gap between them (blank gap), or with a
RDS presented inside the gap (partial gap), or with a RDS that covered the
gap (no gap). The RDS had zero disparity. We measured the probability of
MRD solutions as a function of the absolute disparity of the pedestal. The
results were compared for the three conditions in order to investigate the
influence of partial occlusion on the matching solution.

The matching solution could be influenced by several factors, including
MRD of the Gabor carrier, and the absolute disparity of the Gabor
envelope (second order information). We put these two factors into
conflict for the matching solution and we tested if the RDS occlusion cue
could change the balance between the two solutions. We found that the
likelihood of an MRD matching solution was highest in the no-gap (partial
occlusion) condition and lowest in the blank gap condition. These results
indicated that high-level processing such as depth ordering, cued by
partial occlusion of nearby surfaces, could influence the binocular
matching solution.

Color Vision 1

265 Spatial organization of L- and M-cone inputs to neurons in
the macaque lateral geniculate nucleus

Samuel G Solomon (samuel.solomon@physiol.ox.ac.uk)"?, Neel T Dhruv?, Peter
Lennie?; "University Laboratory of Physiology, University of Oxford, *Center for
Neural Science, New York University

In chromatically opponent retinal ganglion cells and LGN neurons in
macaque it has been hard to establish how the different types of cones
contribute to centers and surrounds of receptive fields. To pursue this we
recorded in anaesthetized macaque monkeys from parafoveal LGN
neurons driven by drifting gratings that modulated only L-cones or only
M-cones (cone isolating) or modulated both in concert (L+M). A receptive
field that has few cones in its center should be orientation-selective when
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driven by gratings of preferred or higher-than-preferred spatial
frequencies. If both L and M cones provide input to the center, preferred
orientation should vary with grating chromaticity. If both cone types
provide input to the surround, we should see band-pass rather than low-
pass spatial frequency tuning for cone-isolating stimuli. Among
magnocellular cells, both cone types provided input to center and
surround: neurons showed band-pass tuning, and orientation specificity
for cone isolating and L+M gratings could vary significantly. Parvocellular
(P) cells behaved differently. Receptive field centers were usually driven
by one class of cone: orientation specificity was found in most cells, and
was strongest in cells with M-cone centers, but did not depend on
chromaticity. In cells with M-cone dominated centers, band-pass spatial
frequency tuning was rarely observed for M-cone isolating gratings, and
spatial resolution for L-cone isolating gratings was low. In cells with L-
cone dominated centers, band-pass spatial frequency tuning for cone
isolating gratings was more common, and spatial resolution for M-cone
gratings was often close to that for L-cone gratings. Nevertheless, L- and
M-cone inputs remained antagonistic at high spatial frequencies. Since L-
cones are more prevalent, the different characteristics of P-cells that have
L- rather than M-cone centers is consistent with unspecific wiring of cone
inputs to the surround. Cone inputs to the center seem substantially more
specific.

266 A comparison of the BOLD fMRI response to achromatic, L/
M opponent and S-cone opponent cardinal stimuli in human
visual cortex: Il. chromatic vs achromatic stimuli

Serge O. Dumoulin (serge@bic.mni.mcgill.ca)!, Kathy T. Mullen', Katie L.
McMahonz, Martina Bryuntz, Greig I. de Zubicuruyz, Robert F. Hess': IMcGill
Vision Research, Dept. of Ophthalmology, McGill University, Canada, >Centre
for Magnetic Resonance, University of Queensland, Australia

Aims: To compare the responsiveness of cortical areas to stimulation of the
two cone opponent systems and the achromatic system. The appropriate
contrast metric for the comparison of color and luminance sensitivity is
unknown and so we made the comparison using both a perceptual match
between stimuli (in multiples of detection threshold), a direct contrast
match (in cone contrast).

Methods: MR images were acquired on a 4T Bruker MedSpec. Stimuli
were sinewave counter-phasing rings (2Hz, 0.5cpd) and cardinal for the
selective activation of the L/M cone-opponent (RG), S cone-opponent (BY)
and achromatic (Ach) systems. In different scans, stimuli were matched
either at 25x detection threshold (determined psychophysically), or in cone
contrast (6%). Both stereotaxic and a region of interest analysis on early
visual areas (V1-V4v, and hMT+) were performed, with the latter
identified in separate scanning sessions.

Results: In extra-striate visual cortex two different response profiles were
observed, differential for chromatic and achromatic stimuli. These profiles
were independent of the metric by which the stimuli were equated. Two
loci in dorsal and lateral occipital cortex, corresponding to areas V3A and
hMT+, had a markedly stronger response to achromatic than to chromatic
stimuli. This is in contrast to a region in the ventral occipital cortex
(beyond V4v) that exhibited stronger fMRI signals to chromatic compared
to achromatic stimuli.

Conclusions: In areas V3A and hMT+, a selective response to achromatic
stimuli was observed, suggesting a predominantly magnocellular input in
these motion-sensitive areas. On the other hand, a region in ventral
occipital cortex was activated more by chromatic than achromatic stimuli,
which may reflect a predominant parvocellular input. These two types of
response profiles are independent of the metric used to equate the stimuli.
Data on V1-V4v do not follow these patterns and are discussed in a related
abstract (Mullen et al.).
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267 Multiple-channel characteristics from chromatic notched-
noise adaptation

Ichiro Kuriki (ikuriki@brl.ntt.co.jp); NTT Communication Science Laboratories

[Background] It has been suggested that the higher order color mechanism
consists of multiple channels, but the precise of the channels are unclear.
On the other hand, color stimulus with a certain range of hue to adapt a
channel, for example, yields opposite hue appearance according to color-
constancy mechanism. This is not the best method to investigate the
characteristics of multiple-channel systems.

[Methods] Notched-noise adaptation technique has been often used to
study multiple-channel mechanisms in visual system. We modified
dynamic random-color-mosaic pattern (20 frames/s) to produce a
chromatic notched-noise stimulus by eliminating a certain range of hue
from the colors in the mosaic pattern. The channels sensitive to the hues
presented in the stimulus will be desensitized by adaptation, but the
sensitivity of channels with selectivity in the direction of "notch” will be
retained. Afterimage from this notched-noise stimulus is expected to
reveal the characteristics of the channels. We varied the direction and the
range of the notch in a cone-contrast color space. The afterimages were
measured by the method of adjustment.

[Results & Discussion] All subjects perceived chromatic afterimages, when
a uniform gray field was presented immediately after the adaptation. The
afterimage had roughly same hue as the direction of notch, but there were
systematic deviations. This systematic deviation was common to all
subjects, and was not found after adaptation to a uniform color field with a
mean chromaticity of the notched noise. We examined a simple
computational model to account for this hue deviation in the notched-
noise adaptation afterimages. The model analysis revealed that at least five
channels are necessary to account for the data. Also, the hue selectivity of
each channel was estimated.

[Conclusion] The use of dynamic color-notched-noise stimulus is an
effective method to investigate the characteristics of multiple-color
mechanisms in the higher order human color vision.

268 The effect of spectrally selective filters on perception

Leedjia A Svec (svec@unr.nevada.edu)’, Sarah Elliot?, Jenny Highsmith?, Tyson
Brunstetter*, Mike Crognale®; "University of Nevada, Reno, >University of
Nevada, Reno, 3University of Nevada, Reno, 4Patuxent River Naval Air Station,
United States Navy, °University of Nevada, Reno

Under many circumstances the spectral composition of our visual world is
purposefully filtered. For example, military pilots, industrial safety
inspectors and workers, and participants in mountain or undersea
activities often utilize spectrally selective filters. Such filters create a novel
spectral environment that the visual system must adapt to and contend
with. Though the physical and visual response to a given filter should be
predictable from current models of color and contrast adaptation. Such
predictions are not always supported by measures of performance. This
study examined and compared the theoretical and actual visual
performance of subjects using spectrally selective filters. The theoretical
experience was obtained by using established mathematical models of
vision to calculate the visual response toward a given filter and stimuli.
The actual effects of spectrally selective filters on visual capacity were
measured by testing human subjects on a battery of color vision tests while
wearing filters. The discrepancy between theoretical and actual experience
of wearing filters was analyzed individually for each test, for each filter. It
was found that theoretical models are not adequate for all stimuli. Filters
appeared to be affected by aperture stimuli more than object stimuli
resulting in an alteration of color perception for most subjects. While these
results in part support the accuracy of low-level theoretical models, they
also show the inability to describe visual processes of color appearance at
higher, perceptual levels. The application of higher-level models that
include color constancy will be discussed.
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269 Cone Tuning Curves and Natural Color Statistics

Alex Lewis (alex.lewis@ucl.ac.uk), Li Zhaoping"; Department of ~ Psychology,
University College London

We investigate whether the wavelength tuning of cones gives the
maximum possible information about color and lightness in natural
scenes?

Humans and other old-world primates have a large overlap in the
sensitivity curves of their M- and L-cones, which peak at approximately
535 and 560nm. It is often assumed that a smaller overlap would be better
for general purpose vision because it would make information from the
two cone types less redundant. Consequently, most theories on evolution
of the cones emphasize the specific tasks of finding reddish and yellowish
foods.

We compute the mutual information between cone responses and the
colors in natural scenes. We find that this information would be larger if
the L-cone peaked at a longer wavelength, because the correlation of M-
and L-cones would be reduced and because natural scenes show most
variation at long wavelengths. However, the M- and S- cones are close to
their optimum positions, and little or no information would be gained if
the M-cone peaked at a lower wavelength. These results remain true for
color statistics for rural scenes dominated by leaves and grass, and for
statistics of tropical fruit colors.

While information about colors would increase if the L-cones were
sensitive to longer wavelengths, it would reduce visual acuity at high
spatial frequencies, due to increased diffraction and chromatic aberration.
Color discrimination performance in near-threshold conditions would also
be reduced, as information is highest when the M- and L-cones are
sensitive to the same part of the spectrum when signal-to-noise is low.

These results do not contradict the popular theory that the cone
sensitivities are adapted to be optimal for finding fruits. However, a
simpler explanation could be that the cones are designed to give maximum
information about color in natural scenes across all spatial scales and
illuminations, thus giving good performance in all ecological tasks.

Acknowledgment: This work is supported by the Gatsby Charitable
Foundation and RCUK

270 Effects of Learning and Language on Colour Categorical
Perception as Measured by Simultaneous Presentation Threshold
Estimates

Emre Ozgen (eozgen@bilkent.edu.tr)l, InnRL Daviesz; 1Bilkent University,
Psychology Department, Bilkent, Ankara, Turkey, *University of Surrey, Psy-
chology Department, Guildford, Surrey, UK

Categorical perception (CP) is characterised as a superior ability to
discriminate stimuli when they belong to different categories (cross-
category) than when they are the members of the same category (within-
category). Colour perception is well-documented to show this pattern.
This property of colour perception has been used to test effects of language
and learning, with some findings suggesting that colour CP may not be
inherited but acquired as a result of learning the colour categories of a
language (+zgen and Davies, 2002, JEP: General, 131(4), 477-493).
Although such findings lend support to the well-known Linguistic
Relativity Hypothesis, there is a serious problem in the literature. Virtually
no study of colour CP has really tested perception of colour directly.
Instead, tasks involving memory (e.g. successive same-different
judgements with an ISI of variable duration) or sometimes subjective
judgements of similarity have been commonly used to infer perception of
colour.

We used a 2-Alternative-Temporal-Forced choice task where two hues to
be discriminated were presented side-by-side simultaneously (without a
spatial or temporal gap in between), making it an edge-detection task. In
two experiments we investigated effects of category learning and language
on colour CP using discrimination thresholds (with ZEST) as our measure.

In Experiment 1 we trained observers on a novel category boundary
(separating two kinds of green) and obtained threshold measurements
before and after category learning. We found that following training,
thresholds dropped considerably along the novel boundary (cross-
category) but stayed unchanged elsewhere (within-category). In
Experiment 2 we compared native English speakers with speakers of
African languages which encode blue and green with a single term (no
blue-green boundary). Africans had higher detection thresholds across the
blue-green boundary than English speakers, while in neighbouring
regions no such difference was found.
271 Implications of variability in color
different methods and individuals

James M Kraft (j.kraft@manchester.ac.uk); University of Manchester; Faculty of
Life Sciences; Moffat Building; Manchester M60 1QD; England

Measures of color constancy vary widely across different experimental
techniques within an individual (i.e., 9-85% in Kraft & Brainard, 1999,
PNAS, 96, 307-312) and across different individuals within one technique
(i.e., 15-57% in the paper cited above). The first observation shows that a
person's apparent capacity to be color constant is highly dependent on the
method used to assess that capacity, and that although it might be
reasonable to attribute color constancy to an organism as a goal, it might
not be reasonable to attribute it to the organism as a well defined, intrinsic
characteristic. This dependence on technique is potentially confusing
because the term "color constancy" suggests an enduring, all-purpose
capacity of the human visual system rather than a transitory phenomenon.
Color constancy might be better understood as a property emerging from
interactions among subtle forms of chromatic adaptation which could not
individually support color constancy in a meaningful way.

constancy across

The second observation - that measures of color constancy vary
significantly across individuals - implies that different individuals adjust
perceived color in scenes according to different algorithms, or at least
differently tuned versions of the same algorithm. To investigate these
differences efficiently, experiments should compare environments in
which one aspect of the environment (or potential illuminant cue or signal
for chromatic adaptation) is changed, while variation in other aspects is
minimized. Recent experiments will be reconsidered within the
framework of these two observations.

Acknowledgment: Supported by EPSRC grant GR/S95558

272 Color Constancy: the role of judgement

Adam ] Reeves (reeves@neu.edu)?, Kinjiro Amano?®, David H Foster’; 'Dept.  of
Psychology, Northeastern University, Boston MA 02115, USA, 2Faculty of Life
Sciences, University of Manchester, Manchester M60 1QD, UK

Studies of color constancy (CC) have frequently used simulated Mondrian
patterns to isolate sensory and perceptual processes from long-term
memory or expectation (which could affect the perception of natural
scenes). Indices of CC in such studies have been wildly variable, spanning
the range from 5% to over 80% (as is not untypical of other constancies, e.g.
size constancy in Holway & Boring, Amer.].Psych., 1941, 21-37). We
controlled the direction of illumination change and pattern chromaticities
to clarify the sources of such variability. Our naive observers rated how
well the central squares in pairs of successive Mondrians matched in
material or in hue and saturation. Display duration was 1 sec to limit
chromatic adaptation. The simulated Mondrians comprised 49 (7x7)
abutting surfaces, whose global illuminants were 4000K or 16000K (first
Mondrian) and 6700K (second). Results: a major source of variability is
whether the task requires the observer to attend to the proximal stimulus
to judge appearance (hue, saturation) by introspection, or to the distal
stimulus (the simulated surface property) to form a judgment of origin' of
the real-world change in chromaticity. We speculate that attention selects
among chromatic signals which are local to each patch and specify the
proximal stimulus, or which encode edge ratios and specify the distal
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stimulus, these signals probably being available in parallel (Foster et al.,
2001, PNAS, 98, 8151).

Acknowledgment: EPSRC

273 Categorical color constancy for dichromats

Keiji Uchikawa (uchikawa@ip.titech.ac.jp), Chizuru Nakajima, Kaori Segawa;
Tokyo Institute of Technology, Department of Information Processing, Japan

It was reported that dichromats showed categorical color perception
similar to that of normal trichromats under a white illuminant, which
suggested rod contribution to the chromatic mechanisms, along with
lightness cues, to categorize surface colors (Montag and Boynton, 1987,
Vision Res., 27, 2153-2162). In the present study we tested whether
dichromats could have categorical color perception under various
chromatic illuminants in a manner resembling normal trichromats in order
to investigate color constancy mechanism. We employed the categorical
color naming method using the Berlin-Kay 11 basic color terms (red, green,
yellow, blue, brown, purple, orange, pink, gray, white, and black), and the
424 OSA uniform color chips as stimuli. A liquid crystal projector (LCP)
illuminated both the test color chip (2.7deg) and its large surrounding gray
with illuminance of about 500Ix. Test illuminants were Blue (LCP single
blue light), 25000K, 6500K (white illuminant), 3000K and Red (LCP single
red light). The observer saw the test color chip, one at a time, under a test
illuminant. The observer adapted for 3 minutes to the test illuminant
before starting a session. Dichromats and normal trichromats participated
in this experiment. We found that categorical color regions of the
dichromats are surprisingly similar to those of the normal trichromats
under all chromatic illuminants. The dichromats used all categorical color
names, and the centroids of their color categories spread also along ther/g
direction in the OSA color space. Since rod is less sensitive for longer
wavelengths it is likely that the dichromats could utilize only lightness
cues under the Red illuminant (peak wavelength: 600nm) to categorize
colors. This suggests that, for normal trichromats, lightness of surface
colors might be a critical cue in categorical color constancy.

274 A probabilistic approach to color
articulation, brightness, and gamut cues

Eric T Ortega (mel@usc.edu), Bartlett W Mel'; Biomedical Engineering Depart-
ment, USC

The neural mechanisms underlying color constancy remain poorly
understood. It is generally accepted that the key operation underlying
color constancy is the estimation of the scene illuminant(s), but as
illuminant estimation has proven to be a very difficult computational
problem, color constancy algorithms continue to fall far short of human
performance. Many existing color constancy algorithms attempt to
determine the illuminant based solely on the information contained within
the scene. We have developed a Bayesian-inspired approach to color
constancy involving the following five heuristics: (1) the most probable
illuminant in a scene lies along the line (in color space) that connects the
scene average M and the a priori most probable illuminant L; (2) the scene
average M is computed using a single chromaticity estimate per object
surface (i.e. one surface one vote), rather than a single estimate per image
pixel; (3) object surface contributions to the scene average M are weighted
by surface brightness, reflecting the well known brightest-is-illuminantest
principle; (4) scenes with high surface counts, which contain relatively
more illuminant information, pull illuminant estimates radially outward
towards M; and (5) scenes with large color gamuts pull the illuminant
estimate radially inward towards L. To test our algorithm, we developed
(1) a database methodology in which we produce large numbers of color
image composites with varying backgrounds constructed from the images
of 100 real objects shot under 5 different illuminants, and (2) a color-
histrogramming recognition benchmark which we have used to test our
approach to color constancy against several other published algorithms. In
our most recent tests, our algorithm achieved 67.4% recognition rates

constancy using
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compared to 37.4% for unprocessed images, outperforming all other
algorithms tested.

Acknowledgment: This work was supported by ONR, ARO, DARPA, and
NIH.

275 Simultaneous contrast and color constancy in authentic
environments: Impoverished vs. rich scenes

Yong Ouyang (j.kraft@manchester.ac.uk), James M Kraft'; University of
Manchester; Faculty of Life Sciences; Moffat Building; Manchester M60 1QD;
England

Simultaneous contrast adaptation was measured using actual illuminated
surfaces in a large experimental chamber (82 cm wide x 112 cm tall x 164
cm deep). Three walls and the floor of the chamber, all formed from
identical colored cardboard (gray, pink, or blue), were visible. In some
conditions, two ceramic mugs and a piece of cardboard having 24 colored
patches were placed in the chamber to add a variety of illuminant cues to
the scene. A square cardboard annulus (3 sizes, same or different color to
the walls) was attached to the back wall of the chamber. In the center of the
annulus was a test square whose chromaticity and luminance could be
varied continuously by the observer. Two color-normal observers adjusted
the test square to appear perfectly achromatic and so that the achromatic
sensation was composed of 50% black and 50% white (three-dimensional
RGB adjustment, 32 settings/condition). Illumination was identical in all
21 conditions [CIE (x,y,Y)=(0.34, 0.34, 20.9)]. Results: Simultaneous
contrast was weaker for both observers when objects were placed in the
chamber, indicating that the objects reduced the influence of the local
surround on color perception. Since the objects should not alter the
information provided by the local surround, the result also suggests that
the objects caused the visual system to depend more on other illumination
cues. Although difficult to estimate precisely, changes in more global
image statistics (i.e. weighted spatial mean) would seem to be too small to
explain the observed reduction in simultaneous contrast. The reduction in
simultaneous contrast was much greater for one observer than for the
other, implying significant individual differences in the way that
information from different illuminant cues is combined. Shifts in
achromatic settings due to simultaneous contrast represent failures of
color constancy (illumination was constant), but the shifts suggest how the
visual system might achieve color constancy when illumination does
change.

Acknowledgment: Supported by EPSRC grant GR/S95558

276 Infants' spontaneous hue preferences are not due solely to
variations in chromatic detection thresholds

Iris K Zemach (ikz@u.washington.edu)’, Davida Y Teller™?; 'Department of
Psychology, University of Washington, Seattle, WA, *Department of Physiology
and Biophysics, University of Washington, Seattle, WA

Infants show spontaneous looking preferences for red and blue over
yellow and green (Bornstein, 1975). To extend Bornstein's work, we
recently tested 3-month-old infants' spontaneous preferences with 4.5 cd/
m2 test disks embedded in a 0.45 cd/m2 white surround on a video
monitor. Twenty three chromatic stimuli varying in dominant wavelength
and colorimetric purity were tested against white (CIE x,y=.33,.33). Infants
preferred all chromatic stimuli to white (cf. Adams, 1987) and for each
dominant wavelength, preference increased with increasing purity. In
general confirmation of Bornstein’s results, blue, purple, and red were
more strongly preferred than yellow, green, and blue-green.

Might infants’ preferences be accounted for by differences in the
detectability of stimuli of different dominant wavelengths? To test this
hypothesis, we obtained infants' purity detection thresholds for lights of
six dominant wavelengths. In general confirmation of the hypothesis,
infants’ purity detection thresholds were lower for blue, purple and red
than for yellow, green and blue-green.
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To compare the two data sets quantitatively, we generated infant iso-
preference and iso-detection contours in CIE 1931 space. Neither contour
was centered at white. Both contours were stretched toward the green
region of CIE space, but by different amounts. After normalizing infants’
preference data by their purity threshold data, some residual preference
differences remained, especially for purple stimuli. We conclude that
infants” spontaneous hue preferences are not due solely to variations in
detection thresholds.

We have previously shown that infants” spontaneous hue preferences are
not due solely to adult-like variations in perceived brightness (Teller et al.,
VSS 2003) or perceived saturation (Zemach & Teller, VSS 2004). Thus,
infants' spontaneous preferences are partially controlled by true
preferences for different hues, rather than just by differences in brightness,
saturation, or detectability.

Acknowledgment: Supported by EY07031 to IKZ and EY04470 to DT

277 Color appearance in the peripheral retina as a function of
stimulus size and intensity under rod-bleach conditions

Michael A Pitts (mpitts@lamar.colostate.edu), Vicki | Volbrecht, Lucy ] Troup,
Janice L Nerger, Melissa A Dakin; Colorado State University

Changes in color appearance were investigated for a range of stimulus
sizes (.098,.125,.25,.5, 1, & 28) at four intensity levels (0.3, 1.3, 2.3, & 3.3 log
td), at 108 along the horizontal meridian of the temporal retina. Stimuli
were presented in a Maxwellian-view optical system, and a rod-bleach
procedure was employed to eliminate rod input (approx. 99% of rod
photopigment bleached). Using the ‘4+1" color-naming paradigm (blue,
green, yellow, red, and saturation), observers assigned percents to describe
the color appearance of a series of monochromatic stimuli ranging from
440 to 660nm in 10 nm steps. At the two lower intensities (0.3 & 1.3 log td),
systematic changes in color appearance were found for stimulus sizes
=.258 in two distinct spectral ranges, 490-520nm & 540-570nm. In the 490-
520nm range, as stimulus size was decreased, the perception of green was
reduced while the perception of yellow was enhanced. In the 540-570nm
range, as stimulus size was decreased, the perception of yellow was
reduced while the perception of red was enhanced. When size was kept
constant, and intensity was manipulated, similar patterns were revealed.
This combination of results demonstrates a size-intensity trade-off with
changes of color appearance. Interestingly, the perception of blue was
unaffected by manipulations of stimulus size and intensity. The reduction
of green, the enhancement of red, and the dynamic changes of yellow
evident for small (or dim) stimuli may explain some of the previously
reported differences in the literature regarding chromatic perceptive field
sizes. These changes in color appearance due to size and intensity
parameters are discussed in terms of cone receptor populations as well as
neural summation.

278 Sensitivity to color and luminance transformations in real
versus phase-scrambled natural scenes

Ali Yoonessi (ali.yoonessi@mcgill.ca), Frederick A.A. Kingdom; McGill ~ Vision
Research, Department of Ophthalmology, McGill University, Montreal H3A
1A1, Canada

Aim

Traditionally, thresholds for discriminating colour and luminance
differences have been measured using stimuli such as disks, gratings or
gabors, and accounted for in terms of the responses of relatively low-level
mechanisms in the visual pathway. On this basis we would not expect the
higher-order structure of, for example, natural scenes to be a factor
determining colour and luminance discrimination thresholds. We
therefore decided to compare discrimination thresholds between natural
scenes and phase-scrambled versions of the same scenes.

Method

The stimuli were fifty calibrated color photographs of everyday scenes and
fifty phase-scrambled images. The chromaticity and saturation of every

pixel was represented as a vector in a modified version of the MacLeod-
Boynton color space, and could be translated, rotated, compressed, or
randomly repositioned within that color space. Thresholds for detection of
each type of transformation were measured using a two-alternate forced
choice method.

Results

Thresholds for all types of transformations in color space were
significantly lower in natural scenes compared to phase-scrambled
images. Thresholds for detecting random changes in color, in the form of
either Gaussian or fractal noise, were considerably lower in natural
compared to phase-scrambled images.

Conclusion

The structure of natural scenes plays a significant role in our ability to
discriminate colour and luminance differences.

Acknowledgment: Supported by Canada Institute of Health Research
grant #MOP-11554 given to F.K.

279 Spatial Arrangement of Irrelevant Color in Visual Search

Krystal A Cunningham (kacunnin@usc.edu), Bosco S Tjan'; University of
Southern California

The colors of nearby regions in natural scenes tend to be similar. The
purpose of this study was to determine if visual-search performance could
be affected by the spatial arrangement of color when color is not a relevant
feature.

The task consisted of searching for a vertical Gabor among oblique ones
tilted at 15 deg clockwise against a gray background. Spatial distribution
of color was manipulated in 3 conditions. In the "random" condition, the
Gabors were randomly assigned to be red or green with matched
luminance. In the '"cluster" condition, an imaginary line divided the
display vertically in half; the Gabors were red in one half and green in the
other half. In the "uniform" condition, all Gabors were either red or green.
Set sizes were 2, 8, 14 and 20.

The mean accuracy of 9 Ss was 95%. Log transformed RTs of the correct
trials were subjected to ANOVA. Spatial distribution of color (COLOR)
had a main effect on RT, in that the random condition led to significantly
longer RTs (p < .05), but no difference was found between the cluster and
uniform conditions (p=.704). There was an interaction between COLOR
and TARGET (present or absent), with COLOR having a greater impact on
RT for target-absent trials. There was also an interaction between COLOR
and SETSIZE. The average search slopes were 127 (random), 98 (cluster),
and 107 (uniform) ms/item for target-absent trials, and 55, 52, and 54 ms/
item, respectively, for target-present trials.

Overall, random spatial arrangement of color, as opposed to uniform color
or clusters of uniform colors, significantly increased search time, in terms
of both setup time and search slope. The effect was disproportionally large
when the target was absent. It appears that spatial discontinuity of color
receives obligatory processing that disrupts visual search both at the onset
and during the search.

280 Motion-Induced Colour Segregation

Shin'ya Nishida (nishidu@brl.ntt.co.jp)l, Junji Watanabe'2, Ichiro KurikiZ;
INTT Communication Science Laboratories, NTT Corporation, Atsugi, Kana-
gawa, Japan, >Graduate School of Information Science and Technology, The Uni-
versity of Tokyo, Hongo, Tokyo, Japan

Against the general notion of separate processing of colour and motion,
recent studies have revealed various forms of colour influence on motion
perception. On the other hand, it remains unknown how motion
information contributes to colour perception. Last year, we reported
"motion-induced colour mixture" (Nishida et al. VSS'04; Watanabe et al.
ECVP'04), in which moving bars whose colour temporally alternates
between two colours (e.g., red and green) at each jump is perceived to be
in the mixed colour (yellow). This phenomenon suggests that the visual
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system may integrate colour signals presented at different locations on the
retina, but along the trajectories of the same moving objects. However, an
alternative interpretation is that motion signals simply lower the spatial
resolution of the colour mechanisms. If colour signals are indeed
integrated along motion trajectories, motion signals should also facilitate
segregation of colours if they are presented at the same retinal locations,
but along different motion trajectories. To test this, we asked the subjects
to rate the magnitude of colour segregation/mixture for gratings in which
red and green bars (6' in width) spatially alternated with a constant dark
interval (variable between 6' and 66'). The grating shifted every 6.25 ms by
6' in the orthogonal direction. This gave rise to an alternation of red and
green at each retinal location. The alternation rate varied between 6.7 to 40
Hz depending on the inter-bar spacing. As the alternation rate was
increased, the perceived colour gradually changed from red/green to
yellow. We compared this function with that measured with a non-motion
display where the same temporal pattern was seen as stationary chromatic
flickers. As we expected, the rating of segregation of red/green was
significantly higher in the motion display than in the non-motion display.
This "motion-induced colour segregation" strongly supports colour
integration along motion trajectory.

281 Variation in focal color choices across languages of the
World Color Survey

Michael A. Webster (mwebster@unr.nevada.edu)l, Paul Kuyz; lDepartment of
Psychology, University of Nevada, Reno, 2International Computer Science Insti-
tute, Berkeley CA

Focal choices for basic color terms in different languages are tightly
clustered around similar regions of color space, pointing to strong
universal tendencies in color naming (Kay and Regier, PNAS 2003). We
asked whether the foci within these clusters can also show significant
variation across languages, by analyzing data from the World Color
Survey (WCS), which includes data from an average of 24 speakers from
each of 110 unwritten languages (available at http://
www. icsi.berkeley.edu/wcs/data.html). For each language we tested for
consensus terms (used by a majority of speakers) whose foci were closest
to the foci for one of the 11 basic terms for English. Variations in the mean
foci for the cluster of terms corresponding to English 'red’, ‘green’, "blue’
or 'yellow” were then compared to the variation predicted by randomly
sampling the foci for 20 individuals across different languages. Clusters
for ‘blue’ and ‘green’ were restricted to the subset of languages that
included distinct consensus terms for both color regions. For all four terms
the variance in both the mean hue and mean lightness of foci across
languages was significantly greater than expected by a single population.
This within-cluster variability suggests that the choice of exemplars for
color categories can be modulated by unknown factors differing among
the languages. However, these variations were small compared to the
differences between clusters (e.g. ‘red’ and ’‘yellow’ clusters were
separated by ~10 times the standard deviation of foci within each cluster,
with only one WCS language with a consensus term nearer to the
intermediate English term "orange’) while variability among speakers of a
common language was pronounced. This suggests that factors
contributing to focal color differences between languages - and in
particular language per se - impose only a weak constraint on color
naming by the WCS respondents.

Acknowledgment: Supported by EY-10834

282 Missing links: Some examples from color vision on how
binding theory may fill gaps in theoretical frameworks for
perceptual phenomena

Vincent A. Billock (Vince.Billock@wpafb.af.mil); General Dynamics, Inc., Day-
ton, OH.

Binding theory is used to understand how the activity of distributed
cortical cells, driven by different parts or aspects of the same image, may
be integrated into a coherent percept. It has found widespread application
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to feature integration and figure/ground segmentation problems. Much
evidence points to a type of oscillatory synchronization as a binding
mechanism. Recently we showed how ideas from binding theory could be
used to understand the fading and fragmentation of stabilized images and
the melting of equiluminant images (Billock & Tsou, TINS, 2004; JCNS,
2004). Here, I consider some additional applications of binding theory to
color psychophysics: (1) It is possible to use oscillatory synchronization to
recode sensory information from two or more channels; for example, it is
relatively straightforward to use oscillatory synchronization to create a
chromatic brightness channel using the compromise frequency of
nonlinear coupled hue and luminance channels. (2) The same principle can
be used to recode brightness and hue mechanisms, to compute chromatic
saturation. Both this saturation signal and the brightness signal obey a
power law scaling that is an emergent bonus of the nonlinear dynamic
interactions between the channels. (3) It has long been a mystery why both
parvo- and magno-driven mechanisms converge on nearly identical
spectral sensitivities. Synchronization of two neural mechanisms is better
behaved when the correlation between the two channels is high; it may be
easier to synchronize luminance inputs from different neural mechanisms
if this sensitivity-induced-correlation is present. Even if direct addition of
luminance mechanism is employed, a high correlation leading to
synchronization eliminates two sources of contrast demodulation.
Treating oscillatory binding as a generic neural mechanism rather than a
special case may be quite useful in understanding psychophysical
phenomena and neural processing.

283 Compensation of white for macular filtering

Dirk Beer (rdbeer@ucsd.edu)l, Joshua Wortmanl, Gregory Horwitzz, Donald
MacLeodl; . C. San Diego, 2Salk Institute, La Jolla, CA

Introduction. S cone excitation is lower in the fovea because short
wavelength light is filtered by the foveal macular pigment. Despite
reduced S cone excitation, white fields appear uniform -- there is no yellow
spot in the center of the visual field. This could be due to filling-in across
space of the macular shadow, or it could due to local compensation of
chromatic signals for white. By measuring white rings in a dark surround,
we eliminated the effect of filling-in across eccentricity. Methods. In the
first experiment, rings of various diameters were repeatedly, briefly,
flashed on a dark surround while subjects fixated the center. Subjects
adjusted the chromaticity of the rings until they appeared colorless.
Luminance was kept constant. In a second experiment to rule out simple
Weber adaptation, we measured achromatic settings for very dim rings. In
addition, to estimate the density of macular pigment across the retina for
each subject, we used minimum motion photometry. Results. The
estimated macular pigment density was on the average 2 times greater in
the fovea than in the periphery. However, despite greater filtering in the
fovea, S cone light required for neutral white was approximately the same
at all eccentricities, different at most by a factor of 1.2. This was true even
for very dim rings which were unlikely to cause Weber adaptation of S
cones. Conclusions. The perception of white is locally neurally
compensated for reduced foveal S-cone excitation due to macular pigment.
Since the compensation is found even at low intensities it is apparently not
due to Weber adaptation of the cones.

Acknowledgment: NIH EY001711

Visual Disorders and Blindsight

284 Visual Perceptual Organization In Adults With Autism
Marlene Behrmann (Behrmann@Cnbe.Cmu.Edu)!, Cibu Thomas', Rutie
Kimchi?, Nancy Minshew®; 'department Of Psychology, Carnegie Mellon Uni-
versity, Pittsburgh, Pa 15213-3890, *department Of Psychology, University Of
Haifa, Israel, 3departments Of Psychiatry And Neurology, University Of Pitts-
burgh School Of Medicine
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Whether or not individuals with autism are ‘local processors’, focusing on
the elements of a display rather than on the global whole, remains
controversial. To examine the extent to which local elements are integrated
perceptually into a global shape in autism, we first examined the ability of
10 autistic adults and matched controls to identify compound hierarchical
letters (e.g. global "H"” made of small “h’s or global "H" made of small ’s’s) at
the global or local level. Normal global precedence, characterized by
increased interference from the global level while reporting the local
elements, was observed in the control but not in the autism group. Closer
scrutiny, however, suggested that a subset of autistic individuals did show
global precedence (‘global’ subgroup) while a second subset (‘local’
subgroup) did not. In a second experiment, in a visual search task, the
same individuals and controls detected the presence or absence of a target
(composed of few or many elements), defined either by the global
configuration or by the local elements, among an increasing number of
distractors. While the local autism subgroup performed as well or even
better than the controls at detecting the target at a local level across display
size when it was made of many local elements, this was not the case for the
global autism subgroup, confirming the bimodal distribution within the
autism group. These results suggest that the autism population may
consist of sub-populations whose predispositions for processing the local
or global aspects of the visual world varies along a continuum and, as
such, these findings offer a means for reconciling the apparent
discrepancies in the literature.

Acknowledgment: This research was funded by a grant from the NICHD/
NIDCD PO1/U19, part of the NICHD/NIDCD Collaborative Programs for
Excellence in Autism.

285 Does eye dominance predict fMRI signals in retinotopic
cortex?

Janine D Mendola (jmendola@hsc.wou.edu), Ian P Conner'; West Virginia Uni-
versity, USA

In studies of human amblyopia with fMRI techniques, we have considered
the relationship between psychophysical measures of eye dominance and
measured BOLD signals. To obtain comparable control data, eye
dominance should be defined in normal subjects. There have been
attempts to define eye dominance in normal subjects, although limited
consensus exists. In this study, we consider two different definitions of eye
dominance: one based on cognitive sighting preference, and the other
based on superior resolution acuity. Sighting eye dominance was assessed
with two standard tests, the Porta Test, and a ‘hole in hand’ variation of
the Miles Test. We tested visual acuity with a Snellen eye chart as well as a
computerized test of grating acuity, with greater expected sensitivity and
selectivity. We found little correspondence between the dominance
assignments made on the basis of sighting versus acuity. We next
compared the fMRI signal magnitude generated by the dominant eye to
that generated by non-dominant eye stimulation, according to either of the
criteria, in 7 control subjects. Experiment 1 used a high contrast achromatic
hemifield stimulus alternating with no stimulus in a blocked paradigm.
Experiment 2 employed chromatic phase-encoded eccentricity and polar
angle stimuli. The results from Experiment 2 provided a field-sign map for
each subject that was used to define regions of interest (ROIs)
corresponding to six visual areas (V1, V2, V3, VP, V4, V3A). We found that
fMRI signals were significantly stronger in the dominant eye according to
the acuity criterion. This consistent dominance effect was apparent for all
retinotopic areas, especially those located in the ventral occipital territory
(V1v, V2v, VP, V4). In contrast, using the cognitive criterion produced no
significant interocular fMRI differences. We conclude that interocular
BOLD differences in normal subjects are substantial, and may be predicted
by acuity measures.

Acknowledgment: Supported by grant I P20 RR15574-01 from NIH/
NCRR to JM.

286 Unconscious orientation and color processing without
primary visual cortex
1

Tony Ro (tro@rice.edu)!, Stephenie Harrison™ 2, Jennifer Boyer!,
Greene!; 1Rice University, 2University of Toronto

Kristen

In humans, the primary visual cortex (V1) is essential for subserving
conscious vision. However, even without V1 and in the absence of
awareness, some preserved ability to accurately respond to visual inputs
has been demonstrated, a phenomenon referred to as blindsight. Here we
used transcranial magnetic stimulation (TMS) to deactivate V1, producing
transient blindness for visual targets presented in the foveal, TMS-induced
scotoma. Despite complete unawareness of these targets, performance on
forced choice discrimination tasks for orientation (Experiment 1) and color
(Experiment 2) were both significantly above chance. In addition to
demonstrating that TMS can be successfully used to induce blindsight
within a normal population, these results suggest the existence of visual
pathways that bypass V1 and can process orientation and color in the
absence of awareness.

287 Revisiting manual localisation in the cortically blind field

David P. Carey (d.carey@abdn.ac.uk), Ceri T. Treventhan, Arash Sahraie; Vision
Research Laboratories, University of Aberdeen, U.K.

Background: Sensorimotor localisation in blindsight patients has been
linked with residual activity in the occipito-parietal cortex. Despite the
theoretical relevance of this claim, very few systematic group studies have
been performed. Purpose: To investigate the incidence of and inter-
relationships between manual localisation and other residual visual
behaviours in a group of cortically-blind patients. Methods: Detailed
perimetry was performed in the same testing session. Manual localisation
was assessed using a touchscreen, and stimuli were generated using a
SVGA graphics card (Cambridge Research Systems, UK) and presented on
a 21" CRT monitor at 37cm viewing distance. Appropriate adjustments
were made to account for parallax errors. To minimise possible light
scatter, the stimulus consisted of two adjacent semi-circular discs with
opposite contrasts, and average luminance the same as the background.
These were presented for 100ms. The fixation was monitored using a video
eyetracker. Using a commentary-key paradigm, awareness of location
judgment was recorded on a binary scale for each trial. Results: Although
some residual localisation ability for some targets was suggested,
considered analysis implies strategic behaviour on the patients’ part. As
some awareness for one or more of the stimuli was obtained, patients
could reach to the restricted number of other target locations when no
awareness was experienced. Conclusions: Data to date suggest caution
should be applied when claiming residual manual localisation in the
cortically blind. Nevertheless, the combination of eye-movement
monitoring, controlled stimuli which minimise light scatter as a cue,
simultaneous spatial awareness judgments and detailed analysis of the
location and the extent of the brain damage will allow for detailed
evaluation of the dorsal stream localisation hypothesis for the first time.

Acknowledgment: This research was supported by BBSRC Grant BBS/B/
05389

288 When Does a Boy Look Like a Gate? Form Discrimination in
Blindsight?

Ceri T. Trevethan (c.trevethan@abdn.ac.uk), Arash Sahraie!, Lawrence
Weiskrantz'; Vision Research Laboratories, School of Psychology, College of Life
Sciences and Medicine, University of Aberdeen, Aberdeen, AB24 2UB, Scotland,
UK.

Background: DB, the first blindsight case to be tested extensively, has
demonstrated the ability to detect and discriminate certain stimuli
presented within his perimetrically blind field defect. Recent testing has
revealed an improvement in DB’s residual visual abilities. He is able to
detect and discriminate visual stimuli that are considerably ‘less
detectable’” than the optimal stimulus parameters often required to elicit
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blindsight (Sahraie et al 2003), and is now able to discriminate between
certain shapes and make a ‘same/different’ judgement within his field
defect (Trevethan et al, VSS 2004). Purpose: To investigate DB'’s ability to
identify simple outline shapes, low-contrast line drawings and complex
images (digital photographs) within his cortically blind field defect.
Methods: Using a forced response paradigm, we investigated DB'’s ability
to identify outline shapes (circle, oval, square, rectangle). DB was then
tested on his ability to identify low-contrast (2%) line drawings of animals
and modes of transport. Finally, DB was tested on his ability to
spontaneously identify complex images (digital photographs) presented
within his field defect. Results: In his field defect, DB demonstrated the
ability to identify some simple outline shapes (choice of four shapes). DB
was also able to identify some line drawings of animals and modes of
transport (DB was told the category of stimuli before testing). Finally, DB
demonstrated the ability to successfully identify some complex images
within his field defect (given no indication of category). Conclusions: The
ability to identify simple shapes and complex images within a cortically
blind area of visual field has been demonstrated in DB. Analysis of DB’s
errors suggests that his performance cannot be explained on the basis of
degraded normal vision. Results will be discussed in relation to the
potential neuronal mediation of these abilities.

Acknowledgment: Supported by BBSRC grant no. BBS/B/05389

289 Imaging Visual Deficits in Autistic Spectrum Disorder

Janine V Spencer (janine.spencer@brunel.ac.uk)’, Justin M O'Brien’; ' Centre for
Research in Infant Behaviour, Brunel University, Uxbridge, UB8 3PH, United
Kingdom, 2Centre for Cognition and Neuroimaging, Brunel University,
Uxbridge, UB8 3PH, United Kingdom

Previous studies of autism have identified deficits in motion processing
(Spencer et al, 2000 Neuroreport 11 2765-2767) and spatial form processing
(O’Brien & Spencer, 2004 Perception 33 S28) which may contribute to
widely reported deficits in visuomotor control and object recognition or
central coherence. To examine the neural bases of these visual deficits we
conducted an event-related fMRI study of form and motion coherence
processing on a group of adults with autism; a group with Asperger
syndrome, and a group comprising matched controls. We measured
responses to form and motion stimuli using a Glass stimulus of varying
coherence in a field of random dots. A coherent visual patch was depicted
by dots separated by a rotational transformation in space (form coherence)
or space-time (motion coherence). Five fixed coherence levels were used
(0.0, 0.125, 0.25, 0.5, 1.0). Stimuli were presented for 250ms. Participants
responded according to the location (left or right of fixation) of the
coherent patch. The order of events was pseudo-randomly permuted. The
regions of interest in our analysis were based on those previously
identified as responding differentially to coherent motion and coherent
form (Braddick et al, 2000 Current Biology 10 731-734). The BOLD response
in all 4 form ROIs and all 4 motion ROIs was significantly lower in autism
than controls, though this finding cannot at this stage be attributed
specifically to visual deficits over non-perceptual experimental factors
such as attention. A non-linear relationship between the change in BOLD
signal and motion coherence was found for autism in V5/MT compared to
a linear relationship for controls. Participants with Asperger syndrome did
not show results significantly different from the control group.

290 Implitict Object Recognition in Visual Integrative Agnosia:
Patient SE

Ayelet N Landau (ayeletlandau@berkeley.edu)’, Hillel Aviezer’, Lynn C
Robertson! 3, Mary A Peterson4, Nachum Soroker5, Yaron Sacherg, Yoram
Bonneh6, Shlomo Bentinz; lllniversity of California, Berkeley, 2Hebrew Univer-
sity, Jerusalem, Israel, 3Ojﬁce of Veterans Affairs Medical Research, Martinez,
“University of Arizona, *Lowenstein Rehabilitation Hospital, Raanana and Sack-
ler Faculty of Medicine, Tel Aviv University, Tel Aviv, *Department of Neurobi-
ology, Brain Research, Weizmann Institute of Science, Rehovot
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The present study investigates implicit object recognition in a patient with
visual integrative agnosia. Consequent to a bilateral infarct due to CVA of
the posterior cerebral arteries, patient SE exhibited severe object and face
recognition impairments. Although he was unable to identify hierarchical
stimuli at the global level, SE’s performance on the local components of
these figures suggested implicit processing of global identity, however.
The goal of the present study was to investigate whether objects that SE
fails to identify explicitly were identified implicitly. In Experiment 1, a
target word (the probe) was preceded by a drawing of an object or animal
(the prime). SE performed a word categorization task (animate/inanimate)
on the probe. Picture primes represented either the same exemplar as that
of the probe (e.g. a picture of a dog followed by the word probe "DOG’), or
a different exemplar from the same category (e.g. a picture of a camel
followed by the probe 'DOG’) or an unrelated noun from a different
category (e.g. a picture of a chair followed by the probe 'DOG’). In
Experiment 2, the prime was a word and the probe was a picture. The task
was to determine whether the picture represented a possible or an
impossible object or animal. Pictures in the impossible condition were
created by seamlessly combining the parts of different objects or animals.
For possible pictures the word primes denoted either the same exemplar
or a different exemplar from the same category. A third condition
presented a noun followed by a picture of an impossible object. In both
experiments the response to the probe was facilitated in the same
condition compared to the different condition, providing clear evidence
for bi-directional semantic mediation (from words to pictures, and from
picture to words) without explicit identification of the pictures. These
findings will be discussed in the context of theories of perceptual
organization of visual input and visual awareness.

291 How Would You Catch A Ball If You Had Visual Form
Agnosia?

John P Wann (j.p.wann@rdg.ac.uk)!, David T Field!, Mark A Mon-Williams®,
David Milner’; 'School of Psychology, University of Reading, *School of Psychol-
ogy, University of Aberdeen, 3Dept of Psychology, University of Durham

Visual form agnosia offers a means for exploring the capabilities and, to
some degree, the limitations of the human dorsal visual stream. Wann et al
(2001) observed that a patient with visual form agnosia (DF) could modify
appropriately her reach towards an object if there was a rapid change in its
disparity-specified distance but in contrast to control participants a
sudden change of optical size did not produce an equivalent modification
in reach distance. This raises the question of how sensitive is DF to
looming information that ordinarily signals object approach and time to
collision (TTC)? We first established that DF has a reasonable ability to
catch a ball that is thrown to her in a straightforward fashion. We next
presented DF with a range of looming and changing size stimuli. DF was
able to report verbally whether an object was approaching or receding
when shown a simulation of a looming or contracting ball but was unable
to make the same judgment when presented with an equivalent step-
change in the size of static images (a task that appeared trivially easy to
controls). When asked to hit a button when she gauged a looming ball
would hit her, she graded her responses with changing TTC but seemed to
rely upon optic size rather than the relative rate of dilation (Tau: Lee,
1976). We tested control participants (female, 48-56yrs) and found that
they also failed to grade their responses in line with Tau. We will discuss
how the skilled performer might extract a perceptual estimate equivalent
to Tau from changing size, how this might degrade if high precision tasks
are not practised and why this mechanism might fail in the case of visual
form agnosia.

Acknowledgment: This research was supported by the UK Engineering &
Physical Sciences Research Council. The authors are extremely grateful for
the wonderful cooperation provided by DF.
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292 Oirientation Integration is Intact in Integrative Agnosia

Harriet A Allen (H.A.Allen@bham.ac.uk), Glyn W Humphreys'; Brain and
Behavioural Sciences, University of Birmingham

HJA has a lesion of the lingual and fusiform gyri. He is unable to integrate
local object features into global form and is poor at grouping and
segmenting overlapping objects’. In the mean orientation task® observers
must integrate local Gabor elements to judge an arrays overall orientation.
This task is probably mediated by V1 or V2, but observers” ability to vary
how orientation samples are pooled suggests that something more
complex than the filter-rectify-filter model is needed.

Method

HJA indicated whether the mean orientation of arrays of Gabor elements
(sf approx 2 cycles/deg, env s.d approx 4 cycles/deg) was to the left, or
right of vertical. The orientation of the modulation in each Gabor was
selected from a Gaussian distribution with a variable bandwidth. The
bandwith’s standard deviation was varied from 0 (all aligned) upwards.
The density of the array was varied by changing the diameter of the
stimulus (3, 6, 12 deg) and the number of elements (4, 64). Mean
orientation thresholds for each array bandwidth were fitted with a
variance summation model to estimate internal noise and sampling
efficiency.

Results

HJA'’s performance judging the orientation of individual Gabors, arrays of
aligned Gabors and arrays with increasing bandwidth was similar to non-
lesioned observers, although he appeared to use slightly less samples.
Increasing the density of the gabor array affected his performance much
less than non-lesioned observers.

Conclusion

HJA appears to be able to integrate low level local information for this
task. His performance does not deteriorate with crowded displays,
suggesting anomalous lateral interactions. Like non-lesioned observers he
is able to change his sampling strategy with the number of display
elements. This flexibility must, therefore, be a property of V2 or V1
neurones or a hitherto unrecognised top-down pathway must exist that
by-passes the lesion.

IGiersch et al (2000) Cognitive Neuroscience 17 p731; 2 Dakin (2001) JOSA
A18 p1016

Acknowledgment: funded by the Wellcome Trust, UK

293 Low-level and high-level maximum motion displacement
deficits in amblyopic children

Cindy S Ho (cindyh@interchange.ubc.ca), Deborah E Giaschi'; Department — of
Ophthalmology and Visual Sciences, University of British Columbia, Canada

Direction discrimination thresholds for maximum motion displacement
(Dmax) are not fixed values but are highly dependent on stimulus
parameters. Dmax increases with reduced dot probability (Boulton &
Baker, 1993; Ramachandran & Anstis, 1983) or increased dot size
(Cavanagh et al., 1985; Morgan, 1992). It has been theorized that the
increase in Dmax under these conditions might reflect a switch in
processing from low-level to high-level motion mechanisms in normal
observers (Nishida & Sato, 1995; Sato, 1998). The proposed low-level
process is reliant on spatial-frequency-tuned motion detectors and the
high-level process is mediated by feature matching mechanisms. To
determine whether this ‘switch’ in motion mechanisms is observed in
amblyopic individuals, thresholds were obtained in both eyes of 9 children
with unilateral amblyopia and 9 controls. Each subject performed the task
under three random dot display parameters: 20 min size at 5% density
(baseline condition), 20 min size at 0.5% density (reduced probability
condition), and 1 deg size at 5% density (increased dot size condition). A
significant increase in Dmax was observed for displays with reduced dot
probability and increased dot size relative to baseline in both groups.
However, on the baseline and reduced dot probability conditions, Dmax

was significantly lower in both eyes of the amblyopic group compared to
the control group. For the increased dot size condition, Dmax was
significantly lower in the amblyopic eye but significantly higher in the
fellow eye compared to the control group. Extent of binocularity and
subtype of amblyopia were not predictive of abnormal performance in this
small sample. The results suggest that amblyopic children show the
expected shift from low- to high-level motion mechanisms, but both
mechanisms appear to be deficient. Our findings implicate abnormal
binocular motion processing mechanisms in the neural deficit underlying
amblyopia.

Acknowledgment: Research funded by NSERC grant 194526 to D.Giaschi.

C. Ho funded by the Canadian Optometric Education Trust Fund & the
B.C. Research Institute in Children's & Women's Health.

294 Temporal instability of amblyopic vision: Evidence for an
involvement of the dorsal visual pathway

Ruxandra Sireteanu (sireteanu@mpih-frankfurt.mpg.de)2,Claudia Bo%oumer
Constantin S,rhul'z; I!Max-Planck-Institute for Brain Research, Frankfurt /
Main, Germany, Johann Wolfgang Goethe-University, Frankfurt / Main, Ger-
many

1,2

The purpose of the experiments was to investigate the spatial and
especially the temporal distortions in amblyopic vision, and to relate them
to the orthoptic status and the contrast sensitivity of the amblyopic
subjects, as well as to their performance in psychophysical tasks. In the
first experiment participants were asked to describe their perception of the
amblyopic eye for patterns of different spatial frequencies (0.4 - 3.2 ¢/ deg).
In the second and third experiments, subjects had to reconstruct concentric
circles point by point. The radial position of each point was to be
recontructed after visual presentation, while the angular position was
presented either auditively (second experiment) or visually (third
experiment). Twelve out of 14 amblyopes perceived spatial distortions.
Five out of 10 strabismic and strabismic-anisometropic, but only 1 out of 4
anisometropic amblyopes perceived temporal instability. Temporal
distortions were seen only for spatial frequencies higher than 1.6 c¢/deg.
Temporal instability involved either the whole pattern or only some parts
of it. There was no relationship of contrast sensitivity loss to the type or
severity of distortion. In experiments 2 and 3, considerable distortions
were perceived in the amblyopic eye for strabismic and strabismic-
anisometropic amblyopes. In addition, subjects who perceived temporal
instability showed a significantly impaired performance in adjusting the
auditively presented points. The experiments suggest that strabismus, in
addition to amblyopia, is needed to elicit significant spatial and temporal
distortions. Temporal instability appears in addition to spatial distortions
and has a negative impact on the performance in psychophysical tasks.
Strabismic amblyopes show deficits in auditory-to-visual mapping,
suggesting an impairment of the dorsal pathway, in addition to the known
deficits of the ventral visual pathway.

Acknowledgements:

Supported by a grant from Deutsche Forschungsgemeinschaft (Si 344/17-
1,2)

295 Assessment of contrast sensitivity in infants and children
with neurological impairment: a novel test using steady-state
visual evoked potentials (ssVEPs)

] Calvert (j.culvert@gcal.uc.uk)l’z, M S Bmdnaml's, V  Manahilov’, R
Hamilton3, D L McCulloch?, A Muckay1’3, G N Dutton™%3: Workhill Divi-
sion NHS Greater Glasgow, 2Glasgow Caledonian University, 3University of
Glasgow

Purpose: Children with neurological impairment often have visual
dysfunction, including reduced contrast sensitivity. However, a lack of co-
operation or developmental delay can make subjective testing slow and
inaccurate. We have previously developed an automated objective visual
acuity test using ssVEPs (Bradnam et al. 1994, 2001; Mackay, 2003, 2003a &

81

2
—
c
X
=
=<
o
=




SATURDAY PM

SATURDAY PM

POSTER SESSION C

Saturday, May 7, 2005

b). In the present study we report a similar technique to objectively and
rapidly assess contrast sensitivity thresholds.

Methods: The rationale for our technique is to acquire the most important
information as quickly as possible, before the child loses co-operation. This
is accomplished by real-time analysis of the individual’s ssVEP, which
determines the subsequent contrast levels to be presented. The stimulus
presentation technique is based on an adaptive staircase method, usually
used in psychophysical experiments. The starting point is a high contrast
pattern, large initial steps in contrast allow the threshold region to be
identified and subsequent smaller steps allow an accurate threshold to be
established.

Results: The stimulus parameters and presentation protocol were
optimized in order to obtain a rapid and accurate contrast threshold. The
contrast range, contrast step size, stimulus presentation algorithm, spatial
frequency, temporal frequency, scalp recording sites and length of
recording time before accepting ‘no response” were all investigated. As a
result, it takes less than three minutes to estimate a contrast sensitivity
threshold, with the threshold estimates being comparable to
psychophysical estimates.

Conclusions: The use of ssVEPs, combined with sensitive objective signal
detection and a staircase stimulus presentation is an effective strategy for
determining contrast sensitivity.

Acknowledgment: This work is funded by the Scottish Executive Chief
Scientist Office Grant Number: CZB/4/247

296 What does an amblyopic eye tell human visual cortex?

Ian P Conner (iconner@mix.wou.edu), Janine D Mendola; West  Virginia Uni-
versity, USA

Amblyopia is a developmental disorder known to result in abnormalities
in the human visual cortex, although the extent of involvement of cortical
areas beyond V1 remains unclear. We report here an updated analysis of
an ongoing study (VSS 2003) of amblyopic visual cortex. This fMRI study
of 12 adult amblyopes (6 esotropic strabismics, 6 anisometropes) and 6
controls directly compared the BOLD signals produced by monocular
stimulation of each eye. Measures were made in three cortical regions-of-
interest (ROIs) corresponding to extrafoveal V1 and V2 and the foveal
representation at the occipital pole, individually defined using standard
retinotopic mapping in the fellow (nonamblyopic) eye. Fixation stability
was found to not differ significantly between subject groups, and
correlated with signal magnitude only in the foveal ROI for strabismic
eyes. Results showed that mean fMRI signal for amblyopic eyes was
consistently lower than for fellow eyes in all ROIs, although a few
amblyopes did not show this trend. Nevertheless, the interocular
difference in extent of activation was significantly larger for both
strabismics and anisometropes compared with controls. In addition, both
subtypes showed significantly fewer voxels able to be driven by both eyes
(significantly for V1 and V2 in anisometropes). Comparison of individual
phase-encoded retinotopic maps obtained from amblyopic versus fellow
eyes revealed less activation in the occipital pole corresponding to foveal
stimuli, consistent with known psychophysical losses. Finally, a few
amblyopes demonstrated the novel finding of more activity in parietal and
temporal cortex from the amblyopic than the fellow eye. These results
confirm that the amblyopic eye is deficient in driving visual cortex
compared with both the fellow eye and control eyes, and demonstrate that
both strabismic and anisometropic amblyopes have abnormal cortical
representations of foveal stimuli.

Acknowledgment: Supported by grant I P20 RR15574-01 from NIH/
NCRR to JM.

297 Visual Completion in  Children with  Pervasive
Developmental Disorder: Effects of Shape Complexity
Tessa CJ de Wit (t.dewit@nici.ru.nl)l, Wim AJM Schlooz?, Wouter Hulstijnl,

Rob van Lier'; 'Nijmegen Institute for Cognition and Information, Radboud Uni-
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versity Nijmegen, The Netherlands, >ACKJON, De Lingewal, The Netherlands

Much evidence has been gathered for differences in visual perceptual
processing in individuals with Autistic Spectrum Disorder. These
individuals show detail-focused processing in which features are
perceived and retained at the expense of global configuration and
contextualized understanding. The presence of the fundamental process of
visual completion was tested in a subgroup of children with Pervasive
Developmental Disorder (PDD), as this requires perceptually integrating
visual information into wholes. In Experiment 1, it was investigated
whether visual completion is present for simple partly occluded shapes in
a group of children with PDD and a typically developing group. In
Experiment 2, the influence of local and global processes in visual
completion was investigated for the two groups. Nineteen children with
PDD and twenty-eight controls who were matched for chronological age
and IQ took part in two primed-matching tasks. For both groups, visual
completion was found and for both groups, global influences were found
to be dominant. However, the group with PDD did not have priming
effects from local primes on local test pairs. We conclude that the group
with PDD did integrate visual information into wholes, and also did this in
a global, not a local way. However, for more complex shapes, visual
completion is weaker for this group.

298 Procedure- and Stimulus-Dependent Differences in
Perceptual Filling-In after Macular Hole Surgery

Walter Wittich (walterwittich@sympatico.ca)’, Olga Overbury>3, Michael A
Kapusta®, Jocelyn Faubert>; 'Department of Psychology, Concordia University,
Department of Ophthalmology, McGill University, 3School of Optometry, Uni-
versity of Montreal

Traditionally, perceptual filling-in has been investigated at the optic nerve
head as well as with artificial scotomas in the periphery. Research into this
phenomenon related to central scotomas remains extremely limited,
especially if they occur in the process of ocular disease. Recently, central
retinal defects due to Age-Related Macular Degeneration, where scotomas
are due to photoreceptor degeneration, have been examined from the
perspective of filling-in. The present study took advantage of another
ocular pathology, Macular Hole (MH), which results in central field
defects due to circular and localized dislocation of photoreceptors in the
macula. A surgical procedure (vitrectomy) facilitates closure of the MH,
restoring visual function, yet, not always completely. Frequently, patients
complain about distortions postoperatively.

Anatomical closure of the MH is clinically assessed with the Watzke-Allen
(WA) Test, the projection of a bright white line across the surgical site. The
present study investigated the parameters of this test (in 32 eyes) and
established guidelines for a standardized version (in 17 eyes). Levels of
distortion and perceptual filling-in were examined and compared with a
new Line Resolution Test (LRT) in all 49 eyes. The clinically controllable
parameters of the WA were line width and luminance. Stimulus display
time could only be controlled in the LRT (500 ms) while assessing levels of
perceptual filling-in and distortion (solid, bent or broken perception of the
line). Overall, line perception on the LRT contradicted the WA in 15 eyes
(31%). This disagreement was independent of the type of WA used. The
large amount of contradiction in line perception between the two tests can,
in part, be attributed to display time in the WA as patients have the
opportunity to scan the stimulus. Furthermore, even the standardized WA
was displayed at an extremely high level of luminance, facilitating the
possibility of perceptual filling-in.

299 Abnormal spatial integration
distance-dependent

Melanie Palomares (paloma@jhu.edu)l, Barbara Landau?, Howard Egethl;
IPsychological and Brain Sciences, Johns Hopkins University, >Cognitive Science,
Johns Hopkins University

in Williams Syndrome is

The cognitive profile of Williams Syndrome (WS), a genetic disorder,
exhibits a profound weakness in visuospatial abilities and a relative
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strength in language. Evidence from visuomotor tasks such as drawing
and block construction suggests that WS individuals may be impaired in
integrating information over space (see Bellugi et al., 1999; Hoffman et al.,
2003). We characterized how WS individuals integrate spatial information
by measuring positional acuity thresholds. We asked people with WS,
normal children and normal adults to judge the position of a target square
relative to two flanking squares. We found three notable results: 1)
Positional thresholds normally decrease with age, and reach mature levels
after 8-9 years old. 2) Doubling the flanker distance from 3 deg to 6 deg
doubled positional acuity thresholds in normal adults, 8-9 year olds and 5-
6 year olds, while it increased 6 times in WS participants. 3) For flankers at
3 deg, WS participants have thresholds better than 8-9 year olds. For
flankers at 6 deg, WS people have thresholds worse than 3-4 year olds.
These data suggest that WS people may be good at integrating proximal
information, but may be impaired in integrating distal information
perhaps reflecting abnormal parietal lobe functions.

300 Limited Retinotopic Reorganization in Age-related Macular
Degeneration

Sing-Hang Cheung (sing@umn.edu)', Ronald A Schuchard?, Sheng Hel, Yong-
hua Tai>3, Gordon E Legge!, Xiaoping P Hu*; 'Department of Psychology, Uni-
versity of Minnesota, Minneapolis, 2Rehabilitation Research & Development Cen-
ter, VA Medical Center, Atlanta, Georgia, 3Department‘ of Rehab Medicine,
Emory University, Atlanta, Georgia, *Department of Biomedical Engineering,
Emory University, Atlanta, Georgia

Purpose: Age-related macular degeneration (AMD) afflicts the central 58
to 108 of the retina. Studies of retinotopy of the primary visual cortex (V1)
among normally sighted humans have shown that the central retinal area
projects to a disproportionately large area at the posterior end of V1. It is
not yet known what happens to the retinotopy in AMD patients with
central visual field loss (CFL). The current study investigates the possible
retinotopic reorganization in AMD patients using fMRI.

Methods: Four AMD patients aged 81 to 84 were studied. Macular
perimetry was performed using a scanning laser ophthalmoscope prior to
the fMRI session. Averaged size of CFL in the tested eye was 118. Two
stimulus sequences were used. (1) Full-field vs. control vs. fixation. A
change detection task at the 1.58 fixation cross was used to encourage
stable fixation. The whole display (428 x 308) was filled with flickering
checks during the full-field blocks. A check-filled 28 disc was presented to
the estimated foveal location in the CFL area during the control blocks. (2)
Whole-field scene vs. blank. Participants performed a 1-back picture
matching task with free viewing of the pictures during the scene blocks.
Functional and anatomical MR images were obtained with a Siemens 3T
TRIO system and analyzed using BrainVoyager software.

Results: Macular perimetry confirmed that all participants used a
preferred retinal locus (PRL) for fixation outside the CFL area. Posterior V1
showed activation in one of the four patients for both full-field and scene
conditions. Anterior V1 showed activation in all four patients for both full-
field and scene conditions. No V1 activation was detected in the control
condition.

Conclusions: A substantial region of V1 remains unresponsive to visual
stimulation in the majority of patients, suggesting the lack of extensive
retinotopic reorganization in the elderly with AMD, despite evidence for
behavioral adaptation in the use of a non-foveal PRL.

Acknowledgment: Supported by University of Minnesota Doctoral

Dissertation Fellowship to S.-H.C., VA Rehabilitation R&D Service C2650
to R.A.S,, and U.S. NIH Grant EY02934 to G.E.L.

301 Low Vision Differences between Static and Moving Patterns
in Central and Peripheral Fields

Jeffrey B. Nyquist (j.nyquist@uanderbilt.edu), Kelly E. Lusk', Joseph S. Lappin’,
Anne L. Cornl, Duje Tudinl; Vanderbilt Vision Research Center

Impaired visual function is often described by reduced visual acuity, with
effects thought to be qualitatively similar for various types of stimuli.
Visual fields may be locally impaired, but little is known about how such
local field deficits might interact with different visual discrimination tasks.
Now, we report that (a) children with different low-vision etiologies may
have differing deficits for static and moving patterns, and (b) these deficits
may differ in the central and peripheral fields.

Vision was evaluated simultaneously in central and peripheral fields,
using three adjacent monitors, each perpendicular to the visual direction -
one central and two peripheral displays, at 30 deg eccentricity. Stimuli
were Gabor patches. Static form perception was measured by orientation
discrimination thresholds; and motion perception was measured by
temporal thresholds for direction discrimination. In addition to single-
stimulus discrimination tasks in which a test pattern appeared in a
randomly selected field, attentional selection was also studied with
multiple simultaneous Gabor patches and a spatial cue designating an
individual target patch. Children with several different types of low vision
have been tested, as well as normally sighted children and adults in the
same visual tasks.

Normally sighted children and adults exhibited little or no difference in
performance on these tasks. Low-vision children, however, exhibited
dramatically different deficits not predictable from previous knowledge
about acuity, visual fields, or etiology - deficits substantially different for
static forms and moving patterns, and different for the central and
peripheral fields. Evidently, perception of static forms and motion entail
qualitatively different mechanisms and visual skills that differ between
central and peripheral fields.

302 Psychophysical evidence for abnormal magnocellular
processing in 6-month olds infants with autism in their family

Joseph P McCleery (jmccleery@psy.ucsd.edu)'>3, Elizabeth A Allman®?, Karen
Burner?3, Leslie ] Carver!-3, Karen R Dobkins?; TUCSD Dept of Psychology,
2UCSD Infant Vision Laboratory, 3UCSD Project in Cognitive & Neural Devel-
opment Laboratory

Previous psychophysical studies have shown impairments in motion
processing, a dorsal visual stream function, in children with autism (e.g.,
Spencer et al., 2000). Since the dorsal stream receives input mainly from
the magnocellular (M), and little from the parvocellular (P), pathway,
these findings may reflect abnormal processing in the M pathway in
autism. To test this abnormal M pathway hypothesis, and to determine
whether such abnormalities are present early in life, we compared M and P
pathway function in infants with an older sibling with autism (i.e., “at-risk’
infants, who have a ~10% chance of ultimately being diagnosed with
autism, and added risk for sub-clinical social and communication deficits)
with typical infants. M and P pathway function was assessed by obtaining
luminance (L) and red/green chromatic (C) contrast sensitivities,
respectively (see Dobkins et al., 1999). L and C sensitivities were
determined in 88 typical and 11 at-risk 6-month-olds, using forced-choice
preferential looking. The results of a 2-factor ANOVA (factor 1=subject
group: at-risk vs. typical, factor 2=stimulus type: L vs. C) yielded a
significant interaction ((F(1,97) = 54, p < 0.05). These results suggest
abnormalities in the relative integrity of M vs. P pathways in at-risk
infants. Specifically, differences were observed for L sensitivity (at-risk:
mean log = 1.53, se = 0.07; typical: mean log = 1.38, se = 0.04), but not C
sensitivity (at-risk: mean log = 1.51, se = 0.08; typical: mean log = 1.54, se =
0.03). Although L sensitivity in at-risk infants was actually enhanced, this
nonetheless suggests abnormalities in M pathway processing, which could
potentially serve as a phenotypic marker for autism, and may explain
some of the cognitive/behavioral problems of individuals with autism.
Preliminary data will be presented investigating correlations between
these visual data at 6-months and social-communicative behaviors at 10-
months, and diagnostic outcomes at 24-months.

Acknowledgment: Support contributed by: M.ILN.D. Institute & National
Alliance for Autism Research
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303 In Vivo Characterization of laser Induced Photoreceptor
Damage and Recovery in the High Numerical Aperture of the
Snake Eye

Harry Zwick (harry.zwick@brooks.af.mil), Bruce Stuckl, Peter Edsall’, Ed
Woodl, Rachel Chemmiel, Jim Sankovichl; USAMRD, Walter Reed Army
Institue of Research

The high numerical aperature of the garter snake eye (Thamnophis m.
Marcianus) permits in vivo imaging of the photoreceptor layer and
anterior retinal blood cell activity. A Rodenstock confocal scanning laser
ophthalmoscope (CSLO) was employed with laser imaging sources at 488,
514.5, 633, and 790 nm. Photoreceptor damage was examined for both
thermal/mechanical as well as non-thermal/mechanical photoreceptor
damage mechanisms. Anesthesia was induced with ketamine-xylezine,
IM. Acute thermal/mechanical laser induced photoreceptor injury from
external laser sources causes visible photoreceptor damage, characterized
by high reflectivity in photoreceptors at the edge of the lesion site and loss
of photoreceptors at the lesion center. During the first 60 seconds post
exposure, photoreceptors may migrate in various directions away from the
lesion site and individual photoreceptor orientations maybe altered.
Utilization of the 790 nm CSLO imaging source revealed maximal in vivo
photoreceptor reflectivity as compared with shorter wavelengths (488 nm),
as longer wavelength imaging sources focus within the altered outer
segment lamellae, while shorter wavelength sources focus closer to the
posterior edge of the photoreceptor outer segment. Examining comparable
exposure conditions at the level of the retinal vasculature reveals the
appearance of ’sticky’ blood cells which cumulate in the retinal
photoreceptor and retinal nerve fiber layer (RNFL) injury sites and have
been identified with acridine orange as leukocytes. At non-thermal levels
of exposure, photoreceptors undergoing oxidative stress have been
identified with H2DCFD,D-399,adjacent to photoreceptors injured under
thermal mechanical conditions. Long term evaluation of photoreceptor
damage sites show a decrease in photoreceptor lesion site size, suggesting
photoreceptor reorganization and replacement and raises the issue that
such migration might be driven by active as well as passive photoreceptor
recovery mechanisms.

Locomotion, Steering and Posture

304 The Roles of Spatial Knowledge and Visual Landmarks in
Navigation

Huiying Zhong (huiying_zhong@brown.edu), Marianne C. Harrison, William H.
Warren; Brown University

We recently reported that human participants rely on ordinal rather than
metric spatial knowledge when navigating to known locations in a virtual
hedge maze (Harrison et al, VSS 2001). Ordinal structure refers to the
sequential relationship among junctions and paths in the maze, whereas
metric structure refers to Euclidean distances and angles between them. In
other experiments, we found that participants depend heavily on visual
landmarks rather than spatial knowledge acquired from path integration
when taking a shortcut between two known locations (Foo et al, JEP: LMC,
in press; VSS 2004). Here we compare the contributions of ordinal
structure and visual landmarks when navigating in the maze. Participants
actively walk in an immersive virtual environment (12m x 12m) with a
head-mounted display (60 deg H x 40 deg V) and a sonic/inertial tracking
system (latency 50 ms). In the learning phase, participants freely explore a
hedge maze with visual landmarks at some junctions, in order to learn 10
places. In the testing phase, they are instructed to walk to these places
from a home location. On control trials, the environment is the same as
during learning. On probe trials, the environment is changed in one of
three ways. In the first condition, the maze layout remains constant while
the landmarks are shifted by one junction; thus, metric and ordinal
structure are preserved but landmark positions are changed. In the second
condition, the maze is stretched along its major axis, preserving its ordinal
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structure, while landmark positions remain constant. In the third
condition, a radial arm section of the maze is rotated by 45 deg, while
landmark positions remain constant. If participants follow the landmarks,
they turn onto incorrect paths in the probe trials. If they rely on ordinal
knowledge of the maze, they ignore landmarks and take the correct paths.
The results allow us to compare the relative contributions of ordinal
spatial knowledge and visual landmarks in active navigation.

Acknowledgment: Acknowledgment: Funded by NSF BCS-0214383

305 Investigating the effects of occlusion time on the visual
guidance of blind-walking, veering, and distance perception

Jeffrey Andre (andrejt@jmu.edu), Katherine Losier, Rachel Heiser, Allison MeGe-
hee, Cliff Campbell; Department of Psychology, James Madison University, Har-
risonburg, VA, USA

Previous researchers have explored the effects of visual occlusion on
egocentric distance perception and blind-walking down straight
pathways. For example, Rieser et al. (1990) reported no systematic error in
blind-walking distance of up to 22 m following an 8 sec occlusion time
(OT). Tyrrell et al. (1993) reported a gradual decay in the distance blind-
walked down a straight pathway as OTs increased. More recently, Tyrrell
et al. (1997) and Brown et al. (2004) found that even after longer OTs,
blind-walking participants did know where straight ahead was, but still
suffered from decay in path-walking performance. To further explore the
characteristics of blind-walking, the present study tested 25 college-aged
participants using a 40 cm wide by 15 sm long pathway laid out on a
gymnasium floor. Their instructions were to blind-walk down the
pathway following 5, 30, or 60 sec OTs. On some trials, a target cone was
placed in the path’s center at 4 or 12 m, and instructions were to stop when
they believed they had reached the cone. Distance walked within the path
was measured on every trial; total distance walked and stopping location’s
lateral position from the path’s center (veering) was measured on target-
present trials. Similar to previous studies, there was an OT effect as
participants walked shorter distances following longer OTs. Interestingly,
when targets were present, path distances walked tended to be shorter at
all OTs. There was more veering on 12 m target trials, and longer OTs
tended to increase veer. On average, participants walked about 85% of
target distances. Although inconclusive, preliminary results tended to
show that longer OTs increase distances walked to shorter targets and
reduce distances walked to further targets. In conclusion, longer OTs do
seem to affect blind-walking, veering and distance perception differently
from shorter ones.

306 The
Distance

Jennifer L Campos (camposjl@mcmaster.ca), Celia Hsiao, George SW Chan’,
Hong Jin Sunl; McMaster University, Canada

Influence of Vision on the Estimation of Walked

Traversed distance estimation is influenced by both visual cues
(particularly optic flow) and locomotor cues (proprioceptive/ efferent copy
and vestibular). While evidence suggests that locomotor cues alone can be
used to estimate distance, little is known about the role of optic flow when
both visual and locomotor cues are available simultaneously. The current
study employed a consecutive cue-conflict paradigm to compare distance
estimates obtained via locomotor cues alone to those obtained via both
locomotor and optic flow cues. This experiment took place in a large, open,
outdoor environment. Subjects (Ss) were presented with two distances,
which they were informed were identical in magnitude; one via
blindfolded locomotion (L) and one via locomotion with vision (LV) (with
the order of the two randomized). For the majority of the trials, the
magnitude of the two stimulus distances was indeed the same (congruent),
but for a small subset of trials the two distances differed in magnitude
(incongruent). Subsequently, Ss produced an estimate by adjusting the
distance of a visual target to match the learned distance. Overall, a small
underestimation was observed in all cases. For congruent trials, when the
same cues were present in both stimulus distances, estimates were slightly
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shorter for LV than for L. However, when different cues were present in
the two stimulus distances, there was also an effect of cue presentation
order. When LV occurred second, distance estimates were much shorter
than when LV occurred first. For incongruent trials, the effect of cue was
compounded with a powerful effect of distance presentation order. When
the longer distance was presented second, estimates more closely
approximated the longer distance, whereas when the shorter distance was
presented second, estimates more closely approximated the shorter
distance. This effect was more prominent when LV occurred second,
indicating a dominant effect of vision and an interaction between cue and
presentation order.

Acknowledgment: This work was supported by NSERC and CFI grants to
HJS and an NSERC fellowship to JLC.

http/fwww.cog.brown.edu/

307 Speed of Visual Flow Affects Comfortable Walking Speed

Betty | Mohler (bmohler@cs.utuh,zdu)l, Sarah H Creem-Regehrz, William B
Thompson; 1School of Computing, University of Utah, >Psychology Department,
University of Utah

When a person is instructed to walk at a comfortable speed, their actual
walking speed is influenced by the velocity of visual flow that they
experience. This is a surprising result, given that "walkingcomfortably"
would seem to depend on purely biomechanical factors. To demonstrate
this result, we utilized a computer controlled treadmill with a 6' by 10'
walking surface, surrounded by three 8' by 8' projection screens oriented to
provide an approximately 180 degree horizontal field of view. Users were
able to walk at any speed of their choosing on the treadmill, with the speed
of the treadmill belt automatically adjusting as needed. Ten subjects
participated. Each subject had three minutes to gain familiarity with the
user-controlled treadmill. Following this, each subject was directed to
walk comfortably in three different conditions, visually slower (0.5X),
visually same (1.0X) and visually faster (2.0X) than their walking speed.
The practice and each of the three conditions on the treadmill were
separated by five minutes of walking around in an actual hallway. The
conditions were randomly ordered for each subject. Subjects on average
chose 1.41 m/s for the visually slower condition, 1.21 m/s for the visually
faster condition and 1.29 m/s for the visually same condition. This
indicates that subjects use the speed of the visual flow when deciding their
own comfortable walking speed. The result is consistent with a previous
finding of ours, using the same treadmill but with the belt speed under
computer control, that the speed at which walk/run and run/walk
transitions occur is also affected by the speed of visual flow (Mohler et al.,
2004, SIGGRAPH-APGYV).

308 Does the location of visual field loss change mobility and
fixation behaviour when walking an unfamiliar environment?

Helle K Falkenberg (h.falkenberg@ucl.ac.uk), Peter | Bex'; Institute of Ophthal-
mology, University College London, UK

Purpose: Recent data challenges the assumption that observers use optic
flow at walking speeds in real environments (Rushton et al, 1998, Current
Biology 1191). We compared mobility and eye movement behaviour in low
vision observers with central (age-related macular disease) or peripheral
(glaucoma) field loss. In the former, wide-field motion (optic flow) cues are
spared, but central high resolution acuity is impoverished, in the latter, the
opposite is true. This is a preliminary study investigating 2 normal
observers and 5 patients.

Methods: Mobility, fixation behaviour and direction of gaze were
measured with a video-based mobile head-mounted eye-tracker (ASL 501)
in patients and age-matched controls while walking a 132m course. The
course was divided into six sections, including corridors, stairs and road-
crossings. Instructions were given at the beginning of each section. Gaze
position was classified into scene categories that were analysed manually
and computationally by cross-correlation of the image at fixation over
time.

Results: Patients with central and peripheral field loss showed impaired
mobility and fixation behaviour compared to age-matched controls.
Performance was not dependent on the location of the visual field loss.
Age-matched controls primarily fixated the pre-determined goal points.
Patients had larger and more variable fixations and saccades, viewed more
scene categories and took longer to reach the goal. This was confirmed
with the objective cross-correlation analysis.

Conclusions: Loss of visual field impairs mobility in patients when
walking an unfamiliar real environment, independent of the location of the
scotoma. Age-matched controls directed their fixations mainly towards the
goals, while patients fixated many other objects in the scene indicating that
they spent longer searching for the goal or potential obstacles. Both high
resolution central vision and wide field sensitivity are critical components
of walking behaviour in real environments.

Acknowledgment: The Wellcome Trust

309 Rapid recalibration of

walking
John W. Philbeck (philbeck@gwu.edu); George Washington University

Purpose: Blindfolded walking has increasingly been used to measure
perceived target location. In this technique, observers view targets and
attempt to walk to them without vision. This response involves a
mismatch between visual and proprioceptive self-motion signals. As such,
walking could become recalibrated over the course of successive trials,
resulting in increasingly biased responding. This study tested the idea that
small amounts of non-visual walking might systematically bias indications
of target location in blindfolded walking tasks.

Method: During a Pre-Test phase, subjects (N = 20) walked for 3 min at 5
km/hr, either with or without vision. Then, they binocularly viewed
targets in a well-lit room and either verbally estimated the target distance
or attempted to walk to it without vision. Target distances ranged from 1.0
to 6.5 m. In a second session occurring at least 5 days later, subjects
completed a similar set of trials, with the exception that the availability of
vision during the Pre-Test phase was switched.

locomotion during non-visual

Results: When participants walked WITH vision during the Pre-Test, the
mean signed error in subsequent blindfolded walking trials was -2, -8, -23
and -25 cm for targets at 1.5, 3.0, 4.5 and 6.0 m, respectively. When the
same participants walked WITHOUT vision during the Pre-Test, the
analogous errors were 13, 13, 2, and 30 cm. On average, blindfolded
walking responses preceded by non-visual walking during the Pre-Test
phase were 29.2 cm greater than those preceded by walking with vision
during the Pre-Test phase (p <.001). Verbal responses were not affected by
vision during the Pre-Test (p =.83); the mean signed error was -10 cm.

Conclusion: Even 3 min of exposure to non-visual walking is sufficient to
significantly recalibrate subsequent indications of target distance using
blindfolded walking. This suggests that blindfolded walking responses are
themselves likely to change the calibration of walking during lengthy
experiments.

310 The effect of HMD mass and inertia on visually directed
walking in virtual environments

Peter Willemsen (willemsn@cs.utah.eduﬂ, Sarah H Creem-RegehrZ, Mark B
Colton3, William B Thompsonl; ISchool of Computing, University of Utah, USA,
Department of Psychology, University of Utah, USA, 3Department of Mechani-
cal Engineering, University of Utah, USA

Research has shown that people are able to judge distances accurately in
full-cue, real-world environments using visually directed actions.
However, in virtual environments viewed with head-mounted display
(HMD) systems, there is evidence that people act as though the virtual
space is smaller than intended. This has been a surprising result given how
well people act in real environments. The behavior in the virtual setting
may be linked to distortions in the available visual cues or to a person's
ability to locomote without vision. Either could result from issues related
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to added mass, moments of inertia, and restricted field of view in HMDs.
In previous studies, subjects showed a reliable effect of compression
compared to unrestricted viewing while wearing a mock HMD in a real
room. The mock HMD replicated the mass, moments of inertia, and field
of view of our HMD. The current investigation dealt specifically with
understanding how the additional mass and moments of inertia associated
with the HMD might affect distance judgments. Subjects wore an inertial
headband designed to replicate the moments of inertia and mass found
with our HMD. The headband was constructed to not restrict the field of
view of the observer or otherwise feel like wearing a helmet. Subjects
performed either a direct walking task or a triangulated walking task
without vision to previously seen targets on the ground in a real room
while wearing the inertial headband. We compared their performance to
the same tasks performed in a real room with no viewing or inertial
restrictions, in a real room with the mock HMD, and in the virtual
environment wearing the HMD. Indicated distances with the inertial
headband were somewhat compressed relative to those with no
estrictions, but this difference was not statistically significant. This is in
contrast to the mock HMD combining mass, moments, and field of view
restrictions, which does show a reliable difference from the no restriction
condition.

Acknowledgment: This work was supported by NSF grants 1IS-00-80999
and I1S-01-21084.

311 Intercepting moving targets on foot: Can people learn to
anticipate target motion?

Justin M. Owens (jmo@brown.edu), William H. Warren; Brown
Providence, RI, USA

Humans walk to moving targets by turning onto a straight interception
path that achieves a constant target-heading angle. Warren & Fajen (2004)
proposed a dynamical model of interception based on first-order
information about target motion, which nulls change in the target-heading
angle. The model successfully reproduces human paths to constant
velocity targets, as well as to targets with accelerating or curved
trajectories. Accelerating and curved trajectories provide a strong test of
the model, for it predicts continually curving paths that lag the target and
do not anticipate its motion. These predictions were confirmed in
experiments where the target’s trajectory was randomized on each trial.
Here we test whether people can learn to anticipate target motion when
the same trajectory is repeatedly presented. Participants walk to intercept
virtual targets in the VENLab, a 12m x 12m virtual environment with a
head-mounted display (60 deg H x 40 deg V) and a sonic/inertial tracking
system (latency 50 ms). There are four blocks of 20 repeated trials. Each
block presents a target trajectory that was tested previously, including two
straight trajectories with accelerations of 0. 1 m/s/s and 0.15 m/s/s, and
two curved trajectories with radii of 1.5 m (v=0.9 m/s) and 2 m (v=1.3 m/
s). The initial direction of target motion is randomly leftward or rightward
on each trial. The model predicts consistently lagging paths across trials in
a block, with no learning to anticipate target motion. If learning occurs we
expect to see straighter, more direct paths to intercept the target.

Acknowledgment: NIH EY10923, NSF LIS IRI-9720327

University,

312 Integrating Target Interception and Obstacle Avoidance

Hugo Bruggeman (hugo@brown.edu), William H. Warren'; Department of Cog-
nitive and Linguistic Sciences, Brown University, Providence, RI, USA

Background: Fajen & Warren (JEP:HPP, 2003) modeled locomotor behavior
as a dynamical system in which stationary targets and obstacles function
as attractors and repellers of an agent’s target-heading angle. Subsequent
work extended this model to the case of a moving target (Warren & Fajen,
Psychonomics 2002) or a moving obstacle (Warren, Sun, & Fajen, VSS
2003). Our purpose is to test whether these four components can be
integrated into a general model of locomotor behavior. The present study
examines intercepting a moving target in the presence of a stationary
obstacle.
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Research Question: Participants are asked to intercept a moving target when
a stationary obstacle is placed in the vicinity of their interception path. We
test model predictions about (1) when and where participants start to
avoid the obstacle, and (2) under what conditions participants pass left or
right of the obstacle.

Design: Testing is done in the VENLab, a 12 x 12 m virtual environment in
which participants can walk freely. Participants wear a head-mounted
display (60 deg H x 40 deg V) that presents a textured ground plane with
colored poles that serve as obstacles and targets. Head position is recorded
at 30Hz, and we analyze the 2D path and the time series of target-heading
angle. The moving target’s trajectory (90 deg (frontal plane) or 120 deg)
and speed (4,.5,6 m/s) are varied, as is the presence of a stationary
obstacle near the interception path.

Implications: This study is part of a research program to develop a general
model of locomotor behavior that can predict human paths through
complex environments. Such a model demonstrates that locomotor paths
may emerge on-line from the interaction between an agent and a
structured environment, rather than being explicitly planned.

Acknowledgment: NIH EY10923, NSF LIS IR1-9720327
httpy/fwww.mapageweb.umontreal.ca/gosselif/cv.html

313 Switching Behavior in Moving Obstacle Avoidance

Jonathan A. Cohen (Jonathan_Cohen@brown.edu), William H. Warren; Brown
University

Purpose: Previous work by Warren, Di, & Fajen (VSS, 2003) investigated
the paths people take to avoid a moving obstacle en route to a goal. These
results were used to extend a dynamical model for stationary and moving
obstacle avoidance (Fajen & Warren, JEP:HPP, 2003). The current study
tests the model for the critical conditions in which participants switch from
passing in front of a moving obstacle to passing behind it. We then
generalize the model to environments containing both moving and
stationary obstacles.

Methods: Studies are conducted in the Virtual Environment Navigation
Lab, a 12m x 12m space allowing for free movement in a virtual world.
Participants wear a head-mounted display (HMD) with a 608 (H) x 408 (V)
field of view of a virtual environment consisting of a textured ground
plane. They are instructed to walk towards a stationary goal (blue post)
while avoiding a moving obstacle (red post). Head position and
orientation are recorded using a hybrid inertial / ultrasonic tracking system
that samples their movements at 60 Hz, and updates the display with a 50
ms latency.

Design: To create critical switching conditions, the speed and direction of
the moving obstacle are manipulated. In Experiment 1, the obstacle moves
on a 708, 908 (frontal plane), or 1108 trajectory, crossed with speeds of 0.4,
0.6, and 0.8 m/s. Experiment 2 adds a stationary obstacle near the
participant’s observed path.

Implications: Results from these studies test and refine the obstacle
avoidance components of the steering dynamics model. Related studies
test the component for moving target interception (Owens & Warren, VSS
2004, 2005; Bruggeman & Warren, VSS 2005), with the aim of integrating
these components into a general model of locomotor behavior in complex
environments.

Acknowledgment: NIH EY10923, NSF LIS IRI1-9720327

314 Heading off the beaten path

LiLi (lli@mail.urc.nasu.gov)l’z, Barbara T Sweet!, Leland S Stone'; INASA
Ames Research Center, *San Jose State University Foundation

Theoretically, one can recover instantaneous direction of 3D translation
(heading) from a single 2D retinal velocity field created by the
instantaneous motion of points in a rigid 3D environment. However,
recovering the trajectory through the environment (path) requires more
(e.g. motion over time of environmental points, displacement with respect
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to recognizable landmarks, or eye-rotation information). Confusion
between heading and path has made interpretation of many earlier studies
difficult (see Royden,1994). Although Stone & Perrone (1997), careful to
avoid this problem, showed that humans can estimate heading in the
absence of landmarks, static depth cues, or eye-movement information,
they did not resolve whether heading was estimated directly from the
velocity field or indirectly by first estimating path and then inferring its
tangent. To isolate heading from path, we used dynamic random-dot
motion stimuli in which environmental points are periodically redrawn.
The display simulated an observer travelling on a circular path (yaw rate:
5-208/s) through a random-dot 3D cloud (depth range: 6-50 m) at three
translation speeds (7.5, 10, & 15 m/s) under two conditions: ’static scene’
in which dots were displayed until they left the field of view and "dynamic
scene’” in which dot lifetime was limited to 100 ms to match the integration
time of human motion processing. Observers received feedback during
initial practice only with static scenes. On each trial, observers used a
joystick to rotate their line of sight until deemed aligned with true heading
(method of adjustment). For 5 observers (4 naive), performance was
similar in both conditions (mean heading bias + mean heading uncertainty
across observers: 1.98 + 4.18 and 0.18 * 4.38, for static and dynamic scenes,
respectively). Humans can accurately adjust their heading with no visual
path information (from the velocity field and an a priori assumption of a
curved path), showing that heading is available for active steering.

Acknowledgment: Supported by: NASA’s Aviation Operation Systems
(711-80-03) & Biomedical Research & Countermeasures (111-10-10)
programs

315 In steering without visual feedback, subjects can properly
initiate the return phase of a 'lane change’ maneuver

Kristen L Macuga (macuga@psych.ucsb.edu)’, Andrew C Beall', Jack M Loomis’,
Roy S Smith?, Jonathan W Kelly'; Department of Psychology, University of Cal-
ifornia, Santa Barbara, Department of Electrical & Computer Engineering, Uni-
versity of California, Santa Barbara

Can driver steering behaviors, such as a lane change maneuver, be
executed without visual feedback? According to Wallis et al. (2002),
drivers fail to execute the return phase of a lane change when steering
without vision. The authors report systematic final heading errors biased
in the direction of the lane change as evidence that drivers do not have
knowledge of the relationship between steering angle and heading. Is lane
changing a special case, due to the instruction to change position and
minor required changes in heading, or does this result generalize to other
steering behaviors? Suppose that, when asked to perform a lane (position)
change, drivers fail to recognize that a heading change is required to make
a position change with a car. However, given an explicit path, the
necessary heading changes become apparent. Here we show that when
heading requirements are made explicit, on average, subjects accurately
implement the return phase. As a measure, final heading error provides
minimal information about the relative phases of the maneuver. A more
representative measure is the ratio of the heading change of the return
phase to the heading change of the initial phase. In our experiment,
subjects executed ‘lane change’ maneuvers with and without explicit
heading information in a virtual reality driving simulator. Without explicit
heading information, the return ratio was 0.28, essentially replicating the
results of Wallis et al. (2002). With explicit heading information, however,
the return ratio was 0.96. We will also be reporting results with an electric
vehicle outfitted with a portable virtual reality system.

Acknowledgment: Supported by AFOSR grant F49620-02-1-0145

316 A neural model of visually-guided steering and obstacle
avoidance

David M Elder (elddm@cns.bu.edu), Stephen Gmssbergl, Ennio Mz'ngollul;
Department of Cognitive and Neural Systems, Boston University

How does a human steer toward a stationary goal while avoiding contact
with obstacles in a cluttered environment? Successful steering behavior

involves a dynamical interaction between a person's perceived heading
and the egocentric locations of the goal and obstacles. Psychophysical data
suggest that a goal acts as an attractor of heading, while obstacles act as
repellers of heading (Fajen and Warren, 2003, JEP:HPP, 29:343-362). We
propose a neural network model that combines neural representations of
heading and goal and obstacle positions to generate realistic steering
behavior. The model extracts heading from an optic flow field using
network layers that model properties of cells in cortical areas MT and
MST, and it constructs goal and obstacle representations by combining
form and motion cues. The model also contains a circuit that controls
smooth pursuit eye movements to maintain fixation on the goal during
locomotion. Rotating the eye during locomotion introduces systematic
distortion of the optic flow field, and the model corrects for the effects of
eye rotation using extra-retinal signals. The model's architecture captures
the attractor/repeller dynamics of steering behavior, while clarifying the
role of heading perception and eye movements in complex steering tasks.
Computer simulations demonstrate model properties on several steering
tasks, including approaching goals at different distances and initial
viewing angles, and steering in the presence of single and multiple
obstacles. Simulation results are compared with the psychophysical data
of Fajen and Warren (2003). Supported in part by NSF, ONR, AFOSR, and
NGA.

317 Covert orienting of attention and the perception of
heading

AnnJudel Enriquez (annjudel.enriquez@email.ucr.edu), Rui Ni, Jeffrey D Bower,
George | Andersen; University of California, Riverside

Previous studies in locomotion have focused on the perceptual
information present in the scene. The purpose of the current study was to
investigate the role of attention on performance on heading judgment
tasks. Subjects viewed a 3D scene containing objects lying on a ground
plane. The scenes were presented in two frames: the first frame showed the
subjects’ initial position, and the second frame showed the scene from a
different viewpoint as if the subject walked from the first to the second
position. Subjects were judged their heading direction relative to a pole in
the distance. The first frame contained 12 objects, of which 4 were red, 4
were green, and 4 were blue. The second frame contained only one set of
the colored objects; for example, 4 red objects remained while the green
and blue objects disappeared. An ISI (blank screen of 50 or 1000ms) was
presented between the frames to simulate the presence or absence of
apparent motion. Subjects were validly cued, invalidly cued, or neutrally
cued to a set of colored objects. In the valid-cue condition, subjects were
cued to attend to the color of the objects that remained from the first frame
to the second frame. In the invalid-cue condition, the participants were
cued to attend to one color of objects that will not be present in the second
frame. In the neutral-cue condition, the participants were cued to attend to
all 12 objects. Our results show that accuracy in heading judgments
increased as heading angle increased. Subjects had greater accuracy when
apparent motion was present than when apparent motion was absent.
Most importantly, subjects had greater accuracy at the valid condition as
compared to the invalid and neutral conditions. The results suggest that
attention operates during locomotion, and subjects can selectively attend
to specific objects or groups of objects in the scene that are relevant for
heading judgments. The role of attention in extracting landmark
information will be discussed.

Acknowledgment: Supported by NIH AG13419-06

318 Visual control of braking behind a moving lead vehicle
Gabriel | Diaz (fajenb@rpi.edu), Brett R Fajen'; Rensselaer  Polytechnic  Insti-
tute, Troy, NY

Previous research on visually guided braking has focused on avoiding
collisions with stationary objects in the path of motion. We extended the
investigation of braking to the situation of decelerating behind a lead
vehicle moving at a constant speed. Our model, an extension of Fajen’s (in
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press; VSS 04) model for braking behind a stationary obstacle, predicts that
braking is controlled by keeping the perceived ’‘ideal deceleration’
between zero and maximum deceleration. For stationary objects, ideal
deceleration is optically specified by optical angle, expansion rate, and
global optic flow rate (GOFR). Because GOFR specifies absolute rather
than relative speed, the extended model predicts a bias to brake harder
than necessary when following a moving lead vehicle. The magnitude of
the bias should increase at higher absolute speeds, even when relative
speed is held constant. Participants performed a simulated braking task,
using a joystick to slow down and maintain a short but safe headway
behind a moving lead vehicle. Subject vehicle absolute speed and subject
vehicle/lead vehicle relative speed were independently manipulated.
Analyses focused on ideal deceleration at the onset of braking and brake
adjustment magnitude. If braking behind a moving lead vehicle is biased
by GOFR, then participants should brake earlier and/or harder when
absolute speed is higher. To test whether participants compensated for this
bias after practice braking behind a moving lead vehicle, we included a
second block of trials in which the range of absolute speeds was slower,
but the range of relative speeds was the same. If participants learn to
compensate for the bias, then there should be an aftereffect in the opposite
direction to brake too weakly behind slowly moving or stationary lead
vehicles. The resulting pattern of biases is the consequence of using an
identical strategy for braking behind stationary and moving lead vehicles.

Acknowledgment: NSF 0236734

319 Rapid recalibration in visually guided braking
Brett R Fajen (fajenb@rpi.edu); Rensselaer Polytechnic Institute, Troy, NY

The limitations of our action capabilities impose a critical constraint on
successful performance. When braking to avoid a collision, for example,
the deceleration required to stop (the “ideal deceleration’) must be kept
below the maximum possible deceleration. Ideal deceleration is optically
specified, but maximum deceleration is a property of the observer’s body
or vehicle for which there is no information. Fajen (VSS 04; submitted)
proposed that calibration to brake strength involves learning to detect
information about ideal deceleration in intrinsic units of maximum
deceleration. The focus of the present study is on the rate of recalibration
to changes in brake strength. Participants viewed computer generated
displays simulating approaches to a stop sign, and used a joystick as a
brake to stop as closely as possible to the sign. When brake strength was
manipulated as a randomly presented within-subjects variable in
Experiment 1, there was evidence of partial recalibration on a trial-by-trial
basis. In Experiment 2, trials were presented in ten blocks of 25. In Blocks
#1 through #4, brake strength was either weak (Group 1) or strong (Group
2). Participants in Group 1 initiated braking at lower values of ideal
deceleration (in extrinsic units of m/s?), but ideal deceleration at onset
expressed in intrinsic units as a percentage of maximum deceleration was
the same for both groups, suggesting that participants completely
calibrated to the strength of the brake within the first block. In Blocks #5
through #10, brake strength was switched for both groups to a moderate
level between weak and strong. Both groups recalibrated, but Group 1
took longer to completely recalibrate. The results suggest that observers
are capable of rapidly recalibrating to changes in brake strength, but that
the rate of recalibration depends on factors such as the direction of change
in brake strength.

Acknowledgment: NSF 0236734

320 The direction of vection is controlled by perceived motion
Takeharu Seno (seno@l.u-tokyo.ac.jp), Takao Sato’; the University of Tokyo

Several past studies have demonstrated that internal motion signals that
do not reflect in subjective perception do affect other aspects such as
motion aftereffect. In this study, we examined whether such hidden
motion signals affect vection by using pedestal and a type of missing
fundamental stimuli (2f+3f motion). The pedestal stimulus was generated
by adding static gratings to drifting gratings of the same spatial frequency.
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These stimuli contained motion energy to one direction but no
directionality for feature-based system, and motion perception actually
became ambiguous when the contrast of static gratings was high. In these
occasions, vection should occur according to the first-order direction, if
vection is mediated solely by low-level motions. In the experiment we
asked subjects to judge the direction of vection and perceived motion in
separate sessions. The pedestal stimuli and regular drifting gratings were
presented for 30 sec each in a randomized order. Whereas as normal
vection was perceived with regular gratings, no systematic vection was
found for pedestal stimuli when perceived motion was ambiguous. A
similar experiment was conducted with 2f+3f stimuli. These stimuli had
2nd and 3rd harmonics of a fundamental frequency, and the first- and
second-order components moved in opposite directions when motion was
created by shifting the pattern a quarter wave-length of the fundamental at
a time. The dominance of the two types of motion, i.e. the direction of
perceived motion depended on SOA. The direction of vection should
follow the first-order direction regardless of the perceived motion, if
vection is controlled by low-level motion. As a result, we found a high
correlation between the directions of vection and perceived motion. These
results together indicate relatively weak contribution of low-level motion
to vection. Rather, they demonstrate a strong influence of higher-order
motion systems.

in a Full

321 Effect of Visual Sway on Postural Balance

Immersive Environment

Jocelyn Faubert (jocelyn.faubert@umontreal.ca), Rémy Allard, Jean-Marie Hans-
sens; Visual Perception and Psychophysics Lab, School of Optometry, University
of Montreal

The role of visual input on postural balance remains relatively unknown.
As the population ages, it becomes important to determine possible effects
of visual distortion induced from ophthalmic lenses used to correct
presbyopia on the capacity to interact with the environment. One of the
consequences of progressive ophthalmic lenses used for presbyopia
correction is induced sway. i.e. the world appears to move up and down in
peripheral vision under certain viewing conditions. A full immersive
environment is ideal to answer such questions as the virtual world is not
limited to screen size and we can therefore measure the full impact of sway
on the ability to keep our balance. We used a CAVE composed of four
projection surfaces (3 walls and the floor) equipped with a motion tracking
system (Flock of Birds) to determine the effect of a variety of speeds and
amplitudes of sway movement on posture. Sensors were positioned at the
head and lower back and recordings were made while the subjects were
observing visual stimuli. Three amplitudes (1, 2 & 4 deg max slope) and 10
speeds (from 0.03 to 2 Hz) were evaluated. The virtual image was a
checkerboard pattern composed of 0.25x0.25m squares on a 10x10m floor
size. The subjects were asked to remove their shoes and stand looking
straight ahead with both feet together and side-by-side. Five young
healthy observers participated in the study. The results show a clear effect
of visual sway on posture particularly at lower temporal frequencies.
Amplitude effects were only evident at the lowest temporal frequency. The
amplitude of displacement responses show a low-pass tuning function as a
function of speed. Phase delays are also clearly evident for the 5 lower
temporal frequencies but appear to break down with higher speeds. In
conclusion, we show that visual input is extremely important for
maintaining postural balance, particularly under low speed conditions.
Further work, will evaluate the effect of sway on older observers.

Acknowledgment: This work is supported by the NSERC-Essilor Research
Chair and NSERC

322 Effects of motion and tilt of large-visual-stimulus on
perception and postural control

Aki Tsuruhara (tsuruhara@isl.titech.ac.jp), Hirohiko Kaneko'; Imaging ~ Science
and Engineering Laboratory, Tokyo Institute of Technology
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When you are on a still train and the train next to your train is moving, you
would feel you are moving and you might lose your body balance. Thus,
visual stimuli influence postural control and the perception of self-motion.
Our previous research (Tsuruhara & Kaneko, 2004) showed that the center
of subjects' body shifted along with the rotation of a large-stimulus of
natural scene, and returned back with a bias remained after the stimulus
stopped with a tilt. The perceived stimulus-tilt and self-tilt for the same
stimulus, on the other hand, didn't change with time systematically. These
results indicate that the bias of center of balance wouldn't cause the
inaccurate stimulus- tilt or self-tilt perception, or vice versa.

Many studies have claimed that dorsal pathway would be mainly
responsible for action, and ventral pathway for perception. So postural
control might be more sensitive to motion than static tilt. This study
investigated the effects of motion and tilt of large-visual-stimulus on
postural control and on the perception of stimulus-tilt and self-tilt.

A photo slide was projected onto a large hemispheric screen (2 m in
diameter). Initially the slide was upright for 10 sec, then presented with a
tilt (0 - +20 deg; + : cw, - : ccw). Right after or 10 sec after presenting tilted
stimulus, subjects responded the perceived stimulus-tilt or self-tilt. The
center of body was measured using force-plate for 70 sec. These three
measures were collected in different sessions. Subjects kept standing
upright and seeing the center of screen throughout a trial. Results showed
that even when subjects didn't see the rotating motion, their center of
body, as well as stimulus-tilt or self-tilt perception, was affected by static
tilt with the same amount and time course as rotating motion presented.
Information about vertical or horizontal axis in natural-scene might have
strong effects on postural control.

323 Gaze Polling and Fixation Shifting of Cyclists Negotiating a
Slalom

Richard M Wilkie (r.m.wilkie@rdg.ac.uk), John P Wann; School of Psychology,
University of Reading, UK

Following on from our work investigating gaze and steering along
simulated roadways (Wilkie & Wann, 2003; 2004) we examined gaze
behaviour in a steering task that supported a greater degree of route
selection. We integrated a bicycle with our simulation rig that allowed
more precise measurement of the paths taken, due to narrowness of the
bicycle wheel. Participants steered around a series of obstacles in a
simulated slalom of varying complexity. We recorded patterns of gaze
sampling alongside the mean passing distance from obstacles, the overall
variability of paths, and the smoothness of each trajectory. Gaze responses
were categorized as either gaze ‘fixations” on the most proximal obstacle
(Oy), gaze ‘polling’ of more distal obstacles (a saccade to O,+1 and then
refixation of O,)) or gaze ‘shifting’ (saccade and fixation of O ,; with no
refixation of O,,). Increased course complexity caused more steering errors,
with greater path variability and reduced steering smoothness. The mean
timing of gaze shifts did not change, though there was variability across
obstacles (reflecting the changing demands of the task) and participants
(related to their steering skill). Gaze polling was only intermittently
observed, except in one participant who was particularly well practiced.
She also displayed the greatest accuracy and smoothness in steering,
suggesting that polling is only employed at an advanced state of
locomotor control. We then examined how enforced timings for gaze
fixations and shifting disrupted steering. These results and the
relationship between gaze polling, fixation shifting and steering
performance are discussed in the context of our current steering model
(Wann & Wilkie, 2004).

Acknowledgment: Research supported by the UK EPSRC GR/S86358.
http./fwww.psico.units.it/users/fantoni/surface_interpolation

324 Seeing into the Future: An interaction between perception
and action

Jessica K Witt (jwitt@uirginia.edu), Dennis R Proffi ¢t William Epsteinl; Uni-
versity of Virginia

Starting with J. J. Gibson (1979), researchers have been interested in the
relationship between the perceiver and perception. In our experiments, we
have specifically looked at how the perceiver’s ability to reach to targets
influences perceived distance to the targets. Participants estimated the
distance to targets that were placed beyond their reach. However, during
half of the trials, participants reached with a tool, which allowed them to
reach to all of the targets. This allowed us to manipulate reachability while
keeping distance constant. There was a main effect of distance, which
demonstrates the well-known fact that optical cues provide information
about the target’s location. Moreover, there was also a main effect of
reachability. Targets within reach as a result of holding the tool looked
closer than when the participants did not wield the tool and the targets
were beyond reach. This result demonstrates that the perceiver’s ability to
act on the environment influences the perception of the environment.
Several follow-up experiments suggest that the mechanism responsible for
these effects involves a motor simulation of reaching. Participants were
able to anticipate their reaching abilities even when they waited to pick up
the tool and when they simply imagined holding the tool. However,
reachability did not affect perceived distance when participants did not
run a motor simulation nor when participants could not run a motor
simulation. Motor simulations are important for planning actions that will
allow perceivers to achieve their goals, so we think that these effects
demonstrate that conscious perception is future-oriented. More research is
needed to truly understand the mechanisms underlying these effects;
however, these results provide strong evidence for an important
interaction between the perceiver and his or her perception of the
environment.

Motion in Depth 1

325 Effects of Binocular Disparity and Optic Flow Noise on
Visual Cue Integration for Motion-in-Depth

Hedy Amiri (amir0010@ummn.edu)’, Paul R. Schrater’?; 1Psychology ~ Depart-
ment, University of Minnesota, Twin Cities, 2Computer Science Department,
University of Minnesota, Twin Cities

Previous work on cue combination of optic flow and disparity cues for
surface shape perception has suggested that these cues are processed
independently to generate separate shape estimates which are combined
in a statistically optimal fashion. In this study, we investigate whether
these cues are independently processed for velocity perception of motion-
in-depth. We psychophysically investigated visual cue integration of optic
flow and disparity by testing 3 subjects on a 2AFC-relative velocity-in-
depth judgment task. The velocity-in-depth specified by each cue was
independently manipulated for a flat mesh object randomly generated
each trial by a Delaunay triangulation. We examined the effects of adding
each of two types of noise, disparity noise and optic flow noise, to the
stimuli to determine the effect on discrimination thresholds for each cue in
isolation and in combination. Independence predicts that cue thresholds
will only be affected by noise to that cue. The results did not support
independent processing of the cues. In particular, optic flow noise resulted
in a concomitant increase in both optic flow and disparity thresholds.
Disparity noise, on the other hand, only affected disparity thresholds,
without affecting optic flow thresholds. Cue combination thresholds in
every condition were significantly greater than predictions of an
independence (weak fusion) model of cue combination. A strong fusion
(dependence) model of disparity and optic flow cue combination for
relative velocity-in-depth discriminations is suggested by our findings.
This research was partially supported by NIH EY015261-01.

326 Effects of object and background spatial frequency on the
perceived shape of a moving object

Nadejda B Bocheva (nadya@percept.bas.bg)!, Myron L Braunstein’; 'Bulgarian
Academy of Sciences, 2University of California, Irvine
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Objects in a visual scene are not usually isolated and their surroundings
may alter their perceived attributes. The speed of a moving background,
for instance, can affect the perceived shape of an object moving in front of
the background (Zhong & Braunstein, 2004). The present study
investigated the effect of the spatial frequency content of a stationary
background on the perceived shape of a moving object. The background
was a frontally oriented horizontal or vertical sinusoidal grating with a
spatial frequency of 0.6, 1.2 or 3.5 cycles/degree. A horizontally or
vertically oriented cylinder rotated in front of the background. The texture
pattern on the cylinder was also a sinusoidal grating with one of these
three spatial frequencies. The observer’s task was to adjust the length of a
line presented on a separate monitor to match the perceived distance
between the most convex part of the cylinder and the plane of the
background. The perceived width of the cylinder was estimated in
separate blocks of trials. We found a significant effect of the spatial
frequency of the background on the perceived depth of the cylinder, with
judged depth increasing with a decrease in spatial frequency. Judged
width of the object did not vary significantly with the spatial frequency of
the background. An increase in the spatial frequency of the texture grating
on the cylinder resulted in an increase in judged depth and width,
although this effect was less consistent across observers than the effect of
the background. These effects may be due to changes in the perceived
distance of the cylinder and background, associated with the spatial
frequencies of the textures and the resulting variations in edge rate as the
cylinder rotates.

Acknowledgment: Supported by NIH Grants EY-12437 and TW-05753.

327 Quadri-Stable Percepts For a Rotating Non-Transparent
Object

Jintong Mao (jtmao@ufl.edu); 'Vaterans Administration Medical Center, Gaines-
ville, University of Florida, Gainesville

Continuous viewing of a rotating transparent object with an axis inside of
the object may lead to perceptual alternation between two opposite
rotations. The current consensus maintains that the bi-stable phenomenon
depends on simultaneous stimulation by multiple depths defined by
elements moving in different directions (1). By using a single specifically
designed non-transparent object with a rotation axis outside of the object,
this abstract shows that for perceiving rotation alternation the requirement
for simultaneous stimulation by the elements in different depth moving in
different directions is not necessary. If the rotation axis is outside, the
object when moving rightward does not appear simultaneously with the
same object when moving leftward at a different time, or vice versa,
regardless of the real rotation leftward or rightward. Our experiments
demonstrate that continuous viewing of the rotation leads to perceptual
alternation also. In addition to the commonly perceived two opposite
rotations, two new stable percepts occur as well. In other words, total four
different stable percepts may occur (a quadri-stable phenomenon):
rightward rotation; leftward rotation; two rotations following the infinite
symbol 8-like tracks: ? 78 ?? and ?8?. The arrow symbol indicates the
moving direction of the object towards to the viewer (?) or away from the
viewer ( 7) at the both ends of the 8-like track. Because the elements of
different depth moving in different directions do not appear
simultaneously, the quadri-stable phenomenon signifies that some kinds
of perceptual memory facilitate perceptual alternation. It is interesting to
note that the perceptual memory, on the contrary, also stabilize percepts in
perceptual rivalry (2). The quadri-stable phenomenon also suggests that
using depth ambiguity to explain depth reversal is not completely
satisfactory (2).

(1) Nawrot & Blake, Science 244, 716-718(1989).
(2) Leopold, et al. Nature Neuroscience 5, 605-609(2002).
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328 Early Development of Sensitivities  for

Expansion/contraction Detection
2

Nobu Shirai  (02341006@crow.grad.tamacc.chuo-u.acjp)’, So Kanazawd?,
Masami K Yamaguchi'; 1Chuo University, 2Shukutoku University

Anisotropic

The visual system has higher sensitivity to expansion than to contraction
(e.g. Ptito et al., 2002; Takeuchi, 1997). Early development of the anisotropy
for expansion/contraction detection have investigated by Shirai et al.
(2004a). They tested 2-8 month olds’ sensitivity to expansion/contraction
by using visual search displays and demonstrated that the anisotropy for
expansion/contraction detection emerges at about 3 months of age.

In the present study, we re-examined development of the anisotropy by
using dynamic random dot patterns (RDPs). RDP is a popular stimulus to
measure young infants’ motion sensitivity (e.g., Banton & Bertethal, 1996;
Shirai et al., 2004b; Wattam-Bell, 1996).

A total of 115 2-4 month-old infants participated. We presented two RDPs
to the infants side by side. One was a target composed of radially moved
signal dots and randomly moved noise dots. The other was a distractor
composed of noise dots only. There were 4 experimental blocks: 2 target
motions (expansion/contraction) X 2 signal strengths (a ratio of the
number of signal dots to that of signal + noise dots in a target; 1 or 0.5).
Each experimental block consisted of 4 presentations of a pair of RDPs.
Each infant participated in only one experimental block. We calculated the
infant’s preference score (PS) for target based on a videotaped infant’s
looking behavior. The PS was defined as the ratio of total looking time for
target to that for target + distractor in an experimental block.

The results indicated that the infants aged over 3 months showed
significant preference for the expansion target only when the target had
strong (=1) signal strength. None of the infants showed significant
preference for the contraction target even the target has strong signal
strength. These results suggest that the anisotropy for expansion/
contraction detection emerges at about 3 months of age independent of
stimulus types.

329 Metric estimation of visual-deformation motions

Jeff D Wurfel (wurfel@usc.edu)’?, Momnica Padilla®®, Norberto M
Grzywacz%3; INeuroscience Graduate Program, University of Southern Califor-
nia, Los Angeles, CA, 2Department of Biomedical Engineering, University of
Southern California, Los Angeles, CA, 3Center for Vision Science and Technol-
ogy, University of Southern California, Los Angeles, CA

Optic flow has been shown to be used in navigation and self-orientation.
Flow patterns caused by relative motions of small planar surface patches
can be broken down into four elementary motion types: translation,
rotation, expansion, and deformation (Koenderink & van Doorn, 1976).
Many studies addressed the first three motion types. Results show that
humans can finely discriminate between directions and speeds of
translations (De Bruyn & Orban, 1988; McKee, 1981; Welch & Bowne, 1990;
Bravo & Watamaniuk, 1995), angular velocities of rotations (Barraza &
Grzywacz, 2002 & 2003), and rates of expansion (Wurfel, Barraza, &
Grzywacz, 2003). In contrast, deformation and its rate have been studied
comparatively less than the other motion types. Using a 2AFC test, we
show that subjects can also finely discriminate between rates of
deformation. Moreover, we show that subjects can discriminate accurately
between orientations of the axis of deformation. Another similarity
between deformation and the other elementary optic-flow types is in the
quantity of information needed for fine discrimination. A certain amount
of motion information is required to make angular-velocity and rate-of-
expansion judgments in rotation and expansion respectively. The rate of
deformation is also subject to similar motion-information constraints. In
other words, deformation stimuli with few moving elements will typically
be judged through local speeds, whereas deformations with many moving
elements will be judged by the global rate of deformation. Finally, we
show that the rate of deformation can be discriminated with short stimulus
durations (155ms), like the other elementary motion types. In conclusion,
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although deformation is a less intuitive type of optic flow than translation,
expansion, and rotation, it seems to be discriminated using a similar
strategy. This supports the hypothesis that the brain decomposes optic
flows into the components derived by Koenderink and van Doorn.

Acknowledgment: This work was funded by National Eye Institute
Grants EY08921 and EY11170

330 Perception of motion trajectory from the moving cast
shadow in human infants

TOMOKO IMURA (imura@pri.kyoto-u.ac.jp)’, MASAMI K YAMAGUCHP?,
MASAKI TOMONAGA3, AKIHIRO YAGI'; 'Kwansei ~ Gakuin ~ University,
2Chuo University, *Kyoto University

Moving cast shadow affects perception of an objectYfs trajectory in adults
(Kersten et al., 1997). A ball is perceived to recede in depth when a cast
shadow moves diagonally on a parallel with a ball, and float above the
floor when a cast shadow trajectory is horizontal. In the present study, we
investigated whether infants at 4- to 7-month-old discriminate the motion
trajectory of the ball from the moving cast shadows using habituation-
dishabituation procedure. In Experiment 1, we tested 12 4-5-month-olds
and 12 6-7-month-oldsYf discrimination between YgdepthYh display
containing a ball and a cast shadow with diagonal trajectory and YgupYh
display containing a ball with diagonal trajectoryY@and a cast shadow
with horizontal trajectory. Infants were habituated to YgdepthYh display
and presented both YgupYh and YgdepthYh displays during test. Six- and
7-month-old, but not 4- and 5-month-old, infants looked significantly
longer YgupYh display than YgdepthYh display. These results suggest
that 6- and 7-month-old infants perceive the ball as moving in depth
during habituation. In Experiment 2, we tested whether infants would
perceive YgupYh motion as categorically different from YgdepthYh
depending on the objectYfs 3-D trajectory. Nine 4-5-month-olds and 12 6-
7-month-olds infants were habituated to and tested with the displays
containing a ball and a cast shadow with the same trajectory as Experiment
1 except that cast shadows were attached above the ball. These displays
did not produce 3-D impressions in adults. Both age groups of infants did
not exhibit significant differences between YgupYh and YgdepthYh
displays. These results suggest that infants did not discriminate these
displays. When the results from two experiments are considered, 6- and 7-
month-old infants discriminated the motion trajectory of the ball from the
moving cast shadows. This developmental emergence of depth perception
from moving cast shadow at 6 months of age is consistent with that of
other pictorial depth cues.

331 Effective Information for TTC Judgments Varies During an
Approach Event

Patricia R DeLucia (pat.delucia@ttu.edu); Texas Tech University

Purpose. Prior studies of time-to-contact (TTC) typically measured one
judgment at the end of an approach event (e.g., DeLucia, 1991; Todd, 1981)
and tacitly assumed that Os used the same source of information
throughout the event. However, TTC judgments are influenced by
multiple sources of information (DeLucia, 2004), and the quality of some
information sources varies with distance (e.g., optical expansion; Cutting
& Vishton, 1995). We hypothesized that the sources of information that
affect performance vary throughout an approach event (DeLucia, 2004;
DeLucia & Warren, 1994). Method. Two computer-generated spheres
approached the O for 8 s. The optical parameters of the spheres were
controlled systematically throughout the event. During the first 5.6 s, the
right sphere maintained a larger optical size and a smaller tau compared
with the left sphere. After 5.6 s, the right sphere’s optical size was still
relatively larger, but the left sphere’s tau was smaller. Relative TTC
judgments were measured throughout the event. 16 Os moved a control
stick to the left (or right), and kept it there as along as they thought the left
(or right) sphere would reach their observation plane first. They reversed
the stick’s position to indicate a reversal in judgment. The stick’s position
was analyzed to determine whether response reversals coincided with

reversals in the spheres” optical properties. Results. During the first 5.6 s, a
significant number of Os selected the right sphere, p <.05. Judgments were
consistent with both optical size and tau. After 5.6 s, a significant number
of Os reversed their response and selected the left sphere, p <.05. This
reversal was consistent with tau rather than optical size. Conclusions. The
information sources that affect relative TTC judgments can change during
an approach event. It is important to develop methods to measure such
changes. The manner in which effective information varies throughout an
event must be considered in models of TTC perception.

332 Object velocity relative to the head and depth order from
object-produced motion parallax

Hiroyuki Mitsudo (hmitsudo@atr.jp)"?, Hiroshi Ono®?; TYork University, Can-
ada, >’ATR Human Information Science Laboratories, Japan

The geometry underlying the recovery of depth order from motion is that
the angular velocity originating from the rigid translation of objects
relative to the observer is inversely proportional to the distance from the
observer to the objects. Previous studies revealed that the calculation of
angular velocity requires either retinal (Braunstein & Andersen, 1981,
P&P, 29, 145-55; Naji & Freeman, 2004, Vision Res, 44, 3025-34) or
extraretinal signals (Nawrot, 2003, Vision Res, 43, 1553-62). We explored
how the visual system integrates retinal signals with extraretinal ones to
determine depth order. We used a stimulus in which four rows of
horizontally moving random-dots had a common motion component and
a relative motion component. The direction of common motion relative to
the moving pursuit point was opposite to that of the pursuit point, and the
velocities of the common motion and of the pursuit point were
manipulated independently. The relative motion component consisted of
the dots in all four rows moving in the same direction but the dots in the
first/third rows and the second/fourth rows had different speeds.
Observers were required to report which rows appeared in front. Possible
cues for scaling the amplitude of eye-movements were eliminated by
presenting the stimulus on a black screen in a darkened room so that the
frame of the screen was invisible. We tested the prediction that the depth
order produced by retinal motion (i.e., dots moving faster on the retina
appear closer) can be reversed by an eye-movement velocity signal that
exceeds that of the retinal motion (i.e., dots moving slower on the retina
now appear in front). The prediction was confirmed with three different
velocities of common motion. The result suggests that object-velocity
relative to the head is calculated by adding eye-movement velocity to
retinal velocity and is processed for determining depth order from object-
produced motion parallax.

Acknowledgment: Supported in part by JSPS, NICT, and NSERC

333 Visual-Vestibular Dissociation: Differential
Acceleration and Velocity
Evan S Schaffer (eschaffl@swarthmore.edu), Frank H Durgin'; Swarthmore Col-

lege

Sensitivity to

Vision contributes to balance, and vision is thought to dominate vestibular
(or inertial) information in the perception of linear self-motion (Lishman &
Lee, 1973; Mittelstaedt & Mittelstaedt, 2001). Is the visual system more
sensitive to linear whole-field accelerations than are inertial systems? This
would be surprising because the visual system is regarded as being much
less sensitive to local acceleration signals than to local velocity signals (e.g.,
Eagle, 1996). We measured discrimination thresholds (JNDs) for peak
velocity and for peak acceleration using immersive whole-field visual
signals for linear motion (in an HMD) as well as non-visual whole-body
inertial experiences (on a motorized cart). In both modalities, motion
stimuli were developed in which peak acceleration and peak velocity were
decoupled. The initial acceleration profiles in each case were roughly
Gaussian, while the resulting velocity profiles were S-shaped. Acceleration
duration was varied between 1 and 1.5 seconds, so that peak velocity could
not be used to substitute for peak acceleration, nor could acceleration
substitute for velocity without precise temporal integration. In a 2 X 2
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design, stimuli were either visual (virtual hallway presented in a 60 deg
FOV HMD) or inertial (on a computer-controlled cart), and judgments
were either of peak velocity or peak acceleration. Observers made
comparisons to an internal standard, with feedback. Despite the feedback,
observers in the inertial experiments confounded velocity with
acceleration, and JNDs for peak velocity discrimination from inertial
senses were about 10% of the standard, whereas JNDs for peak
acceleration were about 5%. Conversely JNDs for peak visual velocity
were about 5% of the standard, while those for acceleration were about
10%. Evidently, visual superiority is limited to the perception of velocity.
Visual and vestibular sensitivities may be complementary in perceiving
accelerative and non-accelerative phases of self-motion.

334 The role of binocular cues in scaling the retinal velocities of
objects moving in space

Andrew E Welchman (Andrew.Welchman@tuebingen.mpg.de), Simon | Maier,
Heinrich H Buelthoff'; Max-Planck-Institut fuer biologische Kybernetik

The retinal velocity of an object moving in space depends on its distance
from us. Thus, to interpret retinal motions the visual system must estimate
an object’s distance. Which sources of information are used? Here we
consider the use of horizontal binocular disparity and vergence cues to
distance. Specifically, we investigated whether disparity and vergence
cues provide a depth distance estimate required to judge the physical
velocity of objects moving at different distances (velocity constancy).
Observers (n=6) viewed computer-rendered objects (either wire-frame
spheres or small points) translating in the fronto-parallel plane. A trial
consisted of two objects presented sequentially; observers judged whether
the first or second moved faster. A staircase procedure was used to adjust
the velocity of the second object to obtain the point of subjective equality
between the two presented motions. Trials for objects moving with
different velocities, directions and displacements were randomly
interleaved. Velocity judgments were made for objects presented at
different distances defined by disparity, vergence angle and changing size
cues. Judgments of perceived velocity were systematically affected by the
depth distance between the objects, with velocity matches close to those
expected for perfect velocity constancy. This was true even for small
points, suggesting that, in contrast a previous report (McKee & Welch,
Vision Research, 29, 553), disparity-defined depth can provide a sufficient
distance cue for judgments of object velocity. However, settings made
under conditions of different states of eye vergence had little effect on
velocity matches. These results support a constancy mechanism for
velocity that takes disparity-defined depth as an input, but that is little
affected by static vergence posture.

Acknowledgment:
Foundation.

Max-Planck Society. Alexander von Humboldt

335 Adaptive sensory coding: Enhanced visual

discrimination during self-motion

Frank H Durgin (fdurginl@swarthmore.edu); Swarthmore College, Department
of Psychology

velocity

Whereas cue-combination theories classically articulate the benefits to
discrimination of combining multiple sources of information, there is
another class of theory that supposes that the mere presence of a signal in
one channel or modality can actually enhance the processing of a signal in
another by narrowing the range of possible values to be coded. Barlow’s
(1990) inhibitory interaction theory, for example, suggests that the
perceptual value of one stimulus can be altered by the co-occurrence of
another, normally correlated stimulus, even when that stimulus presently
adds no information. Thus, for example, the visual velocity of the
environment during self-motion is reduced relative to how the same visual
stimulation appears to a stationary observer (Durgin, Gigone & Scott, in
press). Motor-prediction theories make similar predictions regarding the
muting of perceptual outcomes of actions compared to those experienced
without concomitant and correlated motor signals. Here we show that
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discrimination thresholds for 3D velocity of structured flow-fields moving
near walking speed are lowered, not only during active walking, where
both motor-prediction and inter-sensory inhibition theory make a
common prediction, but also during passive self-motion. Thus, even
though the self-motion information contributes no discriminative
information about the specific visual motion stimuli presented, visual
motion stimuli experienced during self-motion are nonetheless
represented in an altered coding space where discriminations of unusually
low velocities are rendered nearly impossible (since they all appear to be
zero), whereas those of higher velocities O especially those near the rate of
self-motion, are better discriminated. The ability of sensory systems to
adaptively alter their coding spaces in response to otherwise
uninformative cues is of obvious importance, and must be considered as
an alternative source of improved discrimination in tasks where multiple
cues are combined.

Acknowledgment: Swarthmore College Faculty Research Fund, HHMI

336 Contrast Gradients Increase Apparent Egospeed While
Moving Through Simulated Fog

Brian P Dyre (bdyre@uiduho.edu)l, William A Schaudf?, Roger T Lew;
TWniversity of Idaho, > Virginia Tech Transportation Institute

When fog is simulated as a global reduction in contrast, apparent
egospeed decreases as fog becomes denser (Snowden, Stimpson, and
Ruddle, 1998, Nature). However, fog is more realistically modeled as Mei
scattering of ambient light, which reduces contrast exponentially as
distance increases. In addition to reducing global contrast, this exponential
fog model introduces a contrast gradient in depth, which may change the
sampling of optical flow to emphasize nearer objects, thereby increasing
the rate of global optical flow, which may result in increases in apparent
egospeed (Larish & Flach, 1990, JEP:HPP < /I>). We examined whether
apparent egospeed is affected by this contrast gradient when global
contrast is held constant and fog is modeled exponentially. Observers
sequentially viewed pairs of 1-3 s computer simulations of observer
translation over a textured groundplane. The display pairs consisted of a
standard, for which the simulated translational speed and fog density
remained fixed throughout the experiment, and a comparison, for which
the speed and density each varied independently over five levels.
Observers indicated which display produced greater apparent egospeed.
For each level of fog density, apparent egospeed and Weber fractions for
egospeed discrimination were estimated by fitting 2-parameter sigmoid
functions to the proportion of IfasterO judgments as functions of
translational speed. Results showed that apparent egospeed increased
linearly by approximately 5% as the exponential fog density parameter increased
67%. Weber fractions were unaffected (0O=.069). While moving through real fog,
this increase in apparent egospeed due to the contrast gradient opposes the
decrease in apparent egospeed due to the global reduction in contrast.
Hence, a more accurate understanding of how fog density affects apparent
egospeed must account for changes in both the contrast gradient and
global contrast. Further experiments examining these variables
simultaneously will be discussed.

337 Comparing the relative accuracy of perception and
action in ball catching

Rob Gray (robgray@asu.edu), Brooke Castaneda’, Randy Sieffert" 2, David M
Regan®; 1Department of Applied Psychology, Arizona State University East,
USA, ’Intel Corporation, 3Department of Psychology, York University, Toronto,
Canada

We quantified the accuracy of the perception of the absolute direction of
motion in depth (MID) of a simulated approaching object using a passive
judgment and an active simulated catching task. In contrast with previous
research, our passive judgment task utilized a staircase tracking procedure
that provided precise estimates of the perceived direction of MID and did
not require the observer to make an interceptive motor response. For the
active task, movements of the index finger and thumb of the observer’s
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hand were tracked as participants tried to ‘catch’ the simulated
approaching object (Gray & Sieffert, 2005). A sensation of MID was created
using monocular and/or binocular information sources and visual stimuli
were identical for both tasks. For the judgment task, observers
overestimated the angular trajectory of the approaching object i.e., they
judged the object to pass wider than the head than indicated by the visual
information provided. When auditory feedback was added to the
judgment task consistent overestimates were still observed. For the active
task, observers consistently overreached i.e., the hand was further away
from the midline than the simulated object at the time of hand closure.
When auditory feedback was added to the active task errors were
significantly reduced and were within the margin of error for successful
catching. The relative accuracy in binocular and monocular conditions for
individual observers could be partially explained by thresholds for
unidirectional changes in angular size and changes in relative disparity.
These findings suggest that adaptation of the motor component to the
information provided by the visual system is the basis of successful
interception.

338 A Bayesian theory for intercepting objects moving in 3D

Peter W Battaglia (batt0086@umn.edu), Paul R Schrater!, Daniel ] Kerstenl;
University of Minnesota

In order to intercept an object moving in a scene, the future position of that
object must be estimated. We developed an ideal observer model that uses
monocular visual information to estimate the optimal interception
pointUthat point where a moving object is most likely to cross an arbitrary
line through the observer’s viewpoint. We compared optimal interception
points with human reaches to intercept an object in a virtual 3D
environment. Specifically, we explored how prior knowledge of the
object’s size influences optimal and human interception performance.

The ideal observer uses Bayes’ rule to combine available visual image
information with prior statistical knowledge about the object’s size,
starting position, and velocities to compute a probability distribution over
intersection points along a specified line through the viewpoint. The
optimal interception point was defined as the crossing point with the
highest posterior probability given the image data and prior knowledge.
With only one eye, the visual information for estimating the crossing point
is ambiguous. For a given image size, an object that is small and near must
cross nearer than an object that is large and far. Thus, prior knowledge
about the object’s 3D size can be used to disambiguate the interception
point.

We asked human participants to intercept two different moving objects.
Participants first performed an interception task with no information
about the objects’ sizes. They were then taught distinct object sizes,
through visual and haptic feedback, so that they could use size as prior
knowledge in subsequent interception tasks. Differences in interception
performance before and after training should reflect the impact of training.
Participants learned the size of the objects in the experiment and used this
information to improve their interception performance. This use of prior
knowledge supports a Bayesian model for object trajectory inference.

Acknowledgment: Grant NIH R01 EY015261

339 Bayesian Models of 3-D Motion Perception

Martin Lages (m.lages@psy.gla.ac.uk); Department of Psychology, Glasgow Uni-
versity, Scotland-UK

Two Bayesian models are proposed that extend existing models of 3-D
motion encoding. The first model uses velocity constraints in the left and
right eye to recover trajectory angle and velocity of a target stimulus
moving in x-z space. The prior of this model is defined in velocity space
and favours slow motion in 3-D. Uncertainty in velocity encoding
produces blurred velocity constraint lines in the left and right eye.
Applying a decision rule to a posterior distribution results in biased
estimates of trajectory angle and velocity (cf. Weiss, Simoncellli &
Adelson, 2002). The second model is based on changing binocular

disparity and spatial position with disparity encoding as the primary
source of uncertainty. The prior in this model favours zero disparity. A
posterior is derived from integration of estimated target positions over
time also resulting in biased estimates of trajectory angle and velocity.
Predictions from both models were tested in an experiment where
binocular disparity and interocular velocity difference served as main
depth cues. Stimuli were presented to the left and right eye on a flat CRT
screen with a refresh rate of 120 Hz using a split-screen Wheatstone
configuration. On each trial Ss verged on a fixation-cross flanked by
nonius lines at 114 cm before a Gaussian dot of approximately 3 arcmin
moved in depth with constant velocity. Trajectory angle (0 to 360 deg) and
distance travelled in depth varied in randomly intermixed trials and
between conditions. After each presentation Ss indicated trajectory angle
and distance travelled by adjusting markers on screen. The results show
that under these conditions Ss systematically overestimate trajectory angle
(Harris & Dean, 2003) and underestimate velocity of motion towards the
observer. A similar bias was found for trajectories away from the observer
supporting a stereo-motion system that encodes disparity first. Additional
testing may help to clearly distinguish between the two statistical models.

http://search.bwh.harvard.edu/
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340 Relative Salience of Number, Shape, Color, and Surface
Area in Rhesus Monkeys

Jessica F Cantlon (jfc2@duke.edu)?, Elizabeth M Brannon'?; 1Psychological
and Brain Sciences, Duke University, >Center for Cognitive Neuroscience

Many species have been shown to discriminate number as a property of a
set of objects however, little is known about how salient number is relative
to other object properties like size, shape, and color. Some researchers have
suggested that animals only attend to number as a ‘last resort strategy’
(Davis & Memmott, 1982). In this study we investigated the relative
salience of number versus alternative stimulus dimensions for macaque
monkeys. Monkeys with varying degrees of experience on numerical tasks
were trained to a 70% criterion on a delayed match-to-sample task where
the correct choice matched the sample in both number and a second
nonnumerical property (shape, color, or surface area). Following training,
monkeys were tested with nondifferentially reinforced probe trials in
which one choice was a number match and the other was a shape, color, or
area match (e.g., sample = 2 red tulips and choices = 4 red tulips or 2 red
cars). Results indicate that monkeys’ propensity to use number as a basis
for matching increased with the numerical difference between the
nonnumerical and numerical match. Thus when number was highly
discriminable, monkeys were more likely to use it as a basis for matching
over other object features. In addition, monkeys were more likely to use
number than area even at the closest distance.

341 When
polarity?
Louis K H Chan (louis@cogsc.net), William G Haywardl; The Chinese Univer-
sity of Hong Kong

Preattentive visual representations have been studied with visual search,
and it is known that both primitive features and configurations of features
can be represented preattentively. Rensink and Enns (1995) presented
evidence for preattentive grouping, in which the groups act as a single
functional unit. They proposed that proximity allows for grouping which
is insensitive to contrast polarity (CP). Later on, Gilchrist, Humphreys,
Riddoch & Neumann (1997) found evidences of CP-insensitivity only for
colinearity but not for proximity. In this study, two experiments were
carried out to address this issue. In Experiment 1, participants searched for
a half-arrow among distractors formed by the target and another opposite
pointing arrow, with either its same or opposite CP, separated by a small
gap. Searches were efficient when distractor arrow pairs had the same CP,

is preattentive grouping sensitive to contrast
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but were inefficient when the CP was different. As colinearity cues were
present in distractors, this result contrasts with previous suggestions. In
Experiment 2, arrows were replaced with circles and rectangles; results
were consistent with Gilchrist et al., rather than Experiment 1. Another
experiment was carried out to investigate CP-sensitivity in containment
groups. In Experiment 3, participants were asked to search for: A: a short
line among long lines; B: a long rounded rectangle among short ones,
containing an equal length line; C: a short line among long lines,
surrounded by equal length rounded rectangles. The rectangles and lines
were of either the same or opposite CP. Search was efficient for conditions
A & B but not C, implying that the lines and rectangles were grouped;
unlike in Experiments 1 & 2, search efficiency did not vary with same or
different CP. Taken together, these experiments suggest that preattentive
grouping is CP-sensitive when defined by proximity, CP-insensitive when
defined by containment, and the effect of colinearity may be dependent on
stimulus forms.

342 Surface interpolation and 3D relatability

Carlo Fantoni (fantoni@psico.units.it)""?, James D Hilger’, Walter Gerbino’,
Philip | Kellman3; University of Trieste, Trieste, Italy, *University of Sassari,
Sassari, Italy, 3University of California, Los Angeles, CA USA

Models of visual interpolation emphasize contour relationships. Although
the role of surface-level processes has been demonstrated (Yin, Kellman &
Shipley, 1998; Fantoni, Bertamini & Gerbino, 2004; for a recent review see
Kellman, 2003), specific surface properties and geometric constraints that
govern surface interpolation are not well understood. In this study we
hypothesize that, even in the absence of contour information, visual
interpolation can occur as a product of surface-based processes grounded
on orientation information derived from image cues such as scale and
shear disparities.

To investigate 3D surface interpolation we asked observers to classify
pairs of planar surfaces specified by random dot disparities, visible
through circular apertures on a fronto-parallel occluder. Surface slant was
manipulated by varying scale and shear disparities. On each trial, slanted
textures belonged to either parallel or intersecting planar surfaces with the
same absolute slant. Observers made a speeded parallel/intersecting
classification of texture pairs of different slants. Surfaces were presented in
20 conditions resulting from the combination of three factors: 3D
relatability of the surface pair (relatable vs. non-relatable); tilt of the
aperture pair (aligned vs. tilted), absolute surface orientation (20, 35, 46,
54, 60 deg). As in contour interpolation (Kellman et al., in press) observers
performed better on the parallel/intersecting classification task when
surfaces were 3D-relatable. The orientation of the aperture pair did not
play a clear role. The effect of absolute slant was stronger on non-relatable
than relatable surfaces.

Results support the notion that visual interpolation includes surface-based
processes, independent of contour information and specified by the 3D
orientation of visible patches. Scale and shear disparities of isolated
textures provide sufficient information for surface interpolation.

Acknowledgment: Support: MIUR-COFIN2003 and US NEI EY13518
http/fwww.rdg.ac.uk/arl/

343 Correct Grouping of Contours Is Required for Symmetry to
Operate As a Configural Cue

Jee Hyun Kim (jhk@u.arizona.edu), Mary A Peterson’; University of Arizona

Symmetry has long been considered a configural cue, but we failed to find
evidence for this claim in previous experiments using brief exposures,
leading us to suppose that other processes were necessary to bootstrap the
symmetry cue. In our displays, symmetric regions with rectilinear stepped
contours alternated with same-area asymmetric regions with the same
contour type. Similar results were obtained with curved contour displays.
Here we examine whether our results reflect a failure to correctly group
the bounding contours of the symmetric regions. In Exp. 1 we tested
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whether correct contour grouping is necessary for symmetry to operate as
a configural cue by manipulating the shape of an asymmetric region
sharing one rectilinear stepped contour with a symmetric region. The
asymmetric region’s non-shared contour either was also a rectilinear
stepped contour or it was a curvilinear contour comprised of local curves
that were all either convex or concave. We presented such displays for 100
ms with a probe square located on either the symmetric or the asymmetric
region. Subjects reported whether the probe was located fonO or IoffO the
region they saw as the figure at the border shared by the two regions. The
symmetric region was more likely to be seen as figure when the unshared
edge of the asymmetric region was curvilinear (64% and 68% for concave
and convex curvature), than when it was rectilinear (51%). In Exp. 2 we
investigated whether these effects were due to grouping alone or to
symmetry by replacing the symmetric regions in the Exp. 1 displays with
asymmetric regions. Subjects were no more likely to see the asymmetric
region as figure when the non-shared contour of the asymmetric region
was curvilinear (49%) than when it was rectilinear (51%). Thus, when the
two contours of the symmetric region were similar and different from the
third contour in the display, symmetric regions were more likely to be seen
as figure, implicating grouping as an essential factor.

Acknowledgment: NSF BCS 0425650 to MAP

344 Activity in early visual areas reflects perceived surface
layout in scene segmentation

Myriam W. G. Vandenbroucke (m.w.g.vandenbroucke@uva.nl)?, H. Steven
Scholtel, Chantal Kemner?, Victor A.F. Lamme®>; IUniversity of Amsterdam,
Department of Psychology, *University Medical Centre Utrecht, Dpartment of
Child and Youth Psychiatry, 3the Netherlands Ophthalmic Research institute

When visual information enters the brain, segregating scenes into figures
and background is one of the first processes established by the visual
system. Previous research has shown that early visual areas are engaged in
low-level feature detection, and probably also in sub-processes related to
texture segregation, such as the detection of orientation discontinuities.
We conjecture that in addition, V1 and other early areas are involved in the
perception of the surface layout, ie. the final stage of figure-ground
segregation. To test this, we manipulated the perceptibility of a texture-
defined figure by interposing a ‘frame’ between figure and ground
textures. For example, the orientation of the figure texture was 450, the
background texture was 1350, and the intervening frame texture was 900.
Subjects had to distinguish between figure-ground textures surrounded by
a frame and isolated frames on a homogenously textured background.
Subjects could easily discriminate between the two when the frame
thickness was relatively small, yet were strongly impaired when the frame
thickness was relatively large. Apparently, in the latter condition the
proper perception of the different texture surfaces is lost. We measured
BOLD activity during the performance of this task. Preliminary results
showed a direct parametric relation between frame thickness on the one
hand and the BOLD contrast between figures surrounded by a frame and
isolated frames on the other hand, in areas V1, V2, and V3. This indicates
that activity in these early visual areas reflects the perceived surface layout
of texture displays. This supports a role of these areas in perception, in
addition to their established role in lower level feature detection.

345 Familiar configuration enables figure/ground assignment
in natural scenes

Xiaofeng Ren (xren@cs.berkeley.edu), Charless Fowlkes, Jitendra Malik; Univer-
sity of California at Berkeley

Figure/ground organization is a step of perceptual organization that
assigns a contour to one of the two abutting regions. Peterson et al showed
that familiar configurations of contours, such as outlines of recognizable
objects, provide a powerful cue that can dominate traditional f/g cues
such as symmetry. In this work we: (1) provide an operationalization of
"familiar configuration" in terms of prototypical local shapes, without
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requiring global object recognition; (2) show that a classifier based on this
cue works well on images of natural scenes.

A dataset of 200 natural images was hand segmented into disjoint regions
by human subjects. Subjects then provided a f/g label for each contour
associated with a pair of abutting segments [Fowlkes, Martin & Malik
ECVP03]. Our goal is to correctly predict these f/g labels from image
measurements.

We use "shape context" to represent local shape configuration at each
point. Shape context [Belongie, Malik & Puzicha ICCV01] is a shape
descriptor which summarizes local arrangement of edges, relative to the
center point, in a log-polar fashion. In order to work with grayscale
images, we use a variant of shape context, geometric blur [Berg & Malik
CVPRO1], aligned to local tangent direction. We cluster a large set of these
descriptors to construct a small list of prototypical shape configurations, or
"shapemes" (analogous to phonemes). Shapemes capture important local
structures such as convexity and parallelism.

For each point along a contour, we measure the similarity of its local shape
descriptor to each shapeme. These measurements are combined using a
logistic regression classifier to predict the f/g label. By averaging the
classifier outputs over all points on each contour, we obtain an error rate of
30% (chance is 50%). This compares favorably to the traditional f/g cues
used in [Fowlkes et al 03]. Enforcing consistency constraints at junctions
reduces the error rate further to 22%, making it a promising model of
figure/ ground organization.

http./fwww-bes.mit.edu:16080/

346 Role of non-targets in detection of a target in visual search

Michael R. Scheessele (mscheess@iusb.edu)l, David T. Guthri¢?, Dean R.
Gottschalk; Indiana University - South Bend, Department of Computer &
Information Sciences, *Indiana University - South Bend, Department of Psychol-
08y

Introduction: A recent study (Rauschenberger, Peterson, Mosca, & Bruno,
2004 O Psychological Science) argued for an fambiguityO account of
amodal completion. This account holds that once an incomplete 2-D figure
has been amodally completed, either the complete or the mosaic
representation is accessible. The representation accessed may depend on
external factors like set or context. In a visual search experiment, they used
two types of target O a complete disk next to a complete square
(separateO) and a notched disk abutting a complete square (ladjacentO).
Each non-target was a notched disk and complete square pair, where the
notch was aligned with, but a short distance from, the corner of the square.
A subject was instructed (IsetO) to respond whether a complete disk
appeared. Two display durations were used: 100 and 250 ms. They found
search to be comparably efficient between the separate and adjacent target
conditions at 100 ms, but not at 250 ms, where search in the adjacent
condition was inefficient. They concluded that IsetO influenced perception
toward the complete representation for adjacent targets at 100 ms, but that
TcontextO of the non-distractors influenced perception toward the mosaic
representation at 250 ms. However, due to the alignment of the notch with
the corner of a square for a non-target, a partial illusory square boundary
may appear to occlude the notched disk. Thus, notched disks in the non-
targets may (weakly) appear complete at 250 ms, rendering them similar to
an adjacent target. This may explain inefficient search for adjacent targets
at 250 ms.

Method: We replicated their experiment, but gave explicit boundaries to
all disks and squares, in order to inhibit formation of illusory square
boundaries for non-targets.

Results: Search was comparably efficient between separate and adjacent
targets at both 100 and 250 ms.

Conclusion: The ‘ambiguity’ account of amodal completion and the new
effect of IcontextO are not supported by these results.

Acknowledgment: We are grateful to Robert Rauschenberger for use of
his experimental software.

347 Human Movement Coordination Implicates Relative

Direction as the Information for Relative Phase

Andrew D Wilson (anwilson@indiuna.edu)l, David R Collins?, Geoffrey P
Bingham?; 'Department of Psychology, Indiana University, Bloomington IN,
Department of Neurological Surgery, Washington University School of Medi-
cine, St Louis, MO

The current studies explore the informational (perceptual) basis of the
coupling in human rhythmic movement coordination tasks. Movement
stability in these tasks is an asymmetric U-shaped function of mean
relative phase; 0° is maximally stable, 90° is maximally unstable and 180°
is intermediate. Bingham (2001, 2004a, 2004b) hypothesized that the
information used to perform coordinated rhythmic movement is the
relative direction of movement, the resolution of which is determined by
relative speed. We used an experimental paradigm that entails using a
circular movement to produce a linear motion of a dot on a screen, which
must then be coordinated with a linearly moving computer controlled dot.
The circularity adds a component to the movement that is orthogonal to
the display. Relative direction is not uniquely defined between orthogonal
components of motion, but relative speed is; based on Bingham (2001,
2004a, 2004b) it was predicted that the addition of the component would
only introduce a symmetric noise component and not otherwise contribute
to the U-shape structure of movement stability. Results for Experiment 1
supported the hypothesis; movement that involved the additional
component was uniformly less stable than movement that involved only
parallel component along which relative direction can be defined. Two
additional studies ruled out alternative explanations for the pattern of data
in Experiment 1. Overall, the results strongly implicate relative direction as
the information underlying performance in rhythmic movement
coordination tasks.

348 The Effect of Synaesthetically Induced Colors on
Perceptual Organization

Martin van den Berg (vandenBerg@uvirginia.edu), Kathleen A Spanos, Michael
Kubovy; University of Virginia

We tested the perceptual reality of synaesthesia in two phases. During the
first phase, four color-grapheme synaesthetes reported on the
synaesthetically induced colors of the letters A-Z and the numbers 0-9 in
two sessions. We computed consistency within and between the two
sessions and identified letters and numbers whose colors are consistently
chosen, taking into account the strength of the synaesthetic association and
the ability of the computer display to adequately represent the
synaesthetic color.

In the second phase, we pitted grouping by proximity against grouping by
similarity, using letters that induced colors either strongly or weakly. We
measured the strength of grouping by proximity and grouping by
similarity. Synaesthetes are more likely to group a dot pattern according to
the similarity of synaesthetic colors than by proximity. This effect is
greater for alphanumeric symbols that induced colors strongly than for
alphanumeric symbols that induced them weakly. For control subjects the
alphanumeric symbols had no effect on perceptual organization and the
difference between strong and weak symbols was absent.

The results show that synaesthetes choose induced colors with high
consistency and that synaesthetically induced colors affect perceptual
organization. Since these results are based on precise quantitative
methods, they constitute evidence that synaesthesia is a genuine
perceptual phenomenon.

349 A Higher-Order Mechanism Beyond Good Continuation in
Contour Integration

James Tse (jtse@binghamton.edu), Peter Gerhardstein'; Binghamton University-
SUNY

Concerns regarding a reported effect of closure in contour integration
include: Whether closure alone is a sufficient condition for enhanced
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contour visibility; the small observed magnitude of the effect; and the need
for positing a separate global mechanism beyond low-level local
association or Igood continuationO. We show that a higher-level
mechanism responsible for closure does exist and that this mechanism
affects the integration of orientation information into contours. In Exp. 1,
we compared the visibility of oriented Gabor elements positioned and
aligned to form two half-circle arcs, arranged an enclosed configuration I(
)O versus the same two arcs arranged in a non-enclosed configuration ) (I.
The two configurations were equal in terms of local curvature, but differed
on a global level (i.e., one enclosed a common area and the other did not).
The enclosure condition in a 2AFC task was more detectable, suggestive of
an effect of closure in contour detection. There remained, however, the
possibility that a good continuation effect bound the oriented elements on
the ends of the arcs in the enclosed configuration through secondary or
tertiary local association (i.e., a smooth line could be extended across the
spacing between the arcs). In Exp. 2, we controlled for this possibility by
using pairs of arcs that formed sharp corners on the ends in the enclosed
configuration. A good continuation account would need to bind oriented
elements on the arc ends across path curvatures of at least 75 degrees,
which previous research has shown to be highly unlikely. The enclosed
condition was still easier to detect than the non-enclosed configuration.
We conclude that a closure effect beyond good continuation does exist in
contour integration. The effect is most observable in situations where good
continuation cannot assign edges to contours with sufficient statistical
confidence (e.g., in cases where path curvature is high or where contour
path is short).

Acknowledgment: Funded by NICHD R01-HD38315-01A

350 Perversible Figures: An Ironic Process in Perception

Clarissa R. Slesar (mackarie@newschool.edu), Arien Mack®; New School Univer-
sity

Wegner and colleagues found an ironic hyperaccessibility to thoughts Ss
were instructed to suppress under conditions of high cognitive load which
they called the Ironic Effect. Wegner proposed that the Ironic Process
underlying this effect entails the integration of two parallel processes: an
effortful cognitive process which searches for distractors, and an automatic
process which monitors the occurrence of the forbidden target thought
(Wegner, et al. 1987). We explored whether there might be a perceptual
analogue to this effect by presenting Ss with one of two reversible figures
(Duck/Rabbit, Cat/Swan) and asking them either to hold (maintain) or to
try not to see (suppress) one of the two views. Using two computer keys,
Ss recorded which construal they were perceiving during a two-minute
observation period. In comparison to a control group (N=32) that were
given no suppression or maintain instructions, the experimental Ss (N=64)
perceived the undesired view of the figure for significantly greater periods
of time than its alternative. We conclude that instructions to suppress or
maintain one construal of a reversible figure creates a high perceptual load
resulting in a perverse effect that appears to be the perceptual analogue of
the ironic effect. This phenomenon has the potential to increase our
understanding of the mechanisms underlying the perception of reversible
figures and the Ironic Process itself.

Wegner, D. M., Schneider, D. J., Carter, S., & White, T. (1987). Paradoxical
effects of thought suppression. Journal of Personality and Social Psychology,
53, 5-13.

351 Evaluating grouping via emergent features: A systematic
approach

Mary C Portillo (mcport@rice.edu), James R Pomerantz'; Rice University

When basic elements combine and Gestalt grouping occurs, emergent
features (EFs) arise. We identify the presence of EFs through configural
superiority effects (CSEs) in an odd-quadrant task in which RT and
accuracy measures are obtained for locating which of four stimuli differs
from the other three. Our experiments introduce a systematic method in
which EFs can be created from the ground up and in a hierarchical fashion.
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This allows for direct comparisons of grouping strength among EFs,
something that up until now has been impossible. Thus we may be able to
determine whether grouping based on certain EFs is stronger than that
based on others and also whether the effects of multiple EFs are additive.
We start with the simplest stimulus, namely a single dot. Making the
identical change in the position of this single dot can yield sharply
different EFs depending on the configuration of other contextual dots:
with a one-dot context, changing the position of the target dot alters the
proximity or angle between the two dots of the target-context pair.
Similarly, with a two-dot context, the same change in the target dot
position alters the linearity or symmetry among the three dots of the
target-context triplet. (Note that asymmetric and non-linear configurations
are impossible with two-dot patterns; they can emerge only with three).
With a three-dot context, the same procedure yields the EF of
surroundedness. Replacing pairs of dots with line segments connecting
them, and then using these lines as primitives in place of the dots, yields
the EFs of parallelism and collinearity. Thus, locating the odd quadrant
becomes easier when that quadrant differs from the others on the basis of
an EF such as proximity or orientation (defined by the distance or angle
between two dots) than when it differs only in the position of a single dot.
We demonstrate CSEs for the first four EFs and provide pilot data for some
higher order ones.

352 The perceptual organization of curvilinear contours in
structurally ambiguous dot patterns

Lars Strother (lars@uirginia.edu), Michael Kubovy; University of Virginia

Grouping by proximity is one of several Gestalt principles that
characterize the human visual system's propensity to perceptually
organize an array of discrete elements. Previous work by Kubovy and
colleagues (1995, 1998) showed that a 'pure distance model' (PDM) of
grouping by proximity predicts the perceptual organization of all dot
lattices (DLs). DLs are multi-stable and typically exhibit at least two
predominant perceptual organizations. The PDM quantifies the strength
of opposing organizations in terms of perceptual stability, a function of
relative inter-dot distance. We have since discovered a larger domain of
stimuli we call 'dot-sampled structured grids' (DSGs) that can be defined
by arbitrary differentiable functions along two axes. Like DLs, DSGs are
multi-stable. Unlike DLs, DSGs are not defined by purely local geometric
properties and can elicit the perception of curvilinear structure.

We argue that DSGs are a useful tool for the study of perceptual
organization. If DLs are to be used effectively we must first understand
their geometric properties. We present a geometric analysis of DSGs
analogous to Kubovy's (1994) two-parameter space of DLs. We also
present results from two experiments in which we wused the
psychophysical procedure developed by Kubovy and colleagues (1995,
1998) in their work with DLs. We present data from experiments in which
we manipulated the density, relative proximity, and curvature of possible
contours in DSGs. We found significant effects of each in addition to
effects of stimulus duration. In a control experiment we manipulated
aperture shape and orientation and found no effect. We show that
although grouping by proximity constrains the number predominant
organizations in DSGs it does not predict our results: the perceptual
organization of DSGs violates the PDM. We conclude that current models
of perceptual grouping do not suffice to characterize perceptual
organization.

353 Cues to object persistence in infancy: Tracking objects
through occlusion vs. implosion

Erik W. Cheries (erik.cheries@yule.edu)l, Lisa Feigensonz, Brian |. Scholll, Susan
Carey>; TYale University, 2Johns Hopkins University, 3Harvard University

Objects in the real world frequently move in and out of view, as when they
pass behind occluding surfaces. Even infants are able to keep track of
objects over time and motion in such situations, despite long occlusion
intervals. What factors support and constrain this ability? Research on
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mid-level vision in adults suggests that persisting object representations
are constrained by the precise manner of an item’s disappearance at an
occluding boundary. Here we explore the power of this cue, in a study of
infants' numerical representations. Infants were habituated to dynamic
displays of either 2 or 3 randomly moving identical items, which
disappeared and reappeared from behind occluders. In the Occlusion
condition, the items disappeared and reappeared gradually, via normal
accretion and deletion cues along a single edge. In the Implosion
condition, the items still disappeared and reappeared gradually (and at the
same rate), but did so from all contours simultaneously -- 'imploding' out
of existence and then 'exploding' into existence. In a test phase, which was
identical across both conditions, infants' looking times were then assessed
to 2 versus 3 moving objects without occluders. Infants in the Occlusion
condition looked longer to test displays with a novel number of objects
compared to habituation, but infants in the Implosion condition showed
no such preference for the number of objects. Thus, only infants in the
Occlusion condition were able to establish representations of a constant
number of items over habituation. We conclude that the local manner in
which an item disappears and reappears serves as a fundamental cue to
the maintenance of numerical identity over time: occlusion is a cue that an
object has gone out of sight, while implosion is a cue that an object has
gone out of existence. More generally, these results are consistent with the
idea that the same types of representations are being studied in adult mid-
level vision and infant object cognition.

Acknowledgment: Supported by NSF #BCS-0132444.

354 Visual De-fragmentation via High Spatial Frequencies
Ethan Meyers (emeyers@mit.edu), Yuri Ostrovsky', Pawan Sinha'; MIT

In the study of visual development, researchers have observed two key
progressions. First, infants’ percepts of the visual world apparently start
out fragmented, and over several months, come to cohere into assemblies
that correspond to objects. Second, along a similar timeline, children’s
acuity gradually improves from being rather poor at birth to near adult
levels. While the underlying reasons for the second progression are
reasonably well understood, the causes for the first one are still largely
unknown. Here, we suggest that these two progressions might not be
independent, but rather may be causally linked, with improving acuity
facilitating the extraction of integrative cues. Low-resolution information
permits image segmentation into regions of homogenous color and
luminance attributes. But, since objects can include regions of different
photometric attributes, a purely region-based parsing will lead to over-
fragmentation. High-resolution information, as it becomes available, acts
as ‘perceptual glue’ to link together regions based on cues such as good-
continuation, contour alignment across occluders and junction structure.
To test this theory, we conducted experiments, as part of Project Prakash,
with a 28 year old individual who has an unusual condition of congenital
aphakia (lack of lenses) in both eyes, preventing the normal progression of
acuity. We find that his analysis of images exhibits a marked tendency to
over-segment them, and an inability to use cues of contour relatability or
junction geometry. These results provide tentative support to our theory of
the developmental role of high spatial frequencies in “de-fragmenting’ the
visual image, and thereby, facilitating the extraction of object-concepts for
recognition. Additionally, the findings suggest that extended visual
experience and neuronal maturation, in the absence of high spatial
frequency information, are inadequate for explaining the development of
visual integration abilities.

Hand Movements 2

355 Perceptual lllusions Affect Visually-Guided Actions With
The Non-Dominant But Not with the Dominant Hand

Claudia L. R Gonzalez (cgonzal6@uwo.ca), Tzvi Ganel, Melvyn A Goodale;
CIHR Group on Action and Perception, University of Western Ontario, London
Ontario, Canada

The visuomotor system that controls real-time target-directed movements
is remarkably resistant to a wide range of perceptual illusions. The fact
that the visual control of action is refractory to visual illusions has been
used as evidence to suggest that vision-for-action and vision-for-
perception are functionally and neurally dissociable. Nevertheless, one
might expect that more deliberate and less-practiced actions, which would
involve more cognitive control, might be susceptible to perceptual
illusions. To test this idea, we asked subjects to reach out and grasp simple
objects with their non-dominant (left) hand and compared their
performance to that of their dominant (right) hand in the context of two
pictorial illusions. In Experiment 1, we found that even though grasping
movements using the dominant hand were completely unaffected by the
Ponzo illusion, the illusion had a significant effect on grasping movements
with the non-dominant hand. In Experiment 2, we replicated these results
using the Ebbinghaus illusion. In other words, in both experiments, grip
aperture was scaled to the real size of the target when participants used
their right hand but to the apparent (illusory) size of target when they used
their left hand. This dissociation was accompanied by longer movement
times, as well as by greater variability in movement trajectories in the left
hand. These results indicate that qualitative differences exist between the
visual control of actions that are performed by the dominant and non-
dominant hands. The fact that actions with the right hand but not with the
left are resistant to perceptual illusions may reflect a basic distinction in
the neural substrates of the visual control of automatic and controlled
movements. In addition, our findings suggest that one must be careful in
the selection of actions when testing predictions about possible
dissociations between vision-for-perception and vision-for-action.

Acknowledgment: Supported by CIHR

356 Inverted Vision-Action Dissociation With Induced Motion

Robert B. Post (rbpost@ucdavis.edu), Christopher Coker; Department of Psy-
chology, University of California at Davis

In vision-action dissociation, visual illusions influence motor responses
directed toward the stimulus less than might be predicted from the size of
the illusion. One example may be provided by induced motion (IM),
wherein a dot appears to move opposite the real motion of a surrounding
stimulus. Open loop pointing directed at the apparent endpoints of the
dot’s motion is displaced in the direction of the preceding IM, but less than
would be predicted from the IM’s velocity and duration. The comparison
of pointing measures of the apparent location of the dot with measures of
perceived motion of the dot is problematic, however, as the motor and
perceptual measures concern different properties of the stimulus.
Specifically, open loop pointing addresses the dot’s perceived location,
whereas perceptual IM measures typically address the target’s perceived
velocity. To avoid this potential confound, we assessed the same property
of the stimulus (apparent location) with both perceptual and motor
measures following IM. Specifically, perceptual measures of perceived
location obtained with a vernier task were compared to open loop pointing
measures of perceived location. Consistent with prior reports, results
showed a small, but reliable effect of IM on open loop pointing. However,
there was no effect on the perceived location of the stimulus as assessed by
the vernier task. Therefore, IM was found to influence motor measures,
but not perceptual measures. This is the inverse of the pattern typically
reported as vision-action dissociation. The lack of an effect of IM on the
vernier task also suggests that IM does not display the flash-lag effect, as
the vernier markers were flashed briefly near the IM target and their
alignment was perceived correctly.
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357 Metacontrast masking: Effects of barely visible stimuli on
pointing movements

Volker H Franz (volker.franz@psychol.uni-giessen.de); University
Giessen, Germany

of Giessen,

Stimuli which are masked by metacontrast can nevertheless affect motoric
responses. In a typical experiment, two squares are presented sequentially
(both rotated by either 0 or 45 degree). The first square (the "prime") is
masked by the second square ("the target"), such that perceptual
discrimination of the orientation of the prime is very low. However, if
subjects are asked to respond quickly to the orientation of the target by
pointing left or right, the prime still affects the trajectory: If the orientation
of the prime is inconsistent with the orientation of the target, pointing first
goes in the wrong direction. This result might be interpreted as
adissociation between perception (we cannot discriminate the prime's
orientation) and action (the prime's orientation nevertheless affects
pointing). However, it is very difficult to get discrimination performance
really to zero, such that this dissociation might not be very convincing.
Here, I tested whether the effect on action breaks down after taking very
serious measures to suppress discrimination performance. For this, I used
stimuli which are known to produce a good metacontrast suppression,
reduced the contrast of the prime to very low values, and also presented
the stimuli at unpredictable positions circular around the fixation point
(metacontrast is known to be stronger if the stimuli are not fixated).
Results show that with this procedure discrimination performance is
almost zero, but the cost of this "perfect" suppression in perception is that
the effect on action also breaks down. These results are consistent with the
notion that the effects on action under normal conditions (with imperfect
suppression of discrimination performance) are generated by similar
sources as the residual discrimination performance.

358 Does Inattentional Blindness Potentiate Action?
Zissis Pappas (mackarie@newschool.edu), Arien Mack'; New School University

Briefly presented masked images (subliminal) of graspable objects (tools,
utensils, etc.) with their handles oriented left or right influence subsequent
motor responses. Reaction time (RT) is significantly faster when the handle
and response finger are congruent(Pappas & Mack, 2003). We questioned
whether the same effect could be obtained under supraliminal conditions
when these objects again are not seen but here due to an attenional blink
(AB). Using a RSVP, subjects searched for a red colored target in a series of
8-10 images of common objects. On 75% of the trials, a graspable object
(probe) appeared with its handle oriented left or right within 180-240 msec
of the target. On the other trials no probe appeared. Immediately following
the probe or the last item a blue or yellow dot appeared at the center of a
gray screen. Subjects reported the color of the dot by pressing a left or right
key with their left or right index finger as quickly as possible. Participants
were later asked to report which target item was presented and whether
they had detected the probe. On trials where none of the probe items were
detected because of the AB, a congruency effect was found. RTs were
faster when the unseen object's handle was oriented to the same side as the
response finger. This finding demonstrates that unseen, because
unattended, supraliminal stimuli that afford a motor response produce
motor priming. This suggests some similarity in the processing of
subliminal and supraliminal stimuli, neither of which is consciously
perceived. These findings parallel those demonstrating that blindsight
patients can orient towards unseen objects (Weiskrantz, Warrington &
Sanders, 1974).

Pappas, Z. & Mack, A. (2003, November). Poster Psychonomic Society.

Weiskrantz, L., E. K. Warrington, M. D. Sanders, and ]J. Marshall. (1974).
Brain, 97, 709-728.
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359 Efficacy of
Perception

Roberta L. Klatzky (kKlatzky@cmu.edu)', Bing Wul 2, Damion Shelton?, George
Stetten®3; Department of Psychology, Carnegie Mellon University, “Robotics
Institute, Carnegie Mellon University, 3Department of Bioengineering, Univer-
sity of Pittsburgh

Researchers on human perception have devised a number of methods for
measuring perceived location and using it to assess perceptually guided
action. Such work has primarily been performed in space accessible by
reaching and walking. Here we use the same approach to assess
perceptually guided action in very near space, specifically, in the applied
context of ultrasound-guided surgical manipulation. Our approach
measured the ultrasound user’s perception of the location of a target
independently from assessing the action employed to reach it.
Experiments were conducted with the Sonic Flashlight (SF), a visualization
device that creates a virtual in situ image, and conventional ultrasound
(CUS). Two studies determined subjects” perception of target location with
a triangulation-by-pointing task. Depth perception with the SF was
comparable to direct vision, while the CUS caused considerable
underestimation of target depth. Binocular depth information in the SF
was shown to significantly contribute to its superiority. A third
experiment tested subjects in an ultrasound-guided needle insertion task.
With direct visualization of the target, subjects performed insertions faster
and more accurately by using the SF rather than CUS. Furthermore, the
trajectory analysis showed that insertions with the SF generally went
directly to the target along the desired path, while the CUS led to an arc-
shaped deviation from the ideal path, as predicted by the previously
measured underestimation of target depth. Ongoing research is further
examining the time-course of learning with the two devices, measuring
precise trajectories for needle insertion. This work extends the
demonstration of the perception/action linkage to near space and
provides a very practical application for such research. In particular,
different image methods, which lead to different percepts, will lead to
actions with differential efficacy.

This research was funded by the NIH grant # R01-EB00860.

Image-Guided Action is Controlled by

360 Disruption of binocular cues affects reaching and grasping
to a greater extent than their absence

Shahina Pardhan (s.pardhan@apu.ac.uk), Carmen Gonzalez-Alvarez; Depart-
ment of Optometry, Anglia Polytechnic University, Cambridge, UK

Purpose: It is known that binocular cues provide important information
for prehensile movements of reaching and grasping. Studies have
generally explored conditions where binocular cues are present (binocular
viewing) compared to when they are absent (monocular viewing). Little is
known about how disrupting binocular cues affects prehensile movement
behaviour. Method: Binocular cues were disrupted by means of a blurring
lens (+6.00DS) placed in front of one eye. Measurements were obtained in
a group of 10 young subjects with normal binocular vision. Prehensile
movements for transport and grasp components were measured. Results:
Kinematics indices were compared for conditions where binocular cues
were present to when they were absent, and when disrupted. Repeated
measures (ANOVA) revealed a significant effect with maximum velocity
(F 2,27=6.93 p=0.005). Post hoc analysis demonstrated that maximum
velocity did not change significantly in the absence of binocular cues
(p=0.79). However it was significantly lower when binocular cues were
disrupted (p=0.027). In addition, the velocity was also significantly lower
in the disrupted cue condition compared to monocular (p=0.06).
Maximum grip aperture demonstrated a significant effect (F 2,27=20.98
p=0.002) with the different conditions. Post hoc analysis showed that the
grip aperture was significantly larger when cues were absent (p=0.02), and
when disrupted (p=0.0015) compared to binocular condition. Further, grip
apertures in disrupted cue conditions were significantly larger than no-cue
condition (p=0.07). Conclusions: Although only the grasp component is
affected when binocular cues were removed, both the transport and grasp
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behaviour change when binocular cues are disrupted. Factors other than
stereopsis which may also contribute, are discussed.

Acknowledgment: Supported by College of Optometrist to SP.

361 The Proximal/Distal Model Explains Hand-to-Body
Distance-Dependent Accuracy of Visually-Guided Manual
Behavior

Wenxun Li (wl18@columbia.edu), Leonard Matin®; Department of Psychology,
Columbia University, New York, NY, USA

Large changes in manual accuracy that are linear with distance of the hand
from the body have been measured for three different sorts of visually-
guided (open-loop) behavior under visual induction that also generates
perceptual errors in visually perceived eye level (VPEL; up to 18°) and
visually perceived vertical (VPV; up to 12°) (Welch & Post, 1996; Li &
Matin, 1999, 2004, in press; Post, et al., 2004). The three manual behaviors
are: (1) pointing/reaching to a visual target, (2) height matching to a visual
target, and (3) roll-tilting the hand to feel vertical. In each case, accuracy of
the unseen hand increased linearly with distance of the hand from the
body, approaching complete accuracy at full extension; with the hand
close to the body, the manual errors equalled the magnitude of the
perceptual error. The large errors are generated by visual induction by a
single eccentric, pitched-from-vertical line, or by two roll-tilted lines in
darkness; the inducers also induced separately-measured distance-
dependent errors in the felt elevation or roll-tilt orientation of the arm.
Both the manual errors and the perceptual errors are quantitatively well-
accounted for by a new development (Proximal/Distal Model) of an
earlier treatment that explained changes in VPEL and VPV as a
consequence of a weighted average of inputs from vision and from the
body-referenced mechanism (extraretinal inputs); relative weights change
systematically with distance of the hand from the body. The large errors in
felt elevation of the arm at full extension brought pointing/reaching to
nearly complete accuracy but errors in felt roll-tilt of the arm only brought
the manual roll-tilt to about half accuracy. These results show that
accuracy at full arm extension is not a consequence of motoric immunity
from the distorting influences of visual stimulation; perception and action
are not dissociated as suggested by a recent version of the two visual
system hypothesis.

Acknowledgment: Support: NIH grant EY10534.

362 Dual-Task Interference is Greater
Grasping Than in Visually Guided Grasping
Anthony B Singhal (asingha@uwo.ca)!, Eris Chinellato?, Jody C Culham’,
Melvyn A Goodale'; 'The Group for Action & Perception, Department of Psy-
chology, The University of Western Ontario, London, ON, Canada, 2Robotic
Intelligence Lab, Universitat Jaume I, Castello de la Plana, Spain

in  Memory-Guided

Previous research showing different kinematics for visually guided and
memory-guided grasping suggests that there are two control systems for
object directed action. Visually guided grasping relies on a highly accurate
real-time system in the dorsal stream, whereas memory-guided grasping
relies on less accurate information from the perception-based system in the
ventral stream. In the present study we explored this difference further by
combining a primary grasping task consisting of interleaved visually
guided and memory-guided trials, with a secondary auditory perceptual
task. In the primary task, participants were cued by an auditory tone to
grasp 3-D target objects of varying size. On half of the trials, targets were
visible during the interval between the auditory cue and movement onset
(visually guided). On the remaining trials, targets were occluded from
view at the time of the auditory cue (memory-guided). In the second task,
participants listened to object names presented via headphones and gave a
vocal response when the object was a particular shape (20% probability).
There were three conditions: 1) grasping in conjunction with the auditory
task, 2) grasping alone, and 3) the auditory task alone. The results showed
that memory-guided grasping was associated with larger peak grip
aperture than visually guided grasping. As well, the introduction of the
competing shape-classification task slowed manual reaction time for both

types of grasping. Most importantly, however, the time taken to execute
the movement was slowed by the auditory task, and this effect was larger
for the memory-guided trials compared with visually guided trials.
Furthermore, the vocal response times were slower on memory-guided as
compared to visually guided trials. These results provide further support
for the idea that memory-guided grasping relies on the processing of
stored perception-based information that taps the same cognitive
resources as an auditorily-presented shape discrimination task.

363 Dissociating the functions of visual
equisalient stimuli

Alyssa Winkler (cfchubb@uci.edu), Charles E. Wrightl, Charles Chubb’; Depart-
ment of Cognitive Sciences, University of California at Irvine

PURPOSE: To dissociate the Iwhere,O Twhat,O and ThowO functions of the
visual pathways by showing differential performance among task types.
METHODS: Stimuli designed to differentially activate the parvocellular
and magnocellular pathways, luminance-defined and equiluminant color-
defined targets, were adjusted to be equisalient on an allocentric fwhereO
location identification task. Participants responded to the same stimuli in
two other visual tasks, a ThowO aimed movement task and a IwhatO
shape identification task. RESULTS: The same stimuli produced
differential performance on the iwhatO and ThowO tasks: specifically there
was an advantage in both for the luminance-defined targets.
CONCLUSION: This task-related contrast in visual sensitivity indicates
differential recruitment of resources among task types. The results can be
interpreted in terms of the fwhat,O Twhere,O and ThowO functional
dissociations of the ventral and dorsal streams Ungeleider & Mishkin,
1982; Milner & Goodale, 1995; Creem & Proffitt, 2001, and in terms of
differences in sensitivity to low vs. high spatial frequencies of the
processes carrying out these tasks.

pathways using

364 Implicit sensorimotor control: Rapid motor responses of
arm and eye share the visual motion encoding

Hiroaki Gomi (gomi@idea.brl.ntt.cojp)?, Naotoshi Abekawa®!, Shin’ya
Nishida'; INTT Communication Science Labs., Nippon Telegraph and Telephone
Corporation, 2ERATO project, Japan Science and Technology Agency, 3Tokyo
Institute of Technology

Increasing lines of evidence have suggested that arm reaching is under
online visuomotor control. We recently found a short latency manual
response induced by a large-field visual motion during arm movement,
which we named Imanual following response (MFR)O. To explore the
sensory processing involved in the MFR, we here examined the effect of
image contrast and spatiotemporal frequency of sinusoidal grating
patterns on the short latency manual response. In the experiment, vertical
sinusoidal grating pattern with a particular image contrast was shown on
the monitor. Subjects were asked to hit the center of a computer monitor
with their index finger with an assistance of beeps for movement timing,.
The grating pattern started to move either rightward or leftward
(randomized) 120 ms after the beginning of the arm movement. The MFR
amplitude was quantified by the difference, between the rightward and
leftward moving conditions, in the hand velocity averaged over a brief
period after the stimulus onset. In the first experiment, the image contrast
was changed between blocks. As the image contrast was increased, the
MFR amplitude increased, and its latency decreased, up to the image
contrast of ~10 %, and almost leveled off thereafter. In the second
experiment, the spatiotemporal frequency of the grating was changed. The
MEFR amplitude increased as the grating temporal frequency increased, but
decreased beyond the peak temporal frequency around 15 - 20 Hz
independent to the spatial frequency. For the stimulus < 15 Hz, the MFR
amplitude was almost linearly proportional to the log-velocity of the
stimulus. Moreover, the spatiotemporal tuning functions, as well as short
response latencies, are similar to those of the ocular response induced by a
large-field visual motion known as ‘ocular following response’ (OFR). This
suggests that MFR and OFR share a common visual motion processing
mechanism.
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365 The Visual Control of Goal Directed Action in
Developmental Co-ordination Disorder

Lydia Henderson (u56lh@abdn.ac.uk)1, Justin H Williams?, Mark Mon-
Williams'; 1School of Psychology, University of Aberdeen, >Child Health, Univer-
sity of Aberdeen

The aim of this study was to investigate visuo-motor control in children
with developmental coordination disorder (DCD). Children with DCD
show impairments in a wide range of basic movement skills. This includes
the ability to utilise partial (but not complete) advance information to
speed up their movement times in a reach-to-grasp paradigm. We
hypothesised that children with DCD are impaired in their ability to use
visual information in order to rapidly adjust on-going movements (i.e.
they lack 'on-line' visual control). To test this hypothesis we studied 10
children with DCD with a control group matched on age, and another
control group matched on motor ability, on a perturbation paradigm. The
task required the children to move a hand held stylus 25cm from a starting
location to a target 2cm in diameter on a computer screen. The starting
location and the computer screen were embedded within a flat horizontal
surface. The experimental task involved the children making simple
aiming movements when they knew that the target would not alter
position (baseline condition). Following the baseline trials, the children
made aiming movements after being told that the target would 'jump' on
some trials. On the jumping' trials, the target changed position by jumping
either 10cm to the left or 10cm to the right 10ms following the movement
commencement. Electromagnetic tracking equipment was used to monitor
the reaction times and movement accuracy including the speed with which
children could respond to the change of target location. We will discuss
the findings in the context of assessing children with DCD and
distinguishing between neurodevelopmental disorders.
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366 Occipital Activations and Deactivations
Stimulation of the Right Human Frontal Eye Field

Christian C Ruff (c.ruff@ucl.ac.uk)?, Felix Blankenburg"?, Otto Bjoertomt’,
Sven Bestmann'?, John-Dylan Huynesl’z, Geraint Rees™?, Oliver ]osephsz, Ralf
Deichmann?, Jon Driver”?; Unstitute of Cognitive Neuroscience & Dept. of Psy-
chology, University College London, UK, *Wellcome Dept. of Imaging Neuro-
science, University College London, UK

Induced by

The frontal eye fields (FEF) are traditionally thought to be involved in the
preparation and execution of eye movements, but more recent evidence
suggests a role in covert spatial attention also. Projections from this puta-
tive control area in frontal cortex may modulate activity in visual cortex,
but direct evidence for this is lacking in humans, despite recent break-
throughs in monkey studies. Here we used a combination of fMRI and
Transcranial Magnetic Stimulation (TMS) in the scanner to show that stim-
ulation of human FEF can modulate activity in retinotopically mapped
visual cortex. Right FEF stimulation activated bilaterally sectors of retino-
topic visual cortex (V1-V3, and beyond) that represent the peripheral
visual field; but it deactivated sectors representing the central visual field.
This FEF-induced retinotopic pattern did not depend on resting activation
in visual cortex, as it was equivalently present with or without concurrent
visual stimulation. Nor was it due to TMS-induced eye movements, blinks,
or pupil changes. These data (1) provide direct support for FEF modula-
tion of visual cortex, (2) are consistent with recent anatomical and physio-
logical studies in other primates, which suggest distinct FEF-occipital
connections for central and peripheral visual field representations, and (3)
illustrate how concurrent TMS and fMRI can now be used to study func-
tional influences between remote but interconnected brain areas.

367 The Perceptual Effects of Retinal Electrical Stimulation

Ione Fine (iﬁne@usc.edu)l, Ricardo Freda?, Scott H Greenwald®, Alan Horsagerl,
Maksy Pishoy3, Williamson Richard®, Cimmarusti D Valerie®, Weiland ]]umesz,
Greenberg S Robert, Humayun Mark?; 'Department of Ophthalmology —and
Zilkha Neurogenetic Institute, Keck School of Medicine, USC, 1501 San Pablo
Street, Rm 441, Los Angeles, CA 90033, 2Doheny Eye Institute, Keck School of
Medicine, University of Southern California, Los Angeles, USA, 3Second Sight,
Medical Products, Inc., Sylmar, CA

Photoreceptor loss due to severe retinitis pigmentosa or macular degener-
ation is one of the major causes of blindness in the Western world, and the
prevalence of these diseases is likely to increase dramatically as the popu-

lation ages. Currently there are several groups trying to develop retinal
prostheses, analogous to cochlear implants, in which photoreceptor input
is replaced by direct electrical stimulation. Recently six patients have been
implanted chronically with simple 4x4 retinal prostheses lying over the
inner retinal layer. We report here psychophysical data examining the per-
ceptual consequences of electrical stimulation on a single electrode. These
data include (1) how thresholds decrease with pulse duration and decrease
as a function of electrode height above the retinal surface, (2) how bright-
ness increases as a function of stimulation intensity, and (3) how pulses
interact over time.

Acknowledgment: Thanks to Matt McMahon and Kelly McClure

368 Microstimulation in LGN produces focal visual percepts:
proof of concept for a visual prosthesis

John S. Pezaris (jpezaris_spam@yahoo.com), R. Clay Reid; Harvard
School, Department of Neurobiology

Medical

Existing efforts to develop a visual prosthesis have concentrated on stimu-
lation of the retina or the primary visual cortex. We are pursuing a third
approach which targets the dorsal lateral geniculate nucleus of the thala-
mus (LGN). We hypothesized that highly localized electrical stimulation
of the LGN would generate focal percepts corresponding to the receptive
fields of cells at the electrode tip. To test this we compared visually-guided
saccades made to targets presented on a computer monitor against those
made to targets presented through electrical stimulation in the LGN.

Daily tetrode penetrations were made in the LGN of one alert behaving
monkey. Receptive field locations were mapped for each electrode posi-
tion using 2D white noise stimuli. Eye positions were then recorded while
a center-out saccade task was performed by the animal where, in inter-
leaved fashion, saccade targets were presented optically as points flashed
on a computer monitor or electrically through brief stimulation between
two wires in a tetrode.

Our primary observation is that the animal could readily saccade to electri-
cal targets consistent with electrical stimulation generating small, focal
percepts. Correspondence between electrical saccade endpoints and recep-
tive-field centers was 3.0£0.6° (n=18, with eccentricities of 3--26°), versus
optical saccade accuracy of 1.7+0.5°. Electrical and optical saccades were
comparable: endpoint scatter was 1.4+1.2° vs 0.8+0.2°, latency was 185 vs
160 ms. At times, however, rather than saccading to a presumed phos-
phene, in electrical trials the animal held it's gaze steady, as if continuing
to foveate the extinguished fixation point.

Our observations demonstrate the possibility of creating artificial visual
percepts through electrical stimulation in the LGN. Such percepts are
visual in nature insofar as an animal immediately generalized to them in a
visual task. Further, these percepts are focal as saccades to them are tightly
clustered.

Acknowledgment: Kirsch Foundation, Dana/Mahoney Foundation, NIH
RO1 EY12815, P30 EY12196
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369 TMS Induced Affective Blindsight Reverts to Affective
Blindness When Stimulus Visibility is Increased

Jacob Jolij (j.jolij@uva.nl)!, Victor AF Lamme®?; 1 Cognitive Neuroscience
Group, Department of Psychology, University of Amsterdam, *Netherlands Oph-
thalmic Research Institute

Some patients with a lesion to primary visual cortex (V1) show the remark-
able capability of guessing correctly about stimulus attributes presented to
the blind hemifield, a phenomenon called ‘blindsight’. Recently, blindsight
has been demonstrated for the emotional expression of unseen faces. Here,
we show that affective blindsight can also be induced in normal observers,
where stimuli are rendered invisible through transcranial magnetic stimu-
lation (TMS) of the striate cortex. Surprisingly, however, access to the emo-
tional content of TMS-suppressed stimuli disappears when overall
stimulus visibility is increased. We explain this paradoxical finding by tak-
ing into account two processing routes for affective information: a fast, but
crude subcortical route, and a slower, but more accurate cortical route. We
assert that under normal viewing conditions, human subjects primarily
rely on cortically processed information. Only when visibility is low, and
uncertainty increases, subcortical information is used, revealing the affec-
tive blindsight capability. We are only ‘blindly led by emotions” when all
else fails.

370 Visually Modulated Endogenous Activity: A component of
active visual processing

Erich E. Sutter (ees@ski.org); The Smith-Kettlewell Eye Research Institute

Purpose: In the past electrophysiological investigations of visual process-
ing in the CNS have almost exclusively relied on stimulus-locked averag-
ing. Often all activity that showed no first or higher order correlation with
the stimulus was considered additive noise. Clearly, this view is much too
limiting. As endogenous activity of the CNS must interact with visual
input in the highly nonlinear neural substrate, the resulting neural
responses must carry visual information that is no longer stimulus locked
and lost in conventional signal processing. We hypothesize that it repre-
sents the ’active’ component in visual processing. The purpose of this
project is to demonstrate and characterize such visually modulated endog-
enous activity (VMEA) in the human VEP.

Methods: In this first study the stimulus consisted of slow, pseudorandom
pattern presentations using different base intervals up to 500 ms. In the
first step, we subtracted all response component (kernels) that correlated
directly with changes in features of the stimulus. The noise-like residue,
presumably Demodulation requires application of a nonlinear operation to
the response signal before it is correlated, again with the visual stimula-
tion. We are using the formation of auto-products of the EEG signal imme-
diately preceding the stimulus with various lags as well as rectification for
demodulion.

Results: At slow stimulation rates when the stimulus transitions are indi-
vidually perceived, the VMEA dominates. At fast stimulation rates, when
the stimulus appears noise-like, the directly correlated response compo-
nents dominate and the VMEA becomes negligible in size. The main
VMEA components appear at an implicit time of around 300ms and
another at 375 to 450 ms.

Conclusions: The response residue, after subtraction of all stimulus-locked
components, indeed carries stimulus related information. These VMEA
components are well defined and can be derived with excellent signal-to-
noise ratios suggesting a large information content.

Acknowledgment: Supported by NEI grant EY(015185-01

371 The topography of the human lateral geniculate nucleus
and superior colliculus as revealed by superresolved fMRI

Keith A Schneider (kas@princeton.edu)"?, Sabine Kastner?; 'Department  of
Psychology, Princeton University, *Center for the Study of Brain, Mind and
Behavior, Princeton University

Superresolution is an image processing technique by which lower-resolu-
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tion images captured at slightly different spatial positions are combined to
create a higher-resolution image. Previous functional magnetic resonance
imaging (fMRI) supperresolution studies have relied upon special acquisi-
tion protocols to obtain such spatial shifts. However, over the course of a
typical fMRI session, subjects' brains are naturally sampled at many differ-
ent spatial positions due to small inadvertent head movements. By taking
advantage of these head movements it is possible to achieve superresolu-
tion using standard fMRI acquisition techniques. The first step of this
superresolution procedure involves spatially registering the lower-resolu-
tion image volumes, which is routinely done in fMRI analysis to compen-
sate for head movements and scanner drift. The second step involves
reconstructing a higher-resolution volume from the registered lower-reso-
lution volumes. In addition to more sophisticated reconstruction algo-
rithms that have been developed over the past decade, we also
demonstrate resolution increases by simply averaging multiple lower-res-
olution volumes that were resampled into a higher-resolution registered
space.

High-resolution imaging is necessary to reveal the topographic details of
small subcortical structures such as the lateral geniculate nucleus (LGN)
and superior colliculus (SC), but the deep location of these structures pre-
cludes the use of surface coils that are used to increase signal to noise for
cortical imaging. With a high resolution scanning sequence on a 3 T scan-
ner we obtained reliable signals using a 1.5 ? 1.5 ? 2 mm?® voxel size. Using
the superresolution algorithm, we are able to increase this spatial resolu-
tion by a factor of 1.5 to 2 in each dimension to achieve voxel volumes ~1
mm?® without decreasing the signal to noise. Using this resolution, we
report details of the retinotopic structure of the human LGN, SC and
nuclei in the pulvinar.

Acknowledgment: Support has been provided by NIH training grant T32
MHO065214 02, NIMH grants ROIMH-64043 and P50MH-62196 and the
Whitehall Foundation.

Natural Images

8:30 - 10:00 am
Hyatt South Hall
Moderator: Jochen Triesch

372 Independence of gain control mechanisms in early visual
system matches the statistics of natural images

Valerio Mante (Uulerio@ski.org)l, Robert A Frazor*, Vincent Bonin®, Wilson S
Geislerz, Matteo Cumndinil; IThe Smith-Kettlewell Eye Research Institute, San
Francisco CA 94115, Department of Psychology and Center for Perceptual Sys-
tems, University of Texas, Austin TX 78712

Two rapid mechanisms in the early visual system control response gain on
the basis of locally prevalent luminance and contrast. We asked whether
the arrangement and operation of these gain control mechanisms are
matched to the statistics of the environment. First, we measured local
luminance and local contrast in random patches of calibrated, 12-bit gray-
scale natural images (van Hateren and van der Schaaf, 1998). These
patches correspond to the images that would fall on a receptive field dur-
ing successive fixations. We found that luminance and contrast are statisti-
cally independent of each other (correlation -0.2). This remarkable
independence is a property of real world images, but not of artificial
images: In phase-scrambled images, which have the same power spectra as
natural images, luminance and contrast are strongly correlated (correlation
-0.8). Second, we characterized mechanisms of luminance gain control and
contrast gain control in the lateral geniculate nucleus (LGN) of anesthe-
tized and paralyzed cats. Stimuli were temporal frequency sweeps (grat-
ings whose temporal frequency varied exponentially from 0.5 to 40Hz over
5s). From the responses we estimated one impulse response for each of 12-
25 combinations of luminance and contrast covering ranges encountered
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during natural viewing. The estimated impulse responses explain 85%
(median) of the variance in the responses to sweeps. Imposing separabil-
ity, i.e. that luminance gain control has the same effects at all contrasts, and
contrast gain control has the same effects at all luminances, has little effect
on the predictions: the best separable set of impulse responses still
explains 81% of the variance. Thus, functionally speaking, luminance and
contrast gain control operate independently, reflecting the very indepen-
dence encountered in natural images.

Acknowledgment: Supported by James S McDonnell Foundation and
NIH grant RO1EY11747

373 Learning Efficient Codes for Natural Images by Combining
Intrinsic and Synaptic Plasticity

Jochen Triesch (triesch@ucsd.edu); Department of Cognitive Science, UC San
Diego

Visual cortical neurons often exhibit an approximately exponential distri-
bution of their firing rates in response to natural stimulation (Baddeley et
al., 1997). This may be motivated by a desire to maximize information car-
rying capacity given a fixed mean firing rate constraint, corresponding to a
desired level of metabolic costs. However, it is not clear through what
mechanisms cortical neurons may achieve this goal. One important candi-
date mechanism is intrinsic plasticity, i.e. the ability of a neuron to change
its excitability through the adaptation of membrane properties. We have
recently proposed a new model of intrinsic plasticity where a model neu-
ron adapts its nonlinear activation function to obtain an approximately
exponential distribution of its firing rate (Triesch, 2004). In combination
with Hebbian learning at the synapses, we have shown that this leads to
the discovery of sparse directions in the input.

In this work we apply the model to learning on natural images. We show
that a single model neuron exposed to natural image patches that are pro-
cessed by a simple LGN model, develops receptive fields that are localized
and oriented and resemble Gabor wavelets. The model accounts for the
approximately exponential distribution of firing rates observed in visual
cortical neurons and the formation of simple-cell-like receptive fields.

When a two-dimensional layer of such model neurons with short ranging
excitation and longer ranging inhibition is exposed to natural image input,
we observe the formation of orientation maps with smoothly varying ori-
entations between neighboring neurons.

Baddeley, R., Abbott, L.F., Booth, M.C.A., Sengpiel, F., Freeman, T. Wake-
man, E.A., and Rolls, E.T. (1997). Responses of neurons in primary and
inferior temporal visual cortices to natural scenes. Proc. R. Soc. Lon. Ser. B,
264.

Triesch, J. (2004). Synergies between intrinsic and synaptic plasticity in
individual model neurons. Advances in Neural Information Processing
Systems (NIPS) 2004.

374 Learning Visual Representations with Projection Pursuit

Dana H Ballard (dana@cs.rochester.edu)’, Constantin Rothkopf’; 'Department of
Computer Science, University of Rochester, Rochester, NY 14627, 2Department
of Brain and Cognitive Science, University of Rochester, Rochester, NY 14627

Visual cortex must calibrate the receptive fields of billions of neurons in a
hierarchy of maps. Modeling this process is daunting, but a promising
direction is minimum description length theory (MDL). In MDL, the cortex
builds a theory of itself and does this by trading off the bits to represent
receptive fields against the bits representing their residual in fitting the
input. Although MDL has an attractive Bayesian formulation, algorithms
to implement it may incorporate demanding assumptions [1] or exhibit
delicate convergence behavior [2]. We show that a new algorithm based on
projection pursuit (PP), has fast convergence properties as well as an
implementation in a feedback circuit that models intercortical connections
between maps. In our PP formulation, neurons with receptive fields (RFs)
most similar to the input are selected to represent it. Next, feedback signals
from these neurons subtract their portion of the signal from the input,

leaving a residual. The process repeats, selecting neurons that are most
similar to the residual. The algorithm produces good representations of
the input with only four sets of projections. To learn, the active neurons’
RFs are incrementally adjusted with a Hebb rule and the process repeats
until convergence. We demonstrate the algorithm with two sets of simula-
tions. In the first, the input is stereo pairs of whitened natural images such
as would be represented in the LGN. Using this input, the projection pur-
suit algorithm can produce receptive fields for disparity cells, simple cells
and color that closely model those observed experimentally. In the second
set of demonstrations, we model a two-level hierarchy in the cortical
motion pathway, using artificial direction selective input. The algorithm
learns pattern motion selective receptive fields observed in area MT as
well as large field motion stimuli such as those found in area MST.

1. B. Olshausen, Nature, 381:607-609, 1996.
2. Z. Zhang et al, ]. of Neurocomputing, 44:715-720, 2001.

Acknowledgment: RR09283

375 Fixational Instability and Natural Scene Representation

Michele Rucci (rucci@cns.bu.edu)?, Antonino Casile’; 'Department of Cognitive
and Neural Systems, Boston University, Boston, MA 02215, 2Lubomtory for
Action Representation and Learning, Department of Cognitive Neurology, Uni-
versity Clinic T,bingen

Images of natural scenes tend to vary smoothly in space and time. It is a
long-standing proposal that an important function of the early stages of
the visual system is to minimize this input redundancy to allow efficient
visual representations. In particular, it has been observed that the response
characteristics of neurons in the retina and LGN may attenuate the broad
correlations that characterize natural scenes by processing input spatial
frequencies in a way that counter-balance the power-law spectrum of nat-
ural images. Here, we extend this hypothesis by proposing that the move-
ment performed by the observer during the acquisition of visual
information also contributes to this goal. During natural viewing, the pro-
jection of the stimulus on the retina is in constant motion, as small move-
ments of the eye, head, and body prevent maintenance of a steady
direction of gaze. To investigate the possible influence of a constantly
moving retinal image on the neural coding of visual information, we have
analyzed the statistics of retinal input when images of natural scenes were
scanned in a way that replicated the physiological instability of visual fixa-
tion. We show that during visual fixation the second-order statistics of
input signals consist of two components: a first element that corresponds
to the broad correlations of natural scenes, and a second component, pro-
duced by fixational instability, that is spatially decorrelated. This second
component strongly influences neural activity in a model of the LGN. It
decorrelates cell responses even if the contrast sensitivity functions of sim-
ulated cells are not perfectly tuned to counter-balance the power-law spec-
trum of natural images. The results of this study suggest that fixational
instability contributes to establishing efficient representations of natural
stimuli.

Acknowledgment: Supported by NIH grant EY15732-01 and NSF grants
BIC-0432104 and CCF0130851

376 Image Statistics and Reflectance Estimation

Lavanya Sharan (adelson@ai.mit,zdu)l, Yuanzhen Li%, Edward H Adelson’;
IM.LT. Dept. of Electrical Engineering and Computer Science, >M.LT. Dept. of
Brain and Cognitive Sciences

Humans are surprisingly good at judging the reflectances of complex sur-
faces even when they are viewed in isolation, contrary to the Gelb effect.
We have previously argued that certain image statistics are useful in this
task. We have now collected high dynamic range digital images, using
multiple exposures, for a large number of materials, in multiple lighting
conditions. After normalizing all images to have the same mean lumi-
nance, we used ROC analysis to evaluate the utility of various individual
image statistics in classifying surfaces as black or white. We tested the sta-
tistical moments of the luminance histograms, i.e., variance, skew, kurto-
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sis, and the 5th moment, and found them all to be useful. Extreme
percentile statistics (e.g., 2nd and 98th percentile) were also useful. Since
the human visual system is unlikely to have direct access to pixel lumi-
nances, we also considered the information available after filtering with
simple filters such as a center-surround or oriented filter. The same statis-
tics were useful when applied to the outputs of these filters. Single statis-
tics can achieve classification rates of 70-80%. When human observers are
asked to classify the images, they achieve similar rates, and tend to make
errors on the same images that the machine does. This supports the notion
that the image statistics capture information that is being used by humans.

Acknowledgment: Supported by NTT Labs and MURI/ONR grant
N00014-01-0625

377 Rapid animal detection in natural scenes: critical features
are local

Felix A Wichmann (felix@tuebingen.mpg.de)’, Pedro Rosas“ 2, Karl R
Gegenfurtner’; IMax-Planck-Institut f,r Biologische Kybernetik, 72076 T,bingen,
Germany, 2Centro de Neurociencias Integradas, Facultad de Medicina, Univer-
sidad de Chile, Independencia 1027, Santiago, Chile, 3Allgemeine Psychologie,
Justus-Liebig-Universit%ot Gie?en, 35394 Giessen, Germany

Thorpe et al (Nature 381, 1996) first showed how rapidly human observers
are able to classify natural images as to whether they contain an animal or
not. Whilst the basic result has been replicated using different response
paradigms (yes-no versus forced-choice), modalities (eye movements ver-
sus button presses) as well as while measuring neurophysiological corre-
lates (ERPs), it is still unclear which image features support this rapid
categorisation. Recently Torralba and Oliva (Network: Computation in
Neural Systems, 14, 2003) suggested that simple global image statistics can
be used to predict seemingly complex decisions about the absence and/or
presence of objects in natural scences. They show that the information con-
tained in a small number (N=16) of spectral principal components (SPC)---
principal component analysis (PCA) applied to the normalised power
spectra of the images---is sufficient to achieve approximately 80% correct
animal detection in natural scenes.

Our goal was to test whether human observers make use of the power
spectrum when rapidly classifying natural scenes. We measured our sub-
jects' ability to detect animals in natural scenes as a function of presenta-
tion time (13 to 167 msec); images were immediately followed by a noise
mask. In one condition we used the original images, in the other images
whose power spectra were equalised (each power spectrum was set to the
mean power spectrum over our ensemble of 1476 images). Thresholds for
75% correct animal detection were in the region of 20-30 msec for all
observers, independent of the power spectrum of the images: this result
makes it very unlikely that human observers make use of the global power
spectrum. Taken together with the results of Gegenfurtner, Braun & Wich-
mann (Journal of Vision [abstract], 2003), showing the robustness of ani-
mal detection to global phase noise, we conclude that humans use local
features, like edges and contours, in rapid animal detection.

Acknowledgment: Supported by the Max Planck Gesellschaft (MPG) and
the Deutsche Forschungsgemeinschaft (DFG)

Face Recognition

10:15 - 11:45 am
Hyatt North Hall
Moderator: Isabel Gauthier

378 Temporal dissociation of spatial attention and competition
effects between face representations

Corentin Jacques (corentin.jacques@psp.ucl.ac.be), Bruno Rossion'; Cognition &
Development Research Unit, University of Louvain, Belgium
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Scalp event-related potential (ERP) studies in humans indicate that the
processing of faces differs from other categories between 130 and 170 ms
after stimulus onset, peaking at the occipito-temporal N170. We have
recently shown that the N170 response to a face stimulus is strongly
reduced when another face - or a non-face object of expertise (Rossion,
Kung & Tarr, 2004) - is processed concurrently (Jacques & Rossion, 2004),
suggesting that neural representations of individual faces compete in the
occipito-temporal cortex. However, this amplitude reduction of the N170
may be related to spatial attentional modulations rather than to a competi-
tion between face representations. To test this alternative hypothesis, ERP
responses to a lateralized face were recorded while subjects were process-
ing a centrally presented stimulus, either a face or a phase-scrambled face
stimulus. Subjects performed either a low-level matching task on the cen-
tral stimulus - thus allocating minimal attention to the lateralized face -, or
a task in which they had to detect the occurrence of the lateralized faces.
The results are twofold: first, replicating our previous results, the N170 to
the lateralized face was largely reduced, starting at about 130 ms, when the
central stimulus was a face relative to the control stimulus. Importantly,
this competition effect was of similar amplitude in both attentional condi-
tions. Second, when subjects concentrated on the central stimulus, the
N170 to the lateral face was strongly reduced, whether the central stimulus
was a face or a scrambled face, i.e. the effects of competition and spatial
attention were additive on the N170. Moreover and most importantly, this
effect of spatial attention started at about 80 ms after stimulus onset, on the
visual P1, much earlier than the competition effect. These results indicate
that spatial attention and object competition are distinct mechanisms that
both strongly shape the processing of faces in extrastriate cortex.

379 How holistic processing is affected by working memory
load

Isabel Gauthier (isabel.gauthier@uanderbilt.edu), Olivia S.-C. Cheung; Depart-
ment of Psychology, Vanderbilt University

Holistic processing (HP) for faces (and objects of expertise) can be mea-
sured in tasks where subjects selectively attend to and compare a part (e.g.,
the mouth) of two faces while trying to ignore other parts that may vary.
HP is evidenced by a congruency effect between the correct responses on
the target and irrelevant parts. Last year we argued that encoding is not
the locus of this effect because changing the configuration at encoding did
not reduce HP (Gauthier et al., VSS 2003). Working memory load (WML)
can increase processing of irrelevant distractors when the relevant and
irrelevant information are different objects (e.g., de Fockert, 2001; Yi et al.,
2004). Here we ask if WML would reduce selective attention to a face part
(increase HP), especially for a WML during the matching judgment. A
WML of three items was added to a sequential matching task with face
composites during the first (S1) or the second (S2) face. In the main task,
always using faces, subjects matched the top parts of the two stimuli, try-
ing to ignore the bottom parts. In the load-at-study condition, three items
were shown, then the S1, the WM probe, and finally the S2. In the load-at
test condition, the S1 was presented, followed by the three items, then by
the S2 and finally the WM probe. A control condition used scrambled
items instead of the WML stimuli and no response was required. Faces and
watches were used for the WML in different versions. A face WML
reduced HP in all conditions and the reduction was larger in the load-at-
test than the load-at-study condition. This supports the idea that manipu-
lations at test affect HP more than those at encoding. The watch WML did
not impact face HP at either study or test, presumably because watches did
not require HP. Our results suggest that the relationship between WML
and selective attention depends on the nature of the load and on the rela-
tionship between the relevant and irrelevant information.

Acknowledgment: Supported by grants from NSF (BCS-0091752), NEI
(EV13441-01) and by the James S. McDonnell Foundation
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380 Accuracy in face recognition: Better performance for face
identification with changes in identity and caricature but not
with changes in sex

Isabelle Buelthoff (isabelle.buelthoff@tuebingen.mpg.de)!, Fiona N. Newell’;
IMax-Planck-Institut f,r biologische Kybernetik, T bingen, Germany, *Trinity
College, Dublin, Ireland

Because we encounter faces of only two sexes but recognize faces of innu-
merable different identities, it is often implicitly assumed that sex determi-
nation is easier than identification in face recognition. Many studies
support this assumption. For example, we are very accurate at telling the
sex of unfamiliar faces in photographs (Bruce, et al., 1993. Perception, 22,
131-52) and sex categorization is performed more rapidly, on average, than
familiarity or identity decisions (Bruyer, Galvez, & Prairial, 1993. British
Journal of Psychology, 84, 433-441). The question that we investigated here
is how sensitive we are to variations of identity-related features or sex-
related features in familiar faces. 38 participants had to pick out the veridi-
cal faces of ten familiar work colleagues from amongst distractor faces that
were variations of the original faces. Distractor faces varied either in iden-
tity, caricature or sex. In the identity face sets, distractor faces were various
morphs between the original face and two unfamiliar faces. In the carica-
ture face sets, distractors were various caricatures of the original face.
Finally, in the sex face sets, distractor faces were various feminized and
masculinized versions of the original face. Participants were most accurate
at identifying the original face amongst distractors in the identity sets.
They had a tendency to choose positive caricatures over the original faces
in caricature sets. However, participants were very poor at finding the
original faces in the sex sets. The results suggest that while extracting and
processing sex-related information from a face is a comparatively easy
task, we do not seem to retain sex-related facial information in memory as
accurately as identity-related information. These results have implications
for models of face representation and face processing.

381 Three-dimensional shape and surface reflectance
contributions to opponent-based face identity adaptation

Alice | O'Toole (otoole@utdullas.edu)l, Fang ]iangl, Volker Blanzz; 1Brain  and
Behav. Sci., The University of Texas at Dallas, USA, 2Max Planck Institut fuer
Informatik, Germany

People identify a human face more accurately following adaptation to a
synthetically created ’anti-face” with "opposite’ features (Leopold et al.,
2001). Previous experiments have shown that face adaptation survives
two-dimensional scaling and shifts in retinal position, placing the locus of
the effect in high-level visual areas, beyond those with strict retinotopic
organization. In this study, we first adapted observers to three-quarter
profile views of anti-faces and tested with frontal views of anti-caricatures.
We found that opponent-based face adaptation survives this change in
three-dimensional viewpoint. This indicates that face adaptation taps face
encoding mechanisms that operate across view change. To examine the
nature of the visual information underlying view-transferable face adapta-
tion, we used opponent-based facial identity adaptation, in combination
with stimuli created by a three-dimensional morphing program that oper-
ates on laser scans of human heads (Blanz & Vetter, 1999). By adapting and
testing with faces that varied from the average only in their three-dimen-
sional shape or surface reflectance, we show that the shape and surface
reflectance information in faces can be adapted selectively. In a final exper-
iment, we show that both shape and reflectance adaptation transfer across
viewpoint. These findings indicate that neural representation of faces
includes both shape and reflectance information in a form that generalizes
across changes in three-dimensional viewpoint.

382 The Use of Afterimages in the Study of Categorization of
Facial Expressions

M D Rutherford (rutherm@mcmaster.ca), Monica Chattha'; Department of Psy-
chology, McMaster University

The perception of color afterimages has been recognized for centuries, and

it is widely accepted that color afterimages reveal a categorical relation-
ship between color percepts. The perception of facial expression afterim-
ages is a much more recently recognized phenomenon, and it too can be
used to map the categorical relationships between percepts. One theory
predicts a symmetric relationship between categories of facial expressions,
similar to a color wheel. In contrast, an evolutionary or functional perspec-
tive predicts a strongly asymmetrical relationship between categories of
facial expressions. A series of three experiments test these predictions. In
each experiment, subjects fixate on an image of a facial expression for 40
seconds, and then view a neutral image of the same person for 1000ms.
Subject are then asked to report, in a forced choice paradigm, what facial
expression the second image appeared to have. The first experiment
revealed that happy and sad are opposites of one another, insofar as each
symmetrically evokes the other afterimage. The second and third experi-
ments reveals that given an image of fear, anger, surprise or disgust, the
afterimage is perceived as a happy facial expression, whereas fixating on a
happy face consistently results in the perception of a sad afterimage, sug-
gesting an asymmetric relationship between categories of emotional facial
expressions. The evolutionary and functional explanations for this asym-
metry are discussed.

Acknowledgment: NSERC: National Sciences and Engineering Research
Council of Canada

Perception and Action

10:15 - 11:45 am
Hyatt South Hall
Moderator: Jody Culham

383 Don't bite the hand that feeds you: A comparison of mouth
and hand kinematics

Derek ] Quinlan (dquinlan@uwo.ca)!, Meloyn A Goodale?, Jody C Culham®?;
INeuroscience Program, University of Western Ontario, >Psychology, University
of Western Ontario

There is a long history of work investigating how vision is used to guide
the arm and hand in actions such as reaching to grasp an object. Most of
these studies, however, have focused on movements directed away from
rather than toward the body. Yet one of the most common reasons that pri-
mates, including humans, grasp objects is to bring them to their mouths
during feeding. In the present study, therefore, we examined the kinemat-
ics of arm and mouth movements in a self-directed feeding task. In partic-
ular, we were interested in whether the opening of the lips during feeding
would show similar properties to the opening between the finger and
thumb during grasping with a precision grip. Variously sized food items
were placed at one of three distances and subjects were instructed to reach
out and pick up each item, then bring it to the mouth and bite it. Two,
OPTOTRAK infrared tracking systems were linked in order to record the
changing positions of infrared-emitting markers placed on the arm, hand,
lips and head. As is typical in kinematic studies of grasping, we found that
the finger and thumb opened considerably wider than required prior to
closure upon the object and that the maximum opening was reached at
approximately 70% of the way through the outward reach. By comparison,
the mouth opened only slightly wider than the object and did not reach its
peak until the very end of the inward reach. This pattern was observed for
both small and large food items. In summary, the way in which we open
our hand to pick up a food object is quite different from the way in which
we open our mouth during feeding. This may reflect in part the different
kinds of sensory information that are used to control the two movements.
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384 Sources of information for catching balls

Neil N Mennie (Neil. Mennie@psychol.uni-giessen.de)!, Mary M Hayhoe', Noah
Stupakz, Brian Sullivan®; 1Center for Visual Science, University of Rochester,
Rochester, NY, 2Rochester Institute of Technology, Rochester, NY

Retinal motion, stereo, and extra-retinal information from pursuit eye
movements all provide information for catching a ball. Predicting the
ball’s path is also important when hitting a cricket ball (Land & McLeod;
2000) and when catching a bouncing ball thrown by another (Hayhoe et
al.,, 2004). In both tasks, gaze was directed to the bounce point just prior to
the arrival of the ball, suggesting knowledge of the dynamic properties of
the ball allows prediction of the ball’s path. When subjects have to catch a
ball they throw themselves, is there a greater reliance on prediction, since
they have added information from the throw?

We asked subjects to throw a ball against a wall, ensuring that it bounced
on the floor prior to contact with the wall, and to catch the returning ball.
There were therefore 2 bounce points between each throw/catch. The ball
bounced approximately 175ms and 339ms after release. Subjects infre-
quently looked at the first bounce point (20%), opting instead to direct
gaze to the second bounce point (80%), after which subjects pursued the
returning ball. Secondly, fixations were significantly closer to the bounce
point on the wall than on the floor (7deg v 13deg). In addition, arrival of
gaze on the wall preceded the ball by 324ms. This was much earlier than
subjects who had to catch the same ball when thrown by another person
(53ms ahead of the bounce).

While evidence exists for the role of internal models of the body’s dynam-
ics in the control of movement, the need for internal models of the environ-
ment is less established. Fixating the wall when throwing the ball off the
floor suggests we can rely on internal models of the properties of the ball
and the environment in tasks such as throwing and catching a ball. Knowl-
edge of the throw also allows a greater use of prediction.

References.

Land, MF. & McLeod, P. (2000) Nature Neuroscience, 3(12), p1340-1345.
Hayhoe, M. M., Mennie, N., Gorgos, K., Semrau, J., & Sullivan, B. (2004).
Journal of Vision, 4(8), 156a.

Acknowledgment: Supported by NIH grants EY05729 and RR09283

385 Selecting and pointing: Consecutive serial processing?

Joo-Hyun Song (jhsong@fas.harvard.edu), Ken Nakayama; Vision Sciences Labo-
ratory, Harvard University

Visually guided motor behavior has been generally assumed to comprise
two serial stages: response selection followed by motor execution. How-
ever, McPeek, Skavenski & Nakayama (2000) showed that multiple sac-
cades could be programmed concurrently with a very short inter-saccadic
interval (0-100 msec). Thus the cost of incorrect initial saccades was
reduced by short latencies between movements. Does the same pattern
occur for manual pointing where the massive arm would cost substantially
more in incorrect movements?

Subjects were required to point to a single target or an odd colored target
in a search array. Finger trajectories were sampled at 120Hz using a Polhe-
mus device. In the search condition, highly curved trajectories were
observed, showing that similar to eye movements, initial pointing was to a
distractor and that quick, successively planned arm motion ensured the
correct pointing response. In contrast, if the subject waited longer before
movement execution, fewer curved trajectories were observed. However,
because the latency of such a correct movement was relatively long, the
quick strategy, requiring online, possibly concurrent processing was no
more costly in overall time. This suggests that in the motor planning of the
arm, simple selection followed by execution is not necessarily the optimal
strategy. We should thus conceive of visuo motor behavior as an online
process, with different multiple goals and plans being implemented con-
currently as visual information is processed.
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386 Heading toward distant targets:
recalibration of visual direction

optic flow and the

Brian ] Rogers (bjr@psy.ox.ac.uk), Oliver E Spencer'; Department of Experimen-
tal Psychology, University of Oxford, South Parks Road, Oxford, OX1 3UD, UK.

Background: The visual direction of an intended heading point has been
shown to play an important role in guiding locomotion toward close tar-
gets (Rushton et al Curr. Biol. 8,1191, 1998, Rogers and Dalton, Invest. Oph-
thal. Vis. Sci. 40, s764, 1999). With distant targets, however, the error
signals from eye and head position (whenever the observer strays off a
direct heading path) are extremely small, making it more likely that optic
flow influences locomotion. Aims: (i) to investigate whether observers’
walking paths show an increased variability of direction when optic flow
from the ground plane is occluded compared to unoccluded viewing; (ii)
to see whether the veridical optic flow information about heading direc-
tion might be used to recalibrate eye and head position (and hence visual
direction) when prisms are used to alter visual direction. Methods: Observ-
ers walked towards a distant visual target (150 m) with small angle dis-
placing prisms (5-7 deg) either present or absent. The prisms were mounted
close to the observer’s eyes to increase the field of view to at least 60 by 60
deg. The presence or absence of occluders (masking the lower half of the
visual field below the distant target) controlled to availability of ground
plane optic flow. Observers” walking paths were continuously monitored
by video. Results: (i) walking paths were typically straight, both with and
without occluders, but the average unsigned deviation of the path direc-
tions was significantly greater when ground plane optic flow was unavail-
able; (ii) initial walking paths with prisms over the eyes were significantly
deviated (70-90% of the prism angle) for both occluded and unoccluded
viewing of the ground plane; (iii) the deviation of subsequent walking
paths from the correct heading direction became significantly smaller over
time but only when ground plane optic flow was available during those
subsequent trails. These results provide convincing evidence for the role of
optic flow in recalibrating visual direction.

387 Does Perceptual-Motor Recalibration of Locomotion
Depend on Perceived Self Motion or the Magnitude of Optical
Flow?

William B. Thompson (thompson@cs.utuh.edu)l, Betty . Mohlerl, Sarah H.
Creem-Regehr?; 1School of Computing, University of Utah, USA, Department of
Psychology, University of Utah, USA

The perceptual-motor calibration of human locomotion can be manipu-
lated by exposure to an environment in which the visual flow associated
with self-motion is altered relative to biomechanical walking speed
(Rieser, Pick, Ashmead and Garing 1995, JEP:HPP). An open question
remains as to whether this recalibration is based on perception of the
speed of movement through the world or on the magnitude of optic flow

itself. We addressed this issue using a treadmill-based virtual environment
in which we could independently vary actual walking speed and the simu-
lated visual experience of moving down a hallway. The hallway consisted
of textured walls and textureless floor and ceiling, so that visual flow
information was only available from the walls. Subjects were exposed to
one of two conditions. Actual walking speed was 1.2m/s in both cases. In
one condition, visual information corresponded to movement down a long
hallway at a speed one third less than the biomechanical rate of walking.
In the second condition, the visual information corresponded to move-
ment three times faster than in the first condition, down a hallway that was
three times larger. Because the scale of the space was increased by the
same amount as the increase in velocity through the space, the magnitude
of optic flow remained essentially constant, though flow due to the walls
moved upward in the visual field. Perceptual-motor calibration was evalu-
ated by having subjects walk blindfolded to previously viewed targets at 6,
8 and 10m before and after 10 minutes of walking on the treadmill. For the
visually slower condition, subjects increased the distance they walked by
an average of 10% between the pre and post tests. For the visually faster
condition, subjects decreased the distance they walked by an average of
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3%. These differences demonstrate that the recalibration depended at least
in part on visual perception of the speed of self-movement, not just on the
magnitude of optic flow.

Acknowledgment: This work was supported by NSF grants 1I1S-00-80999
andlIIS-01-21084.

388 MSTd Population Responses Account for the Eccentricity
Dependence of Heading Discrimination Thresholds

Gregory C DeAngelis (gregd@cabernet.wustl.edu), Yong Gul, Dora E Angelaki;
Dept. of Anatomy & Neurobiology, Washington University School of Medicine

Psychophysical studies have shown that humans can use optic flow to dis-
criminate differences in heading direction <1 deg. Maximal heading sensi-
tivity occurs for directions around straight ahead, whereas performance
falls off steeply when observers discriminate headings around an eccentric
reference. Neurons in area MSTd, which respond selectively to large-field
flow patterns, are thought to be a key element of the neural substrate for
heading perception. Thus, the population code for heading in MSTd
should account for the dependence of psychophysical thresholds on head-
ing eccentricity. It has been suggested that a preponderance of neurons
tuned to forward motion (expansion cells) might explain the psychophys-
ics. We examined this issue by recording extracellularly from a large, unbi-
ased sample of MSTd neurons in two fixating macaque monkeys. A 3D
heading tuning function was measured for each neuron by presenting
large-field optic flow patterns depicting all possible directions of heading
separated by 45 deg in both azimuth and elevation. MSTd neurons typi-
cally have broad, cosine-like tuning for heading in 3D. Heading prefer-
ences are distributed broadly, but neurons preferring fore-aft motion are
substantially less common than neurons preferring lateral motion. Thus, a
preponderance of expansion cells is not the explanation for better heading
discrimination around straight ahead. On the other hand, neurons prefer-
ring lateral motion frequently have the steep slopes of their heading tun-
ing functions near forward motion, and this could account for better
discrimination. By fitting these 3D tuning functions, along with the vari-
ance-mean relationship for each neuron, we computed the performance of
a maximum-likelihood estimator of heading over a wide range of heading
eccentricities. Heading thresholds for this estimator mimic the psycho-
physical data, indicating that the MSTd population code can account for
increased heading sensitivity around forward motion.

Acknowledgment: Supported by NIH DC04260, and by an EJLB Scholar
Award to GCD

(92}
c
5
=
>
=

107



SUNDAY AM TALKS Sunday, May 8, 2005

=
<
>
<
o
=
o)
(7]

108



Poster Session D
May 8, 2005 - Sunday AM

Emotional and Social Influences on Attention (389-399), 3D Cue Integration (400-408),
Attention, Learning, and Memory (409-428), Visual Neurons: Properties (429-435), Eye
Movements: Cognitive (436-453), Contrast (454-463), Contour and Shape (464-474),
Spatial Vision 2, (475-489)

8:30 am - 1:30 pm (Authors present 12:00 - 1:30 pm)

Emotional and Social Influences on Attention

389 Emotion in visual search: The selection of affective faces
for awareness

Michael G Reynolds (dsmilek@uuwaterloo.ca)!, Alexandra Frischen™?, Cory
Gerritsen?, Daniel Smilek?, John D Eastwood?; ILIniversity of Waterloo, 2York
University

During visual search, the time to locate a unique target face is less affected
by the number of distractor faces when the target face expresses a negative
emotion than when the target is positively valenced. Such preferential
guidance by negative content suggests that the emotional valence of the
face is processed outside the focus of attention and guides focal attention
to the target location. In other words, processing of the emotional content
of a face stimulus appears to happen prior to conscious awareness. The
current set of experiments investigated further whether performance
differences between positive and negative targets are due to a bias in
selection of information for awareness rather than a bias in responding to
the stimulus after selection for awareness. In Experiment 1, participants
identified the emotional valence of a positive or negative target face that
was presented among varying numbers of neutral distractor faces. Search
slopes for negative faces were shallower relative to search slopes for
positive faces, indicating more effective guidance of attention by the
negative face. In Experiment 2, the search display was occluded apart from
a small search window such that only information presented in the focus
of attention could influence performance while eliminating guidance by
unattended information. This time, search was much less efficient and the
search slopes did not differ for the different emotional expressions. These
results support the notion that emotional information is processed prior to
awareness and influences allocation of focal attention.

Acknowledgment: The research was supported by NSERC

390 Effects of anxiety on attention and visual memory
Michael Tuller (pintoj@lafayette.edu), Jeannine Pinto’; Lafayette College

An increasing body of literature suggests that affective processing may
influence basic visual processing. For example, Anderson and Phelps
(2001) found that, in an attentional blind paradigm, normals detected
words with negative content (e.g., murder) more often than did a patient
with amygdala damage. Consistent with this result, Gupta (2001) reported
that arousal alters flicker fusion thresholds. MacLeod & Mathews (1988)
found that anxiety-prone individuals fixate longer on negative words. The
tasks used in these studies typically required only focal spatial attention.
Less is known about the influence of affect on the perception of complex
scenes. Research on visual attention and memory, employing change
detection paradigms, provides a means of examining this issue. Studies of
change detection show that internal representations of visual scenes are
incomplete. Factors such as knowledge (Beck, Angelone, & Levin, in press)
and social salience (Simons & Levin, 1998) appear to influence whether an

Municipal Auditorium

observer attends to, encodes, and recalls an element of a visual scene. We
used this paradigm to examine whether anxiety-proneness and immediate
arousal influence the detection of anomalous changes in a complex scene.
We constructed a mock promotional video in which we included 8
anomalous changes to objects and people. Participants with high or low
anxiety-proneness, as measured by the State-Trait Anxiety Inventory
(Spielberger, 1983), viewed the 5-min video and subsequently reported
any unusual changes they noticed. Preliminary analyses show that anxiety
influences the detection of changes. In particular, regression analyses
show a negative linear relationship between levels of anxiety and number
of changes detected. Individuals with higher levels of anxiety report
seeing fewer changes than do individuals with lower levels of anxiety.
Such interactions between affective and visual processing have
implications for such domains as eyewitness testimony.

391 Differential adaptation to face identity and emotional
expression in the near absence of attention

Shinsuke Shimojo (farshadm@caltech.edu)’?, Farshad Moradi', Christof Koch';
IComputation and Neural Systems Program, California institute of Technology,
Pasadena, CA 91125, USA, 2NTT Communication Science laboratories, Atsugi,
Kanagawa, 243 Japan

Retinal inputs that are perceptually suppressed can still build up to
various aftereffects such as linear motion or orientation. However, in a
previous study we found that the identity-specific face aftereffect
following 4 s of adaptation is effectively cancelled by withdrawing
attention from the adapting stimulus. Here, we examined whether 1)
attention is necessary for gradual buildup of face-identity aftereffect over
many trials, 2) adaptation to emotional expressions is modulated by
attention, and 3) attentional manipulation has any effect on conscious face
identification. In Exp 1, an anti-face image was displayed for 10s (initial
adaptation), and redisplayed for 1 s between trials (readaptation). At the
same time, a stream of digits (3Hz) was displayed at fovea. Observers
(n=9) were instructed to either attend to the distracting digits and report
occurrences of letters, or ignore them. A test image followed and was
identified by pressing a key. The identity strength of the test face varied
between 0 (average) and 0.4. When the distracting stimuli were ignored,
there was significant shift in the identification curve as a function of
identity strength (p < .01). The aftereffect disappeared completely when
subjects monitored the digits. In Exp 2, happy and angry expressions were
tested on 5 observers. The paradigm was similar to Exp 1. Although when
the distracters were attended, adaptation to emotion was reduced (p <.05),
some aftereffect specific to the emotional expression still remained (p <
.05). In Exp 3, observers concurrently performed both digit/letter and face
identification tasks. Surprisingly, the shift in the identification curve due
to inattention was negligible. We conclude that the implicit processing of
face identity and emotion underlying the corresponding aftereffects
require different levels of selective attention. Adaptation to emotion is
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possible in near absence of attention. Explicit face identification (Exp 3)
also seems to be robust to attentional blink.

Acknowledgment: We wish to thank Gopal Sarma for assisting in Exp 1
and 3, and Joel Gutierrez for Exp 2.

392 Spatial attentional cuing effects on emotional evaluation
of faces

Helena J.V. Rutherford (psp037@bangor.ac.uk)!, Brian A. Goolsby, Jane E.
Raymond', Raymond M. Klein’; University of Wales, Bangor, >Dalhousie Uni-
versity

Faces seen as distractors in visual search arrays are subsequently rated as
less trustworthy than faces previously seen as search targets (Raymond, et
al., 2004, VSS). Similarly, task-irrelevant faces associated with no-go cues
in a simple reaction time task are seen as less trustworthy than faces not so
associated (Fenske, et al. 2003, VSS). A possible mechanism for this
attentional control over emotional evaluation may be a persistent effect of
attentional inhibition. Here we ask whether brief spatial cues presented to
the left or right of a fixation spot just prior to the presentation of a target
face (presented to the left or right) would modulate the social-emotional
evaluation of the face. After viewing a simple cue, participants categorized
the gender of the face as quickly as possible and then rated the face for its
trustworthiness. The stimulus onset asynchrony (SOA) between cue and
target face was varied; cues were presented at a location that was the same
as (valid) or opposite to (invalid) that of the target. For faces presented on
the left, gender categorisation response times (RT) were faster with valid v.
invalid cues for all SOAs. For faces seen on the right, this cuing benefit was
only seen for short SOAs. For long SOAs, RT was faster with invalid cues,
indicating inhibition of return (IOR). Trustworthy ratings of faces
presented on the left were unaffected by cues for any SOA. Similarly, for
faces presented on the right, cues had no effect on ratings for short SOAs.
However, for long SOAs (producing IOR), validly cued faces were rated as
significantly less trustworthy than invalidly cued faces. These results
indicate that the inhibitory processes underlying IOR have consequences
for the social-emotional evaluation of stimuli and are therefore consistent
with previous accounts that persistent attentional inhibition can modulate
affective responses. These data also suggest that attentional facilitation has
no impact on affective appraisal.

Modulation of Affective

393 How Persistent is Attentional

Evaluation?

Nikki Westoby (j.raymond@bangor.ac.uk), Jane E Raymond'; University of
Wales, Bangor

Previous research has shown that if a stimulus is evaluated along an
emotional dimension immediately after being seen in a simple selective
attention task, its evaluation will be more negative if it had been
previously viewed as a distractor than if it had been seen as a target
(Raymond, et al., 2003, Psych Sci, 14 (6), 537-542). Here, we extended the
investigation of this distractor devaluation effect in three ways. First, we
asked whether such effects could be produced when target search was
slow and effortful, requiring analysis of each distractor. Second, we asked
if these effects could be obtained using exemplars of everyday objects, as
opposed to the abstract patterns studied previously. Third, we explored
whether distractor devaluation would persist even when other
information and other evaluative tasks were imposed between exposure to
an item in a search task and its subsequent evaluation. Using full colour
photographs of objects, we asked participants to categorize as quickly as
possible a categorical oddball in a 3-item display. After each search task,
participants rated a single object on a ‘good’ or ‘bad” scale. The item
evaluated was either from the immediately preceding trial (n); seen about
5 s earlier) or from the n-4 search trial (seen about 66 s earlier). We found
that for both n and n-4 conditions, items previously seen as distractors
were rated more negatively than items previously seen as targets. The
results suggest that distractor devaluation effects can persist over
relatively long intervals and can modulate responses to a wide range of
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stimuli. Our findings support the idea that attentional modulation of
emotional appraisal results from persistent attentional inhibition that
becomes associated with an object’s representation.

Acknowledgment: N.W. is supported by a studenthsip from the ESRC

394 Emotional Valence and the Attentional Blink: The Impact of
Meaning on Detection

Michael E Silverman?, Jon Lam?, Michal Safierz, Leslie D Delﬁnerz, Emily
Sternz, David Silbersweigz; "Mount Sinai School of Medicine, 2Weill Medical
College of Cornell University

The Attentional Blink (AB) is a visual phenomenon demonstrating an
apparent limit of the visual system’s ability to process individual items in a
rapid serial visual presentation (RSVP). The AB occurs when two items,
the first (target) to be identified and the second (probe) to be detected, are
presented among other stimuli in a RSVP. The AB describes the interval of
time in which attention cannot be focused on the probe which thereby
proceeds undetected. Previous research has demonstrated that an iconic
happy face attenuates the AB (Mack et al, 2002). We chose to explore
whether this finding was face specific or emotionally mediated. Methods:
RSVP streams of face stimuli with similar emotional expressions were
presented at a rate of 100/ ms each to produce an AB. Ss were instructed to
identify one of five blue shapes superimposed over one of the faces in the
RSVP and detect a subsequent face probe presenting a different emotional
expression. Conditions consisted of: 1) a smiling face probe among neutral
expressions; 2) a frowning face probe among neutral expressions and; 3) a
neutral expression face probe among smiling faces. Results: When Ss were
asked solely to detect the probe, performance ranged between 90 & 100%.
However when Ss were asked to both identify the target and detect the
probe, the results demonstrated a monotonic AB with a lag effect (Awh et
al, 2003) rather than the classic U-shaped AB function (Raymond et al,
1992) across all conditions. Notably, significant differences were found
between detection rates of the happy face and sad face as compared to the
neutral face (p<.01). Conclusions: The AB has been demonstrated reliably
over numerous conditions using various stimuli. Our experiment differs
from these studies in that both the distractors and probes comprised
similar forms with different meaning. Our results point to the attenuation
of the AB by emotion and offer additional support in the late selection
processes mediating perception of the attentional blink.

395 Social context influences gaze-following and neuronal
activity in macaque area LIP

Robert O Deaner (deaner@neuro.duke.edu)?, Stephen V Shepherd’, Michael L
Platt’ % 3; IDepartment of Neurobiology, Duke University Medical Center,
2Center for Cognitive Neuroscience, Duke University Medical Center,
3Department of Biological Anthropology & Anatomy, Duke University Medical
Center

People rapidly shift their attention where another person is looking. We
recently demonstrated that macaques also shift their attention in the
direction of viewed gaze and the similar spatial and temporal dynamics of
this gaze-following response in macaques and humans suggests shared
neural circuitry (Deaner and Platt, 2003 Current Biology 13: 1609-1613). To
assess the flexibility of these mechanisms, we probed whether gaze-
following is modulated by social context and whether neuronal activity in
area LIP reflects this modulation. Monkeys performed a peripheral target
detection task by fixating a central square briefly replaced by an image of a
familiar macaque looking left or right (100-800 ms SOA). Upon face offset,
a yellow square unpredictably appeared 15 degrees left or right and
monkeys were rewarded for shifting gaze to it. High and low social status
monkeys served as gaze cues. We predicted gaze-following would be
weaker when viewing high-status monkeys because they attracted gaze in
a separate target choice task (Deaner and Platt 2004 Journal of Vision
Supplement). At 200 ms SOA, reaction times were faster when targets
appeared in the direction of viewed gaze. Moreover, gaze-following was
suppressed when viewing high-status monkeys. These findings suggest
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that gaze-following is not reflexive, but can be modulated by social
context. We next probed the effects of viewing faces with averted gaze on
neuronal activity in macaque area LIP. The preferred direction of each
neuron was first mapped using standard delayed saccade trials. We found
that neuronal activity in area LIP reflected spatial bias induced by viewing
faces with laterally-deviated gaze. Specifically, firing rate was enhanced by
viewing low-status monkeys gazing in the preferred direction of each
neuron, but was suppressed by viewing high-status monkeys gazing in the
same direction. LIP neurons thus encoded spatial bias derived from social
cues and context.

Acknowledgment: Supported by R03-MH-66259 and the Cure Autism
Now Foundation (MLP); F32-MH-068128 (ROD)

396 The interaction of body and gaze cues in directing
attention

Daniel Kim (paloma@jhu.edu), Melanie Palomares, Howard Egeth; Psychologi-
cal and Brain Sciences, Johns Hopkins University

We pay attention to the direction of eye gaze because it is an important
social cue about other people's goals and intentions. There is a tendency to
look where other people look, a phenomenon that seem to be automatic
and innate. However, would the direction of the eye gaze be given
attentional priority in the presence of other cues such as body direction?
To answer this question, we measured reaction times to combinations of
body and eye gaze cues in a numeral identification task. We found that
numeral identification was significantly faster only when both eye gaze
and body direction were congruent with the target location. Our results
suggest that eye gaze direction does not cue our attentional priority to a
location when it competes with body direction cues.

397 Perception of other’s action influences performance in
Simon task

Sachiko Takahama (takahama@cog.ist.i.kyoto-u.ac.jp)!, Takatsune Kumada®, Jun
Saiki3; Yapan Science and Technology Agency (JST), *National Institutes of
Advanced Industrial Science and Technology (AIST), 3Kyoto University

Most of our actions are influenced by the social context, in particular, by
the presence of others and the actions performed by others. Previous
studies have shown that observing others” actions can affect individual
performance of the same actions. In order to investigate the effects of the
presence of others on an individual’s performance of the Simon task, we
conducted three experiments in three conditions: individual (only
individual presented), joint (two persons performed simultaneously), and
nojoint condition (two persons present while only one performed). We
developed a new Simon task paradigm, in which each person only
responded to on trials designated by special fixation point style. In
Experiment 1, two persons performed a Simon task sitting side by side.
Simon effect was observed in every condition when the same person made
a response in two consecutive trials ('go” trial), whereas Simon effect was
observed after another person made a response ('no-go’ trial) only in the
joint condition. In Experiment 2, we examined whether Simon effect was
observed when a person performed with another person whose color-key
assignment was reversed. The result showed no Simon effect in the joint
no-go condition. In Experiment 3, two persons with the same color-key
assignment performed the task sitting face to face or side by side. In face to
face condition, there was no Simon effect in joint no-go condition. These
results showed that after go trial Simon effect always occurs and that after
no-go trial Simon effect occurs in only the joint condition in which two
persons with the same color-key assignment performed the Simon task
sitting side by side. This suggests that one’s own actions and others’
actions are represented in a functionally equivalent way in particular
situations. We will discuss a possibility that other’s existence, perception
of other’s action, and the sight of others affect our action in terms of
sequential analyses of S-R compatibility in the preceding trial.

Acknowledgment: Support from 21st Century COE (D-2 to Kyoto Univ.),
and PRESTO from JST.

398 Action Simulation influences Personality Judgments

Patric Bach (p.bach@®yahoo.com), Steven P Tipper'; Centre for Clinical & Cogni-
tive Neuroscience, University of Wales, Bangor

Observing the actions of another person activates similar action
representations in the observer. A consequence of this perception-action
matching process is that producing actions one simultaneously observes
will be easier than producing different actions. For example, when
observing another person kick a ball, a foot response to identify a stimulus
will be faster than a key-press with the finger. In contrast, observing a
person press a key with the finger will facilitate a subsequent finger key-
press relative to a foot response. We investigated two issues concerning
this action priming effect: First, the effects have typically been obtained
when viewing video clips or real actions, but can they be detected when
static images implying action are viewed? Second, can visuomotor
priming influence other stimulus properties such as personality
characteristics of the viewed person? New data providing answers to these
two questions will be reported.

Acknowledgment: This research is supported by the Wellcome
Programme grant awarded to SPT

399 Conversation Limits Attention: The Impact of Conversation
Complexity
Jeff Dressel (patchley@ku.edu), Paul Atchley'; University of Kansas

In two experiments, we assessed the impact of different conversational
content on visual attention. Both experiments used the Useful Field of
View (UFOV) test to measure attention. In the first experiment,
participants performed the UFOV test while responding to cardinal
directional terms with their vertical-plane analogues (e.g., responding
‘upper left' when hearing 'northwest’). In the second experiment,
participants performed the UFOV test while making ending-letter
contingent responses to words empirically demonstrated to have positive
or negative emotional valence. Results of both experiments indicate a
significant increase in the presentation time required to respond to UFOV
targets while concurrently conversing relative to responding to UFOV
targets without conversing. These effects suggest that some drivers
conversing on a cellular phone may be greater than 16 times as likely to be
in an injurious accident. These experiments also suggest directional as well
as emotional conversations limit visual attention more than conversations
using random-word stimuli such as those reported in Atchley and Dressel
(2005), indicating conversational type, not simply conversational presence,
can further limit visual attention capacity.

3D Cue integration

400 Irrelevant boundaries disrupt the short-term storage of
visual information

Steven Kies (skies@uci.edu), Charles Chubb'; Cognitive Sciences Department,
University of California, Irvine

Purpose: To analyze the role of irrelevant, visually salient boundaries in
the short-term storage of visual information. Method: On each trial, the S
viewed two briefly flashed, 6-by-6, random checkerboards separated by a
1 sec. ISI and judged (with feedback) whether they were different. In Exp.
1, the S was aware that the difference (if there was one) was always in the
contrast polarity of a single square. Performance was observed (in separate
blocks) for two task variants: in the homogeneous task, the entire
checkerboard was achromatic; in the segmented task, the squares in the
lower right quadrant were achromatic, but those in the upper left, upper
right, and lower left quadrants were tinted red, green, and blue,
respectively. This color scheme remained fixed across all trials in the
segmented task, producing irrelevant chromatic boundaries. All dark
squares were equiluminant, as were all bright squares. Expt. 2 was
analogous to Expt. 1, except that the roles of contrast polarity and color
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were reversed: ie., in both tasks S’s tried to detect a change in
(equiluminant) color; and in the segmented task, the irrelevant boundaries
between quadrants were defined by contrast polarity. Results: In both
experiments, performance was significantly worse in the segmented than
in the homogeneous task. Although the boundaries (either chromatic or
contrast-defined) in the segmented task were both irrelevant and fixed
from trial to trial, they nonetheless impaired performance. In addition,
changes in four central squares were easier to detect than other changes in
the homogeneous task but harder to detect in the segmented task (in which
these squares abutted two irrelevant boundaries). Conclusions: these
findings suggest that (1) at least some of the statistics used to sense
changes recruit information from across multiple squares, and (2) these
statistics are impaired if they have to pool information across preattentive
boundaries.

401 Early Temporal Dynamics of Cue Combination for Slant
from Stereo and Texture

Benjamin T Backus (backus@psych.upenn.edu), James M Hillis', Jesse Frumkin?,
Jeffrey A Saunders'; Department of Psychology, University of Pennsylvania

In natural conditions, a given object property is often specified by multiple
sources of visual information, so the sources of information must be
integrated during perception. Recent results suggest that the visual system
combines information in an optimal manner, with cues being weighted
according to their reliability. But the reliability of information from a given
source surely changes over time, as sensory measurements accumulate
and as computations that use them progress, and there is no reason to
believe that the time course would be the same for all cues. Van Ee and
Erkelens (1996) found that the influence of stereo on perceived slant
continues to accumulate over a period of many seconds. Greenwald, Knill
and Saunders (VSS 04) perturbed stereo and texture cues during reaching
movements, and observed an early influence of stereo, followed by a later
influence of texture. We tested how the contributions of stereo and texture
change over time for a slant judgment task, using briefly presented stimuli
in order to track changes during the critical first moments of perceptual
processing. Stimuli were binocular images of textured planar surfaces
displayed for a limited time, followed by a binocular noise mask. The
display duration had values between 30 and 4000 ms, tested in separate
blocks. On each trial, subjects judged the sign of slant relative to frontal.
Stimuli contained a +10 deg conflict between the slants indicated by stereo
and texture cues, respectively, and we used the differences in observed
PSEs for the different conflict conditions to infer the relative weights given
to stereo and texture. The weight given to stereo increased with display
duration, and some observers gave weight to stereo even at the very
briefest durations.

Acknowledgment: EY 013988

402 Cue combination: the effects of

asynchrony

Christa M. van Mierlo (C.M.vanMierlo@ErasmusMC.nl), Eli Brenner!, Jeroen
B.J. Smeets!: Neuroscience, Erasmus MC, Rotterdam, The Netherlands

compulsion and

One issue that has largely been ignored in the cue combination literature is
that different visual cues are processed with different latencies.
Differences in latency could lead to errors in cue combination if the
attribute that is being judged changes over time. Are differences in latency
taken into account when combining different cues, or are errors arising
from combining information from different moments simply tolerated?
Does the brain reduce such errors by integrating cues over extended
periods of time?

In order to answer these questions, we examined how varying the relative
timing of changes in two slant cues influences the way that people
perceive changes in slant. We presented subjects with a ring that jittered in
a certain plane. The slant of this plane was evident from both binocular
disparity and from the ring’s retinal shape. The plane could change its
slant as indicated by only one cue, by both cues simultaneously or by both
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cues at different times. In separate experiments subjects had to perform a
detection task (detect the occurrence of a change in slant) and a
discrimination task (indicate the direction of a change in slant).

In the detection task, the performance when both cues changed matched
the performance that is predicted by combining the performance for the
separate cues on the basis of probability summation, regardless of the
timing of asynchrony. In the discrimination task, performance was
significantly better than predicted by probability summation as long as the
two cues changed within about 200 ms of one another. These findings
suggest that rather than compensating for delays, the brain integrates cue
estimates over an extended period of time. Our findings also show that cue
integration is not completely compulsory; the benefit that we found for bi-
cue slant changes in slant discrimination was absent in the detection task.

403 Modeling dynamic re-weighting in visual cue integration

Bo Hu (bh@cs.rochester.edu)l, David Knillz, Christopher Brownl; IDepartment
of Computer Science, University of Rochester, ?Center for Visual Science, Univer-
sity of Rochester

Much of the existing data on sensory cue combination is consistent with a
linear integration model in which cue weights vary in inverse proportion
to the uncertainties of the cues. Research has focused on static cue
integration problems, in which cue weights are assumed to remain
constant over time. In many scenarios, however, information from one cue
can accrue over time to help disambiguate the information provided by
another cue, a form of cue promotion. In particular, information from one
cue can indirectly disambiguate hidden scene variables that determine the
values of other cues. Consider the case of cast shadows. Cast shadows
provide information about the relative 3D position of an object and a
background surface, but this information is only as reliable as the
observer's knowledge of the light source direction. In a dynamic scene,
other cues such as stereo, by specifying the relative depth of the object and
surface, can indirectly disambiguate the light source direction. In general,
one would expect the uncertainty about the light source to decrease over
time. This dynamic changing of uncertainties will manifest in the apparent
changing of the relative weights of the two cues over time. Similar
arguments apply to dynamic cues such as changing size, with object size
as the hidden variable. We use Dynamic Bayes Networks to model these
scenarios and make connections of our model to the weak fusion model
and other cue integration phenomenon such as perceptual-explaining-
away. We approximate the optimal non-linear cue integration model using
Extended Kalman Filters. The results show that, as predicted, the relative
influence of an indirect cue like cast shadows increases with increased
exposure time in the presence of direct depth cues like stereo. The model
makes strong psychophysical predictions about how the apparent weights
of different cues should change over time in dynamic scenes.

404 Combining Slant Information from Disparity and Texture: Is
Fusion Mandatory?

Ahna R Girshick (uhnu@berkeley.edu)l, Martin S Banks'?; WVision Science Pro-
gram, University of California, Berkeley, CA, USA, *Dept. of Psychology & Wills
Neuroscience Institute, University of California, Berkeley, CA, USA

The visual system combines slant cues to form a single percept in a fashion
that approaches statistical optimality. We asked whether in combining
cues the system fuses the cues such that access to the single-cue estimates
is lost. Previous work on this issue observed fusion for disparity and
texture using a 3-interval oddity task. We wondered whether the 3-
interval task made it too difficult for the observer to retain single-cue
estimates. To test this, we used a simpler 2-interval task that reduced the
memory load. Observers were presented two slanted planar stimuli in
succession; one with a conflict between the disparity and texture, and one
without. The conflict interval was a two-cue stimulus (disparity
inconsistent with texture). The no-conflict interval was one of three types
of stimuli: a single-cue stimulus (disparity only or texture only) or a two-
cue, no-conflict stimulus (disparity consistent with texture). Disparity-only
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stimuli were sparse random-dot stereograms. Texture-only stimuli were
monocular Voronoi patterns. Two-cue stimuli were binocular Voronoi
patterns. On each trial, observers indicated the interval with greater slant.
A staircase procedure adjusted the slant of the no-conflict stimulus until
the two stimuli had equal apparent slants. If disparity and texture were
fused (such that the individual estimates were lost), the results with the
three types of no-conflict stimuli would be the same. If the two cues were
not fused, the results with the three types would differ because the
observer could use the cue(s) available in the no-conflict interval to do the
match with the conflict interval. We observed both partial and full fusion.

Acknowledgment: DOE CSGF, ROI-EY12851

405 Adaptation to the relation between visual cues affects
perception of 3D shape

Corrado Caudek (Fulvio_Domini@brown.edu)’, Fulvio Domini?; University ~of
Trieste, Italy, >Brown University

The visual integration of different cues for perceiving a three-dimensional
(BD) shape is currently understood in terms of a two-stage model
hypothesizing that (i) a 3D estimate is derived separately from each cue,
and (ii) a weighted combination of these estimates is computed through
the estimated reliabilities of the cues (Landy, Maloney, Johnston & Young,
1991). Interactions among cues are allowed only for estimating missing
parameters necessary for a 3D interpretation of each cue in isolation.
Domini and Caudek (2004) hypothesized, conversely, that perception of
3D shape relies on the natural covariance among the retinal signals
defining different visual cues, and does not require separate 3D estimates.
In the present experiment we investigate the effects of adaptation to a
relation between stereo and motion signals violationg the constraints of
natural optics. The observers participated to 4 sessions in 2 consecutive
days. In all phases of the experiment, the stimuli were defined by stereo
and motion information. Each session was made up of a pre-test, an
adaptation phase, and a post-test. In both the pre- and the post-test,
participants were required to discriminate between concave/convex
random-dot rigid surfaces. In the adaptation phase, participants were
required to discriminate between random-dot volumes with different
depth-extents. In the pre- and post-test, the stimuli preserved the natural
linear relation between disparity and velocity signals. In the adaptation
phase, the relation between disparity and velocity signals was non-linear.
We found a shift in the psychometric functions of the post-test, but only in
the second day of testing (after a night of sleep). These results (i) cannot be
explained in terms of adaptation to 3D shape (e.g., Poom & Borjesson,
1999), (ii) are inconsistent with a modular theory, and (iii) are predicted by
the Intrinsic Constraint model (Domini & Caudek, 2004).

Acknowledgment: Supported by NSF grant BCS 0345763

406 Cue use under full cue conditions cannot be inferred from
use under controlled conditions

Geoffrey P Bingham (gbingham@indiana.edu)!, Mark Mon-Williams®, Behnez
Jarrahi!, Roy Vinner'; IDepartment of Psychology, Indiana University, Bloom-
ington, IN, 2School of Psychology, University of Aberdeen, Aberdeen, Scotland

Height-in-the-visual-field (HVF) is the angle between the line of sight and
a horizontal when viewing an object. We tested this classic distance cue
when it was isolated as information about distance and showed that
observers used it reliably to make distance judgments. We then tested the
same stimuli with additional information available and observers failed to
use the cue at all. This indicates that an inference from cue use in isolated
conditions to cue use in full information conditions is not warranted.

Experiment 1: We investigated the use of HVF when it was isolated from
other information. Observers (n=8) on a chinrest viewed targets in the dark
with one eye. Targets were black square tiles, with phosphorescent texture,
arranged to subtend the same visual angle. Observers verbally indicated
whether targets lay in one of three frontoparallel planes at near, middle or
far distance (N, M, F = 20, 27, 35 cm). Targets were presented randomly 5

times. Three targets were located at the M distance at three eye heights (40,
30, 22.5 cm ) producing 3 gaze angles (348, 428, 508 from horizontal). The
responses (N, M, F) correlated predictably with gaze angle. Two other
targets were placed at the N and F distances along the middle gaze angle
(at small and large eye heights, respectively). The distances of these targets
did not affect the judgments. HVF reliably determined observers’
estimates of location.

Experiment 2: New observers (n=8) did the same experiment but now a
phosphorescent checkerboard surface (0.5 m wide x 1 m long) was placed
under the targets in dark and lighted conditions. Observers now gauged
veridically the distance at which the targets lay independently of HVF.
Expts 1 and 2 were repeated using larger eye heights ("90cm) and distances
with identical results.

Conclusions: These results show that inferring how information is used in
multi-cue environments from cue use in isolated conditions is not
warranted.

407 The effects of color segregation on the recovery of 3-D
structure from motion

Eiji Kimura (kimura@bun.L.chiba-u.ac.jp); Department of Psychology, Faculty of
Letters, Chiba University, Japan

[Purpose] The purpose of this study was to investigate whether the
recovery of 3-D structure from motion (SFM) was influenced when image
features were segregated on the basis of a color difference. [Methods] We
used two-cylinder SFM stimuli like those used by Ramachandran et al.
(1988) in which two cylinders of the same diameter simulated with
random dots on their surfaces were superimposed on each other, but
rotated at different speeds. The perceived curvature of each cylinder
surface was measured with a matching method when the two groups of
dots belonging to different cylinders had the same color (unsegregated
condition) and when they had different colors (red vs. green, segregated
condition). Relative rotating speeds of two cylinders were systematically
varied. [Results] The results for the unsegregated condition indicated that
the observers perceived two distinct cylinders with the faster cylinder
appearing more convex than the slower one, which quantitatively
confirmed Ramachandran et al.’s demonstration. The results also showed
that the difference in perceived curvature increased monotonically with
the difference in rotating speed of two cylinders. When two groups of dots
on different cylinders were differentiated by a color difference in the
segregated condition, the difference in perceived curvature was greatly
reduced compared with the unsegregated condition. Thus the surfaces of
two rotating cylinders appeared more closely located in 3-D space.
Interestingly, the influence of color segregation disappeared when the
cylinders were of different diameters and thus two distinct cylinders could
be easily recovered. [Discussion] The present results imply that color
segregation can modulate some aspect of SFM processing, possibly the one
assigning depth values to the surfaces according to the differences in
speed of image features.

Acknowledgment: Supported by JSPS grant.

408 Depth from shading and disparity in humans and monkeys

Ying Zhang (phschill@mit.edu), Peter H. Schiller!, Veronica S. Weiner!, Warren
M. Slocum?; MIT, Dept. of Brain and Cognitive Sciences, Cambridge, MA 02139

This study compared the effectiveness of binocular disparity and shading
cues for the perception of depth in humans and monkeys. Using a novel
display, we presented shading and disparity cues conjointly, separately,
and in conflict with each other in an oddities depth discrimination task. An
example of the figures used in the display can be viewed in the form of an
autostereogram at http://web.mit.edu/bcs/schillerlab/vss05abstract.
htm. The following is a summary of our findings:

1. Both shading and disparity cues are effectively utilized for the
perception of depth by humans as well as by monkeys.
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2. Depth information can be processed very rapidly when shading and
disparity cues are provided conjointly. When presented singly, the
processing of disparity cues takes significantly longer than the processing
of shading cues.

3. By placing shading and disparity cues in conflict with each other we
assessed their relative effectiveness. Processing times were significantly
increased under conflict conditions suggesting that normally these cues
are co-processed. Similar values were obtained in humans and monkeys.
4. Control conditions for shading included the rotation of the display by 90
degrees thereby reducing the effectiveness of differential luminance values
as a depth cue. Performance under these conditions became significantly
worse and reaction times were increased.

http./fwww.cingulate.com/papers/; http://people.bu.edu/takeo/

Attention, Learning, and Memory

409 Short and Long Term Learning in Visual Search: An

Unexpected Interference

Rachel S Sussman (sussman@fas.harvard.edu), Yuhong Jiang'; Harvard Univer-
sity

Aim: Visual attention can benefit from both short and long term learning:
if we're looking for a cat who has climbed up a tree, and we looked at the
tree before he climbed, we'll ignore the tree and find the cat more quickly
(as in "preview search’). However, if Whiskers always climbs up the same
five trees, and always goes to the same branch on a given tree, we'll also
get better at finding him (as in "contextual cueing’). Are these two forms of
attentional learning additive, or do they interfere with each other?
Methods and Results: We used a hybrid paradigm combining preview
search with contextual cueing. Subjects were asked to look for a T among
L’s. Each trial began with a display of scattered black L-shaped distractors,
followed one second later by a display with more distractors and a single
black T. On valid preview trials, the distractors on the second display were
added to those present on the first, while on invalid preview trials, all of
the distractors in the second display were in new positions. In addition,
half of all trials benefited from contextual cueing, as the same spatial
layouts were repeated over the course of the experiment. As expected,
valid preview trials were faster than invalid trials, but there was a
contextual cueing benefit only on invalid trials. In a second study, a color
cue segregated the old and new items: the first display items were red and
the second were blue. In this case, contextual cueing benefits were found
on both valid and invalid preview trials. Conclusion: Long term learning
effects of contextual cueing are reduced in a typical preview paradigm,
perhaps because subjects do not search exactly the same set of items on a
given valid preview trial. They fail to ignore all of the previewed
distractors, and instead search through a different subset of them from
trial to trial, changing the attended set on a given layout. Color cues
eliminate this variability by allowing consistent segregation of old and
new items.

410 Long-term gaze cueing effects: Evidence for retrieval of
prior attentional states from memory

Alexandra Frischen (s.tipper@bangor.ac.uk), Steven P Tipper'; University of
Wales, Bangor

When observing another person shifting their gaze to a particular location,
the observer’s attention moves to the same location. Such gaze-evoked
attention shifts occur rapidly and automatically. The results of initial
studies demonstrated that such cueing effects are fairly transient, no
longer being observed after about 1000 ms. However, it is possible that
cueing effects may be obtained over considerably longer intervals under
certain circumstances. For example, research on peripheral cueing has
suggested that attention states activated when encoding a distinct object
such as a face can be retrieved from memory when the face is encountered
again after several minutes (Tipper et al, 2003). In those experiments,
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encoding and retrieval of distinct episodes was encouraged by the use of
rich and unique stimuli with many intervening trials between matching
cue- and target-displays. In contrast, experiments on gaze cueing typically
employed uniform gray-scale pictures of a single face and presented cue
and target within the same trial. In the current work we utilized the critical
features of the Tipper et al study (rich, colourful stimuli and many
intervening trials). Under these circumstances, we observed long-term
gaze cueing effects over a period of about 3 minutes. We propose that the
attentional state associated with the gaze direction of a particular face can
be retrieved from memory when the face is re-encountered some minutes
later.

Acknowledgment: supported by Biotechnology & Biological Science
Research Council- UK

411 Scene-Specific Memory Guides the Allocation of Attention
in Natural Scenes

Mark W. Becker (mbecker@lclark.edu), Andrew SimsL; Lewis & Clark College
Portland, OR

Two experiments examined whether scene-specific memory guides
attention to relevant objects and/or locations within a scene. In both
experiments, subjects performed an initial block of flicker change detection
trials in which they detected the addition of an object to natural scenes.
After a 30 minute filled delay, subjects performed an unanticipated second
block of change detection trials. In experiment one, the second block
consisted of trials with entirely new scenes and new changes, trials that
were identical to the first block, and trials with identical scenes but the
item that changed was a different object and it appeared in a different
location than the change in the original block. Results: Identical changes
were detected quickly, suggesting that memory of the scene guided
attention to the change. However, new changes in previously viewed
scenes were detected no faster than changes in entirely new scenes,
suggesting that the memory was limited to the relevant aspects of the
original change location and/or object. In experiment 2, the second block
of trials independently varied the location of the change and the identity of
the change item to determine the extent to which faster change detection
was due to memory of a location and/or the identity of the change object.
Results: Changes that occurred in the original location were detected
quickly even when a new object changed at that location, suggesting that
attention was allocated to the behaviorally relevant location in the scene.
However, detection was slow when the original object changed in a new
location, suggesting that the identity of the object was not used to allocate
attention. Results are consistent with the view that incidental memory is
created while viewing a scene and can be used to guide attention to
locations, but not specific objects, which were behaviorally relevant during
previous experiences with environments.

412 Eye Movements in Episodic Memory

Linus Holm (linus.holm@psy.umu.se), Timo Mintyli™?; 1UmeA
Sweden, 2University of Trento, Italy

University,

Previous research has been inconclusive as to the role of eye movements in
episodic scene recognition. We investigated this issue by focusing on
perceptual reinstatement. In two scene recognition experiments, eye
movements were registered during study and test. At test participants
indicated their recollective experience as based on explicit recolletion and
familiarity respectivly. In Experiment 1, participants studied scenes under
different concurernt tasks. This manipulation produced parallel effects on
eye movements and recollection. Furthermore, eye movement consistency
across study and test differentiated recollective experience. Specifically,
explicit recollection was characterized by a higher consistency than
familiarity-based responses. However, number of study fixations was
correlated with the consistency measure. In Experiment 2, we obtained
control over number of fixations through a gaze contingent paradigm, and
corroborated the consistency results. Our findings are in line with general
theories of episodic memory such as the transfer apporpriate processing
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account and the encoding specificity principle. The results indicate that
active gaze control is an important component in episodic scene
recognition.

413 When We Use the Context in Contextual Cueing: Evidence
From Multiple Target Locations

Melina A Kunar (kunar@seurch.bwh.humard.edu)l'z, Kristin O Michod?, Jeremy
M Wolfel?; THarvard Medical School, ?Brigham and Women's Hospital

BACKGROUND: Consider two visual search paradigms: Chun and Jiang's
"Contextual Cueing" and Wolfe's "Repeated Search". In contextual cueing
experiments, observers are presented with a mixture of repeated and novel
visual search displays. The usual finding from these experiments is that, as
the number of repetitions increases, RTs to find the targets in repeated
displays become markedly faster than RTs for unrepeated displays. In
repeated search experiments, repetition is more dramatic. The same
display is unchanged for hundreds of trials. Observers are asked about the
presence or absence of specific targets in the unchanging display. In
contrast to the contextual cueing experiments, search does not become
more efficient over time in repeated search nor is search more efficient
than in unrepeated displays. METHODS: We explore this apparent
contradiction by focusing on two critical differences between these
designs. First, in a standard contextual cueing experiment, the target
location on one trial is never occupied by a distractor item on another trial,
whereas in a repeated search task the same items change roles from target
to distractor from trial to trial. Second, in a contextual cueing experiment
there is only one possible target location, whereas in a repeated search task
there are several. Here, we manipulate two aspects of the contextual
cueing design: 1) a distractor item could occupy a target location and 2) a
target item could appear in up to four unique positions (which were never
occupied by distractors). RESULTS: When targets and distractors can
appear in the same locations on different trials, then we find no evidence
for contextual cueing. However, if the targets are restricted to unique
locations, we can obtain contextual cueing at multiple locations. Initially,
the multiple location effect is weaker than a single location case but is
strengthened after extended training.

Acknowledgment: National Institute of Mental Health

414 The repetition of object identities modulates attentional
guidance in visual search

Masahiko Terao (masahiko_temo@mac.com)l, Hirokazu Ogawaz, Akihiro Yugil;
TKwanseiGakuin University, >National Institute of Advanced Industrial Science
and Technology

Purpose: The repetition of spatial configurations of search displays
implicitly facilitates visual search (contextual cueing effect; Chun & Jiang,
1998). A similar effect was also observed when the object identities were
repeated (Chun & Jiang, 1999). However, it is unclear whether the
repetition of the object identities facilitates form processing of search items
or attentional guidance to a target. In this study, we measured eye
movements in order to clarify the mechanism of the object-identities-based
contextual cueing effect. Method: Participants were asked to a search
target among 9 distractors. A target was a novel object whose shape was
symmetric around the vertical axis, and a distractor was symmetric
around an axis apart from the vertical axis. 12 target objects were paired
with 9 distractor objects. These 12 sets were repeatedly presented in the
experiment (repeated sets). The other target objects were presented with
different distractor objects for each trial (non-repeated set). The locations
of the target and the distractors were randomized in each trial. In the half
of trials, repeated sets were presented. In the other half of trials, non-
repeated sets were presented. Eye movements were recorded with
Eyelink2. Result: Reaction times were shorter in repeated sets than in non-
repeated sets, showing a typical contextual cueing effect. More
importantly, fewer saccades were required to find targets in repeated sets
than in non-repeated sets, and the difference was greater in later trials than
in early trials of the experiment. On the other hand, durations of fixations

did not differ between object-set conditions and were constant throughout
the experiment. Although latencies of the first saccades became shorter as
the experiment progressed, there was no difference between repeated sets
and non-repeated sets. These results indicate that object-identities-based
contextual cueing modulates attentional guidance to a learned target, as
well as configuration-based contextual cueing.

415 Effects of scene-based contextual guidance on search

Mark B. Neider (mneider@ic.sunysb.edu), Gregory J. Zelinsky'; State
sity of New York at Stony Brook

Univer-

Everyday search tasks are performed in contextually rich environments
that offer numerous high-level cues for likely target location. Chun & Jiang
(1998) studied such constraints using simple search stimuli, and
Henderson, Weeks, & Hollingworth (1999) reported effects of semantic
consistency on search. Still, the question of how scene-based constraints
affect search behavior remains largely unexplored. We addressed this
question by having subjects search for the presence or absence of a blimp,
helicopter, or jeep in a pseudorealistic mountainous desert scene.
Consistent with pre-existing scene expectations, the blimp appeared only
in the sky, the jeep only on the ground, and the helicopter appeared as
often in the sky as it did on the ground. Importantly, subjects were not
instructed as to these contingencies, but were instead left to devise their
own search strategies. There were 6 objects per scene with at least one
object of each type present in each scene. Object color was manipulated to
avoid duplicate items. Subjects (n = 11) were shown a semantically-
defined target (e.g., 'Red Blimp’) for 1 second followed by a search scene.
Analysis of TP trials revealed that scene-constrained (SC) targets (blimp,
jeep) were detected 265 ms faster and acquired with 1.04 fewer eye
movements compared to the scene-unconstrained (SU) target (helicopter).
In the case of SC targets, we also found that ~75% of the initial saccades
landed in the target-consistent region and that subjects spent a greater
proportion of their total search time in these regions. Interestingly,
analysis of the SU target data revealed a high percentage of initial saccades
to the sky region, suggesting that eye movements were guided by pre-
existing scene-constraints rather than learned probability matching.
Smaller effects were found in the TA data. We conclude that subjects can
use scene-based contextual constraints to guide their search, and that this
information is available to the initial eye movements in a scene.

Acknowledgment: This work was supported by the Army Research Office
(DAAD19-03-1-0039)

416 Implicit and Explicit Memory in Scene Based Contextual
Cueing

Li-Wei King (Iking@wjh.harvard.edu), Won-Mok Shim", Yuhong Jiang"; Har-
vard University Department of Psychology

Aim: Humans process a visual display more efficiently when they
encounter it for a second time. When conducting visual search for a "T”
target presented among 'L’ distracters, observers are faster at detecting the
target when the same display is occasionally repeated, even when the
repeated displays are not explicitly recognized. This study investigates
how repeated presentation of natural scenes (rather than meaningless T-L
configurations) affects visual search. In particular, we test the role of
implicit learning and explicit associative memory in learning of natural
scenes.

Method: Subjects searched for a "T” among 'L’s presented in a circular
array against natural scenes or scrambled scenes. Each block contained 32
trials, divided randomly and evenly by two factors: background type
(scene vs. scrambled image) and condition (repeated vs. nonrepeated). In
repeated conditions, both the background image and the target location
remain the same for each repetition. In the nonrepeated conditions, the
background image was novel. We measured search RT throughout the
experiment. At the end of the experiment, we tested explicit recognition of
repeated scenes and recall of target locations for repeated scenes.

Results: In explicit recognition, subjects showed better scene recognition
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and displayed better target location memory for natural scenes over
scrambled scenes. However, in visual search, RT advantage for repeated
over nonrepeated displays was comparable between scenes and scrambled
scenes. In addition, repeated scenes that were correctly recognized were
not searched faster than repeated scenes that were missed in recognition.
This suggests that while subjects have explicit memory for repeated
natural scenes, visual search is facilitated primarily through implicit
learning.

Acknowledgment: This research was funded by NIH MH071788 & ARO
46926-LS.

417 Little is remembered about rejected distractors in visual
search

Matthew S Peterson (mpetersZ@gmu.edu)l, Melissa R Beckl, Walter R Boof?,
Miroslava Vomela', Arthur F Kramer; 'Psychology Department, George Mason
University, Beckman Institute and Dept. of Psychology, University of Illinois
Urbana-Champaign

During visual search, knowledge about previously examined distractors is
used to guide attention towards unexamined items (McCarley et al., 2003
Psychol Sci 14 422-426). Last year, we demonstrated that the spatial
location of examined items, rather than the identity or surface features of
those items, is used to guide attention towards new items (Beck, Peterson,
& Vomela, VSS 2003). In the experiments reported here, we investigate
whether any identity information is explicitly remembered about rejected
distractors. We used two different search tasks: a conventional search task
and the oculomotor contingent task of McCarley et al. (2003). In all
experiments, on roughly one third of the trials, search was terminated, an
examined location was circled (a place holder marked that location), and
observers were quizzed about the item that had been at that location (two
alternative forced choice). Although observers clearly had a memory for
examined items - they avoided revisiting the last 4 items in the oculomotor
contingent experiments - performance in the 2AFC recognition tasks was
extremely poor. When asked to discriminate a previously seen letter from
one that had not appeared in the display (foil), memory performance was
near 75%, regardless of lag. However, when the foil was another item that
had been fixated on that trial, results from the memory task were near
chance (56%). This suggests that people do remember the identity of
rejected distractors, but their explicit memory for distractors does not
include their locations. Interestingly, memory performance for the
penultimate item (lag 1) was contingent upon whether the search display
was present when the location was probed. When the display was present
(items replaced with placeholders) during the memory probe, accuracy for
the last examined item improved. This suggests that scene context can help
to improve memory performance.

418 Memory Models of Visual Search - Searching in-the-head
vs. in-the-world?

Hansj’rg Neth (nethh@rpi.edu), Wayne D. Gray, Christopher W. Myers; Rensse-
laer Polytechnic Institute

Visual search takes place whenever we are looking for something. But
when a stimulus has been visually encoded on a previous occasion,
memory processes can supplement or compete with eye movements
during search.

While previous research has mostly focused on the perceptual features
that allow us to identify a target among distractors in single shot searches
(Wolfe, 1998, Psych. Science), recent findings have highlighted the
contributions of visual short-term memory (VSTM) to search processes
(Alvarez & Cavanagh, 2004, Psych. Science).

We present a paradigm of repeated serial search that attempts to
illuminate the potential roles of working memory (Anderson & Matessa,
1997, Psych. Review) and VSTM in visual search. A series of simple
process models exemplifies various ways in which memory for items and/
or locations can facilitate or obliterate search. Within a cognitive
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engineering approach, we developed multiple computational models that
allowed us to explore and explicate the consequences of assumptions
about VSTM capacity and organization, and the interaction between long-
term memory and VSTM. Each model yielded distinct performance
profiles based on the sequential order of target stimuli.

We investigated our model predictions through an experiment that
employed a serial search paradigm. Each of 10 targets (showing
alphanumeric captions) had to be found on average twice per trial. As
some items could be mere distractors and next targets were presented
(auditorily) whenever the current target was found, participants could not
anticipate the target sequence. Detailed comparisons between search
performance, eye data and our computational models show clear evidence
for memory processes for both target and distractor information, both
within a single search and across multiple searches. Also, a between-
subjects manipulation of target visibility shows that the use of knowledge-
in-the-head (or memory) increases as the perceptual-motor costs of visual
access are increased.

Acknowledgment: The work reported was supported by a grant from the
Air Force Office of Scientific Research AFOSR #F49620-03-1-0143.

419 Competing attention vectors van
appearance of memory-free visual search

produce the

Emily Skow (eskow@u.arizona.edu), Mary A. Peterson’; University of Arizona

The role of memory in visual search is under debate. Wolfe et al. reported
that RTs to confirm the presence of a target increased with the number of
display items even when search displays were repeated multiple times.
They took these results to indicate that subjects continued to search
through repeated displays as if they had no memory for the display items.
In contrast, Chun et al. showed that with repeated presentation, subjects
moved their attention to the target location more quickly. These
"contextual cueing" effects suggested that memory plays a role in visual
search. On the assumption that memory for the target location takes the
form of an attention vector, we hypothesized that competing attention
vectors might produce the appearance of memory-free search in the Wolfe
et al. paradigm. Suppose subjects move their attention to the target
location before they affirm its presence; a display with multiple repeated
targets will have multiple associated attention vectors. To move attention
to the location of one target, competition among attention vectors must be
resolved. If resolution time increases with the number of competing
attention vectors, these implicit memories may produce Wolfe et al.s
pattern of results. By this account search time should vary with the
number of probed targets in repeated displays rather than with the
number of display items, factors that were confounded in the original
design. Like Wolfe et al. we repeated search displays containing 2, 3, 5, or 8
items multiple times by block. In each block, every display item was
probed an equal number of times. We also included a condition in which 8
items were always displayed, but only 2, 3, or 5 items were probed by
block (there was also a set of target absent trials in each condition). When
the number of probed targets varied from 2 to 5, search slopes were
equivalent (34 ms) regardless of the number of items in the display,
consistent with the competing attention vectors account.

Acknowledgment: NSF BCS 0425650 to MAP.

420 Vision Leaves lts Fingerprints on Memory: Recognition and
Identification Memory for Compound Gratings

Yuko Yotsumoto (yuko@bmndeis.edu)l, Michael | Kahana®, Robert Sekulerl;
IBrandeis University, *University of Pennsylvania

Because vision blends seamlessly into memory, vision's imprint can yield
unique insights into memory processes. To exploit this possibility we
examined errors in short term episodic recognition and source memory for
simple visual stimuli. On each trial of three experiments, subjects saw and
had to remember a trio of sequentially-presented compound sinusoidal
gratings. The study items were followed quickly by a probe grating. On
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some trials, the probe matched one of three study items; on other trials, the
probe was novel. Subjects made source memory judgments, identifying
the serial position of the study item that matched the probe (Experiments 1
and 2), or made old-new, recognition judgments (Experiment 3). About
25% of correct recognitions were accompanied by incorrect source
identifications. Such errors were deterministicc When subjects
misidentified serial position, they still retained partial information about
the actual memory source, namely its perceptual or serial order
characteristics. ROCs for recognition memory were generated from all
three experiments, either by aggregating source identification responses
(Experiments 1 and 2), or directly from recognition responses (Experiment
3). The three sets of recognition ROCs were very similar to one another,
suggesting that memory loses little information in generating recognition
judgements from stored exemplars. Slopes of zROCs for old-new
judgments were consistently >1, indicating that distributions on old and
new trials had different variances. This result could be easily explained
within a summed-similarity model for visual memory (NeMO; Kahana &
Sekuler, Vision Research 2002).

Acknowledgment: Supported by AFOSR Award F49620-03-1-0376 and
NIH grant MH068404

421 Is long-term inhibition of return caused by perceptual
mismatch processes?

Helen M Morgan (pspc32@bangor.ac.uk), Steven P Tipper'; University of Wales,
Bangor, UK

During visual search, inhibition of the return (IOR) of attention to
previously examined items gives attention a momentum towards
searching novel information, thus ensuring that the target will be detected.
The inhibitory processes underlying IOR have been shown to be
associated with both objects and locations. Research using face stimuli has
shown that object-based inhibition can be retrieved from memory after
relatively long periods (Tipper et al., 2003). However, it is possible that
these long-term IOR effects were due to a perceptual mismatch between
the cue signal and the target signal. The present study aims to confirm the
existence of long-term IOR for faces, and also attempts to demonstrate
long-term IOR using objects. In addition, this study examines whether
these long-term IOR effects are caused by the retrieval of mismatching
stimulus features. Presentation of two faces on the left and right alternated
with presentation of two objects above and below fixation, and
participants had to ignore a cue signal and make a localisation response to
a target signal presented over one of the items. In the mismatch condition
the cue signal was red and the target signal was green, whereas in the
match condition the cue and target signals were identical. Long-term IOR
for faces was observed when the cue and target were separated by 4.8
minutes and 64 displays. This IOR effect remained even when the cue and
target signals were the same colour, which shows that the effect cannot be
due to retrieval of mismatching stimulus features. Long-term IOR effects
for objects were also unaffected by perceptual mismatch, however these
IOR effects were less robust and only reached significance in the error
analysis. These results suggest that inhibition associated with a cued item
can be encoded into memory, such that later retrieval of the cued item
reinstates inhibitory processing and encourages examination of new
information.

Acknowledgment: This research was supported by a BBSRC studentship

422 Visual statistical learning through intervening noise

Justin A. Junge (justinjunge@yale.edu), Nicholas B. Turk-Browne!, Brian ].
Scholll; Yale University

A primary goal of visual processing is to extract statistical regularities
from the environment in both space and time, and recent research on
visual statistical learning (VSL) has demonstrated that this extraction can
occur rapidly for even subtle correlations in homogenous streams of
stimuli. In the real world, however, most regularities do not exist in
isolation, but rather are embedded in noisy and heterogeneous input

streams. To explore VSL in such contexts, we measured subjects' ability to
extract statistical regularities in time through intervening distractors, in a
stream of shapes appearing one at a time. Novel shapes were randomly
assigned to one of two color groups and within each group they were
clustered into temporal 'triplets' -- three shapes that always appeared in
the same order. Shapes from both color groups were then randomly
interleaved, maintaining triplet order (e.g. triplets abc in red, and XYZ in
green, presented in stream aXbcYZ). Subjects were instructed to perform a
repetition detection task for shapes in just one color for 20 min, and were
then given an unexpected forced-choice recognition task (without color
cues) pitting triplets against random sequences of 3 shapes (from that
same color group). This test revealed robust VSL for triplets despite the
pervasive interruption by shapes from the other color. This VSL was
replicated even with more tightly constrained interleaving, such that no
triplet ever occurred without at least one interruption. Additional
experiments report (1) whether 'interrupted' VSL of triplets can occur even
in the absence of any uninterrupted pairs (aXbYcZ), and (2) whether
interrupted VSL occurs even when there are no extrinsic cues (such as
color) to distinguish the relevant and irrelevant items. Overall, these
demonstrations of VSL through intervening noise suggest that statistical
learning may 'scale up' to more real-world contexts wherein we encounter
a constantly shifting array of objects, only some of which are related.

Acknowledgment: Supported by NSF #BCS-0132444.

423 Interactions between long-term visual working memory
and attention

Donald A Varakin (alex.varakin@uanderbilt.edu), Daniel T Levin; Vanderbilt
University

The current study explores two issues about the relationship between
working memory (WM) and attention. First is whether information
retrieved from long-term memory (LTM) into WM guides attention. The
second issue concerns the level of abstraction at which WM
representations guide attention. The method is adapted from Downing
(2000, Psychological Science, 11:6, 467-473). At the start of each trial subjects
are given an item to hold in WM. Then two cue objects are simultaneously
flashed on the screen, one of which matches the memory item. A square is
then presented at the location of one of the flashed items and subjects
respond as to whether it has a gap at the top or the bottom. After response
to the square, a test item is presented and subjects indicate if it is the same
as the memory item. If WM guides spatial attention, then RTs to the probe
should be faster when they occur in the same location as a cue matching
the memory item. In short-term memory (STM) conditions a memory item
itself was presented at the start of each trial. In LTM conditions the basic-
level name of a memory item was presented and subjects had to retrieve
the item from LTM from a set of 6 objects they memorized earlier. For both
STM and LTM conditions, subjects completed one block of trials where the
two cue items flashed on the screen were different exemplars from the
same category and another in which they were from different categories.
Results from the STM/Different category condition replicate Downing
(2000) in that most subjects were faster to respond to the probe when it
appeared at the location where a cue matching the memory item was
flashed, indicative of an attentional shift to that location. In all other
conditions there was no evidence that the contents of WM guided
attention in this way. The results suggest 1) items recalled from LTM do
not guide attention in the same way as items held in short-term WM and 2)
WM does not guide attention at a fine level of detail.

424 The effects of familiarity on encoding efficiency in visual
search

Robert Rauschenberger (rauschen@persci.mit.edu) 2, Hengging Chu’; 'Harvard
University, 2MIT, 3Peking University (China)

In a number of variations on an experiment by Treisman and Souther
(1985, Expt. 1), Rauschenberger and Yantis (1999, 2004) found that a
particular circle-line combination (oriented to resemble a ‘Q’) enjoyed
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significantly greater search efficiency than other, similar circle-line
combinations, even though subjects were not instructed to interpret the
stimulus in any meaningful way. At the same time, although control
experiments made it unlikely that featural differences were responsible for
the observed benefit, there was no direct evidence that this benefit was
attributable to the ‘Q-ness’ of the stimulus. In the present study, a subset of
Rauschenberger and Yantis” experiments was repeated in a remote region
of China, using 21 Chinese participants who had never been exposed to
the letters of the Latin alphabet. For these participants, there was no
difference in search efficiency between the different variants of the circle-
line stimulus. That is, in contrast to Rauschenberger and Yantis” results,
there was no benefit for the ‘Q’-like stimulus. These results corroborate
Rauschenberger and Yantis’ conjecture that the familiarity of the 'Q’-like
stimulus was responsible for the relatively efficient search afforded by this
stimulus. To demonstrate that familiarity is only a secondary factor,
however, that influences search efficiency by modulating the redundancy
(in the sense of Garner, 1962, 1974), or perceptual ‘goodness,” of the
stimulus, we will review a number of findings from Rauschenberger and
Yantis’ original study.

Acknowledgment: This research was supported by NSF grant #0418179

425 Brief stimuli that evoke false memories seem to last longer
Fuminori Ono (fuminori@hiroshima-u.ac.jp), Jun Kawahara'; Hiroshima  Uni-

versity

It is known that when a previously-presented stimulus is presented again,
its duration is estimated to be longer than in the initial presentation
(Witherspoon & Allan, 1985). Such a prior presentation effect has been
attributed to enhanced perceptual processing due to perceptual priming.
We used the DRM procedure (Deese, 1959; Roediger & McDermott, 1995)
to examine whether this effect can be mediated by strictly conceptual
processes without any perceptual repetition. Specifically, we asked
whether the duration of a word that has never been presented but that
elicits false memory (recall/recognition) is judged to be longer than a
control word that does not elicit false memory. If the prior presentation
effect can be mediated by conceptual rather than perceptual processes,
then the estimated duration of a falsely recognized word should be longer
than that of a control word. The present experiment consisted of three
phases. In the learning phase, subjects memorized several lists of
sequentially presented words. The words in each list were all converging
associates of a lure word that was not presented. In the temporal
production phase, subjects saw a word and pressed a key as soon as they
judged that the word had been on display for 2.5s. The words were a) old
words that had been presented in the learning phase, b) lure words, or c)
control words that had never been presented. In the recognition phase,
subjects judged whether or not they had seen these three types of words in
the learning phase. As expected, prior presentation increased the
estimated duration: the temporal production of the words that had been
presented was shorter than that of the control words (Temporal
production bears an inverse relationship to the estimated duration). More
importantly, the estimated duration of falsely recognized words was
longer than that of a control word. The results suggest that the prior
presentation effect on temporal estimation can be mediated by conceptual
process without any perceptual repetition.

426 Visual Working Memory as the Substrate for Mental
Rotation

Joo-seok Hyun (joo-seok-hyun@uiowa.edu), Steven J. Luck'; Department of Psy-
chology, University of lowa

Classic studies of mental imagery showed that the time required to
mentally rotate a visual object depends on the amount of rotation, just like
the physical rotation of a real object. The goal of our present study is to
show that visual working memory serves as the buffer in which an object
representation is held while the rotation occurs. We asked subjects to
perform a mental rotation task during the delay interval of a change-
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detection task to determine whether mental rotation interferes with
working memory storage and vice versa. The mental rotation task
required subjects to determine whether a letter character--presented at 0,
72, or 144 degrees from upright--was presented in its canonical form or in a
mirror-image form. In Experiment 1, this task was presented during the
delay interval of a color change-detection task that was designed to
selectively load visual object memory. The mental rotation and change-
detection tasks were also presented individually as single-task control
conditions. Compared to the single-task conditions, accuracy in both the
change-detection and mental rotation tasks was impaired when both tasks
were performed together, and the degree of impairment increased as the
amount of rotation increased. Thus, it is difficult to mentally rotate a
continuously visible object while simultaneously holding other objects in
memory. In Experiment 2, a spatial change-detection task was used
instead of a color change-detection task, and no systematic interference
was observed between the rotation and memory tasks. Together, these
results indicate that mental rotation requires the buffering of the to-be-
rotated object in the object working memory subsystem, not in the spatial
working memory subsystem.

Acknowledgment: This research was made possible by grant R01
MH63001 from the National Institute of Mental Health.

427 The Role of Attention in Binding Features in Visual Working
Memory

Jeffrey S. Johnson (jeffrey-johnson-2@uiowa.edu), Andrew Hollingworth!, Steven
J. Luck!; University of lowa, Department of Psychology

Attention plays a key role in binding features during perception. Is
attention also necessary to maintain bindings in visual working memory?
Luck & Vogel (1997) proposed that visual working memory stores features
in integrated object representations, with no additional effort required to
maintain feature bindings. In contrast, Wheeler and Treisman (2002)
proposed that attention is necessary to maintain bindings but not
individual features in working memory. The present study was designed
to distinguish between these alternative hypotheses.

Experiment 1 used a color-orientation change detection task and
investigated whether memory for bindings would be worse than memory
for features when attention was divided among multiple items in the test
array. Memory for bindings was found to be statistically indistinguishable
from memory for features despite the presence of multiple test-array
items, suggesting that focused attention is no more important for bindings
than for individual features.

In Experiment 2, subjects performed an attention-demanding visual search
task during the delay interval of the change-detection task. If the
maintenance of bindings is uniquely dependent on the continued
engagement of attention, then performance of the search task during the
delay interval should greatly impair memory for feature bindings but
should not impair memory for the individual features. The interposed
search task produced a small but significant decrement in change-
detection performance, but the decrement was nearly equivalent for
feature memory and binding memory. Thus, the maintenance of bindings
in visual working memory does not depend on the continued engagement
of attention, consistent with the integrated object hypothesis.

428 Attention and Memory in Air Traffic Control Tasks

Jing Xing (jing.xing@faa.gov), Lawrence L Bailey; Civil Aerospace Medical Insti-
tute, FAA, Oklahoma City, OK 73125

Air traffic control tasks include visual and auditory monitoring,
maintaining aircraft separation, and making decisions. Attention and
memory are critical for such tasks. Even experienced controllers can find
themselves in circumstances where their inattention, memory failures, or
miscommunications lead to the situations in which one aircraft passes too
closely to another aircraft (operational error - OE). Many OEs occur as a
result of vulnerabilities in visual and cognitive processes. In particular,
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visual attention and memory are capacity limited. If a controller performs
tasks at the capacity limits, the brain may fail to process certain pieces of
information. This study examined the associations between OEs and
visual mechanisms. We generalized an attention-memory model and
applied the model to OE analysis. The model consists of two memory
buffers: a working-memory buffer and a short-term memory buffer. The
operations of the model can be described as follows: 1) The working-
memory buffer associates pieces of information needed simultaneously for
a given task. It also swaps information back and forth with the short-term
memory buffer; 2) The short-term memory buffer maintains information
for a period of time without being attended; 3) Attention selects items of
information needed for a given task and puts them in the working-
memory buffer. The two memory buffers and attention are all capacity
limited. We analyzed 58 OEs with this model and found that about 60% of
OEs were related to exceeding the capacity limits of attention and
memory. The following phenomena were among the top factors
contributing to the OEs: 1) inattentional blindness. 2) attentional blink 3)
working-memory overload; and 4) disruption of memory consolidation.
The results indicate a critical role of attention and memory in air traffic
control tasks. The challenge for future work is how to apply the results of
basic visual research to air traffic control to prevent certain types of OEs.

Visual Neurons: Properties
429 Dynamics of Lateral
Geniculate Nucleus

Robert A Frazor (robby@ski.org), Valerio Mantel, Vincent Boninl, Matteo
Cumndinil; Smith-Kettlewell Eye Research Institute. San Francisco, CA 94115

Neurons in primary visual cortex (V1) exhibit changes in spatial frequency
tuning through time [1, 2]: a neuron’s preference shifts from low
frequencies early in the response to higher frequencies later in the
response. This shift is accompanied by a narrowing of tuning bandwidth
[1]. It has been proposed [3] that such phenomena might originate in
Lateral Geniculate Nucleus (LGN). LGN neurons have center-surround
receptive fields with the response of the surround delayed relative to that
of the center. If neurons respond linearly, spatial frequency tuning is
expected to be low-pass early on in the response, and become band-pass
only later. We tested this hypothesis by measuring spatial frequency
tuning dynamics in 147 LGN neurons in anesthetized, paralyzed cats
using reverse correlation in the spatial frequency domain [1]. We found
that the preferred spatial frequency typically shifts from lower to higher
frequencies through time. The median shift is ~0.75 octaves over a time
period of 40 ms, slightly smaller than the ~1 octave over 30 ms observed in
V1 [2]. Furthermore, the tuning bandwidth of the neurons typically
narrows over this same period: the median narrowing of tuning is ~0.2
octaves. In many cases, the preferred tuning shifts back towards lower
spatial frequencies even later in the response, because the receptive field
surround alone is contributing to the response. Thus, the dynamics of
spatial frequency tuning observed in LGN may contribute to those seen in
V1 but alone may be insufficient to explain them.

[1] Bredfeldt & Ringach, ] Neurosci., 2002
[2] Frazor, Albrecht, Geisler & Crane, ] Neurophysiol., 2004
[3] Allen, Peterson & Freeman, Soc Neurosci Abs 2004

Acknowledgment: Supported by the James S McDonnell Foundation, and
by NRSA to RAF

Spatial Frequency Tuning in

430 Characterizing V1 Population Responses to Superimposed
Gratings

Sean P. MacEvoy (macevoy@neuro.duke.edu), Thomas R. Tucker, David Fitz-
patrick; Dept. of Neurobiology, Duke University Medical Center, Durham, North
Carolina, USA

Previous studies have shown that the responses of V1 neurons to an
optimally oriented grating are usually suppressed by superimposition of a

second grating at a non-preferred orientation. However, these single unit
studies leave open the question of how two orientations are
simultaneously represented in the distribution of population activity. To
explore this question, we acquired intrinsic signal optical images of tree
shrew V1 during presentation of a stationary full-field grating presented
alone and in combination with a second grating at a range of orientations.
Consistent with single-unit results, regions of cortex that are activated by
each of the gratings presented singly are less activated by the combined
stimulus. To quantify activity patterns we constructed a population
response profile (PRP), a distribution which represents, for each
orientation value, the summed activity of all pixels with that preferred
orientation. We find that the height, width, and position of the PRP for the
combined stimulus is well predicted by the mean of PRPs derived from the
component gratings. This holds true for orientation differences between
components ranging from 20 to 90? and over a range of contrasts. Thus the
peak of activation for the combined stimulus is shifted away from the
peaks for the components, and for gratings separated by 20? or less, the
pattern of activity is often indistinguishable from that produced by a
single lower-contrast grating at an intermediate orientation. As with
gratings, responses to isolated line intersections are predicted by the mean
of responses to the component lines, but only within Imm of the cortical
representation of their crossing point. Overall, we find that population
responses to multiple orientations are governed by a simple scaling rule
consistent with a local circuit-based mechanism of divisive cortical gain
control.

Acknowledgment: Supported by NIH grants EY06821 and EY016319-01.

431 Response-contrast functions for multifocal visual evoked
potentials (MfVEP): A test of a model relating V1 activity to
mfVEP activity

Donald C Hood (dch3@columbia.edu), Quraish Ghadiali®, Jeanie Zhangl, Clara
Lee!, Xian Zhang'; Dept. of Psychology, Columbia University, New York, NY
10027

The multifocal visual evoked potential (mfVEP) is largely generated in V1
[1-4]. To better understand the neural substrate of the mfVEP, response-
contrast functions were compared to predictions from a model based upon
single cell recordings from monkey V1 [5,6]. Monocular mfVEPs were
obtained from three normal subjects with a pattern reversing dartboard
pattern (VERIS, EDI), The display contained 16 sectors each with 64 checks
and both the sectors and the checks were scaled approximately for cortical
magnification. The conditions included six contrast levels and three
viewing distances (check sizes varied by a factor of 8). The records from 3
channels of recording were analyzed with custom software [4]. Two
measures of response amplitude, the RMS and the first principle
component [3], gave similar results. Even though the check size varied by
a factor of 8, the overall response-contrast functions (RvsC) were similar in
shape, saturating by 35 to 50%. These functions were well fitted up to 40 to
50% contrast by the theoretical population curve for V1 neurons
developed by Albrecht & Geisler (see [6]); there was a systematic deviation
for higher contrasts. However, when the results for the central 108 were
analyzed separately, the larger checks saturated at higher contrasts than
did the relatively smaller checks. These results deviate from the
predictions of the model. However, in general the results are consistent
with a model of V1 neuron population, which predicts no change in the
RvsC function with spatial frequency of display. The systematic deviation
from the theoretical RvsC function for higher contrasts and for central
vision may be due to a weakness in the model and/or a mixture of
components with different waveforms in the mfVEP response [1]. 1.
Baseler & Sutter, (1997) 2. Slotnick et al (1999) 3. Zhang & Hood (2004) 4.
Hood & Greenstein (2003) 5. Albrecht & Hamilton (1982); 6. Heeger et al
(2000).

Acknowledgment: NIH/NEI grant EY02115
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432 Delayed maturation of receptive-field center and surround
in macaque v2 neurons

Bin Zhang (binzhi@yahoo.com), Jianghe Zhengl, Ichiro Watanabe®, Hua Bi, Earl
L Smith?, Yuzo M Chino’; University of Houston, College of Optometry

The perceptual ability of infant monkeys to integrate local stimulus
features over a large area (e.g., contour integration) does not emerge until
relatively late in development (Kiorpes and Bassin, 2003). The neural basis
of this subnormal perceptual binding in infants is not well understood. In
mature monkeys cortical neurons are capable of integrating signals over a
large area that surrounds their ‘classic receptive fields” (CRFs), and this
ability to integrate signals over distance is thought to be intimately
involved in perceptual ‘binding’. In this study, we investigated the
postnatal development of the cortical circuits underlying long-range signal
interactions. Microelectrode recording experiments were conducted in V1
and V2 of 2-, 4- and 8-week-old infant monkeys. To obtain area summation
functions of individual neurons, we varied the diameter of drifting circular
sine-wave gratings (TF=3.0 Hz; contrast = 80%) that were optimized for
the orientation and spatial frequency for each neuron. We found that
adult-like center/surround organization was largely present in V1
neurons as early as 2 weeks of age. However, in V2, RF surrounds did not
appear until 4 weeks of age and the center/surround organization was still
quantitatively immature at 8 weeks of age. These results indicate that the
cortical circuitry responsible for the RF center-surround organization
matures considerably later in V2 than in V1 and give evidence for the
hypothesis that the functional maturation of the primate visual brain
proceeds in a hierarchical order.

Acknowledgment: EY(08128 EY03611 EY07146

433 Disynaptic connections from the superior colliculus to
cortical area MT revealed through transynaptic labeling with
rabies virus

David C Lyon (lyon@salk,zdu)l, Jonathan | Nassil?, Edward M Cullawuyl;
ISystems Neurobiology Labs, Salk Institute, La Jolla, CA, 2Neuroscience Pro-
gram, UC San Diego, La Jolla, CA

Previous studies have shown that MT neurons continue to respond
selectively to the direction of moving visual stimuli following the
elimination of their primary source of input, V1. A proposed substrate for
this preserved function is through the superior colliculus (SC) relay of
retinal inputs to visual cortex via the pulvinar nucleus. The inferior
portion of the pulvinar (PI) is subdivided into several nuclei that provide
distinct projections to extrastriate visual cortex. The medial subdivision,
PIm, provides the main projections to MT and its "satellite’ areas, while a
second, lateral subdivision, PIL, projects almost exclusively to MT.
However, it remains to be shown whether MT projection zones in the
pulvinar receive direct SC input. Previous studies using anterograde tracer
injections in the SC and retrograde tracer injections in MT showed no
evidence of overlap in PIm. Here we use rabies virus as a transynaptic
tracer to directly examine disynaptic connections from SC to MT in
macaque monkeys. Three days (required time for disynaptic transport)
following injections in MT, retrogradely labeled cells were found in
superficial layers of SC. These results show that MT and SC are
disynaptically connected. Whether these colliculocortical connections are
relayed through, as yet, undetected SC inputs to PIm or PIL remains to be
determined.

434 Nonlinear Dynamical Characterization of Magnocellular
Neural Population Response Variability

Elmar T Schmeisser (elmar.schmeisser@us.army.mil), Robin R Vannl, Adrienne |
Williams®: Duke University Eye Center, Durham, NC

Purpose: To apply the methods of non-linear dynamical systems analysis
(chaos analysis) to neuronal population response variability, using the
Visual Evoked Potential (VEP) in glaucoma as a test case for magnocellular
function. Methods: 30 s single sweep VEPs in response to 30.3 Hz full field
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luminance flicker were recorded from 18 volunteers. The volunteers were
normal controls, confirmed glaucoma patients, or patients clinically
deemed at risk for glaucoma. Power spectral densities (PSD) and fractal
dimensions (e.g. D, via the Grassberger-Procaccia algorithm) were
calculated from the data. Results: Normal subjects demonstrated 1/f* (1.4
< x < 2.1) EEG PSD spectra and constrained fractal dimensionality (D, <
4.6) while glaucoma patients showed more noise-like spectra (x =1.4) and
unconstrained dimensionality. Extracted response magnitude data
showed similar trends in the PSD and more obvious separation in D,.
Ocular hypertensive patients were partitioned by the results and are being
followed for progression. Conclusions: Glaucomatous damage seems to
remove the informational content of fast luminance flicker VEP amplitude
variability resulting in random amplitude variations rather than well
defined, albeit nonlinear chaotic patterns. This may allow an additional
diagnostic index more sensitive than the current triumvirate of fields, cups
and pressures as well as pointing the way to more sensitive measures for
other neural populations.

Acknowledgment: Army Research Office grant # DAAG55-98-D-0002

435 Multifocal VEP recordings can be used to identify the onset
of cortical activity after visual stimulation for different parts of the
visual field

Thomas Meigen (t.meigen@augenklinik.uni-wuerzburg.de), Mathias Kr%omer';
Elektrophys. Labor, Univ.-Augenklinik, D-97080 Wuerzburg, Germany

Purpose. We present a method to identify the onset of cortical activity after
visual stimulation using multifocal VEP (mfVEP) recordings. The aim of
the study was to compare this latency measure with peak latencies of
averaged mfVEP traces.

Methods. 30 visually normal subjects participated in the study. Binocular
mfVEPs were recorded between two electrodes placed 4 cm above and
below the inion. Dartboard patterns with 60 fields were presented within a
stimulus field with a diameter of 41 deg. Within the dartboard fields
checkerboard patterns with a mean luminance of 86.1 cd/m? and a
contrast of 99.8% were counterphased following m-sequence stimulation.
Either mfVEP traces or their squares were averaged across different
subsets of the 60 fields (upper and lower hemifield, 5 rings). For the
average of the mfVEP traces (mVEP) latency was derived from the peak
implicit time around 90ms. For the average of the squared mfVEP traces
(sqVEP) latency was defined by the onset of a sudden rise above the noise
pedestal.

Results. (1) When averaged across all subjects the sqVEP for the upper and
lower hemifields showed a similar onset of cortical activity (48.5ms vs.
48.0ms) while their peak mVEP latencies differed significantly (100.8ms vs.
91.7ms). (2) We found a continuous shortening of sqVEP latencies from the
central ring (55.0ms) to the most peripheral ring (46.3ms) while the mVEP
latencies did not show any significant differences (around 85ms).

Conclusions. The mVEP latencies for the different parts of the visual field
can not be derived from the sqVEP latencies by adding a constant time
delay. This discrepancy may be due to the fact that sqVEP latencies reflect
pre-cortical processing of retina and optic nerve, while mVEP latencies
involve intracortical processing over a timer interval of about 50 ms. The
data suggest that sqVEP latency can be used as temporal reference point to
distinguish between pre-cortical and intracortical processing in basic
research and in the clinical routine.

Acknowledgment: IZKF W rzburg, 01KS9603



Sunday, May 8, 2005

POSTER SESSION D

SUNDAY AM

Eye Movements: Cognitive

436 The influence of retinal smear on discrimination of single
and surrounded moving letters

Nick Fogt (fogt.4@osu.edu), Troy D Bornhorst'; The Ohio State University Col-
lege of Optometry

Purpose: When the velocity of a moving retinal image exceeds about
3deg/s discrimination declines. Recently we showed that a single moving
letter is discriminated better than a moving letter surrounded by other
letters. This experiment was to determine what role retinal smear plays in
reducing discrimination with the surrounding letters. Methods: 10 subjects
participated. Subjects sat 4m from a black target plane. The projected
target was a single white Landolt C or a Landolt C in the center of 8 Cs. In
the latter case the 9 Cs were arranged in 3 columns. In each trial subjects
fixated a dim spot that was extinguished just prior to target presentation.
Subjects identified the orientation (up, down, left, right) of the (central)
Landolt C as it moved across fixation. The target was revealed by opening
a shutter. Thus, when the Landolt C gap was horizontal, the gap was not
smeared either at the beginning or end of the presentation. The orientation
of the gap, target velocity (1-5deg/s), direction of target motion (left,
right), and target appearance (single (SI), surrounded (SU)) were all
randomized. Targets were presented for 113ms to prevent eye motion.
Each subject completed 144 trials. Results: At all velocities the mean
number of targets whose orientation was correctly identified was greater
in the SI condition. The mean incorrect (out of 36) was 14+5 SU for
horizontal gaps, 20£6 SU for vertical gaps, 4+3 SI for horizontal gaps, and
165 SI for vertical gaps. Discussion: Discrimination was better for
horizontal gaps than for vertical gaps in SI and SU because the horizontal
gaps could not be smeared at either the beginning or end of target motion.
Thus, retinal smear reduced discrimination for vertical gaps. Performance
for horizontal and vertical gaps was more similar for SU than SI,
suggesting that poorer letter discrimination for SU is at least partially the
result of retinal smear and is not explained entirely by a shift in attention
away from the central letter.

Acknowledgment: AFOSR Grant #F49620-02-1-0050

437 Hand pointing
saccadic gain

Teresa D Hernandez!, Carmel A Levitan? Clifton M Schor®1 Martin S
Banks>L: 1Vision Science Program, UC Berkeley, CA, USA, 2Depurtment of
Bioengineering, UC Berkeley, CA, USA, 3School of Optometry, UC Berkeley, CA,
USA

The visual system uses two major sources of information to determine the
direction of an object in space: extra-retinal signals from ocular muscles
and retinal cues. The influence of extra-retinal signals on estimates of
perceived space is unclear. Saccade amplitude can be adapted quickly
using a double-step paradigm. Extra-retinal factors are thought to be
responsible for the resulting change in saccade size and its influence on
perceived direction. An alternative hypothesis is that retinal signals
undergo adaptation. In order to determine which of these accounts is
correct, we asked subjects to point with the unseen hand to brief visual
targets at eccentricities of 5, 10, 12, 15 and 20 degrees. There were two
conditions: (1) the subject made a saccade toward the intended target and
then pointed towards the remembered target location, and (2) the subject
pointed at the flashed target without making a saccade. Subjects
performed this task before and after saccade adaptation. Although
saccades were adapted to 1/3 of their original size, subjects still pointed
towards the correct location of the flashed target under both conditions.
This suggests that the assumption of extra-retinal adaptation is correct,
and that retinal signals are not altered by double-step saccade adaptation.

Acknowledgment: NIH BYO3532

is accurate following adaptation of

438 Center Blocks the Square: Eye Movements to Absent
Objects Are Under Cognitive Control

Brendon B Hsieh (bbhsieh@uiuc.edu), David E Trwin; University of Illinois at
Urbana-Champaign

Are eye movements to the former locations of objects in space reflective of
memory retrieval processes that index space during memory encoding?
While refixations to the former locations of objects have been found in
previous studies using semantic verification tasks (e.g., Spivey &
Richardson, Cognition, 2000), we hypothesized that the visuospatial
disruption that eye movements cause might reduce refixations to the
former locations of objects in visuospatial memory tasks. To test this,
subjects were visually presented 4 numbers arrayed in the corners of a 3x3
grid. The numbers were presented serially and the subject fixated each one
and then returned their gaze to the center of the empty grid at which point
their memory for the numbers was assessed in one of several ways (varied
across experiments). In experiment 1, subjects were presented an audio
number probe and they responded whether the number had been present
or absent in the grid. No eye movements to the former location of the
number were found. In experiment 2, subjects verified the spatial position
of the audio number probe. A small number of saccades were made to the
former location of the number, but substantially fewer than reported in
previous studies. In the third experiment subjects reported the three
locations of the numbers that would add up to the audio number probe. A
slight increase in saccades to the relevant locations was observed, but
again not at the levels reported by Richardson and Spivey (2000). In all
three experiments subjects preferred to keep their eyes still while
performing the memory task. Furthermore, most saccades to relevant
locations were made after the memory response, suggesting that they
reflect post-response verification rather than memory retrieval. These
results suggest that oculomotor spatial indices are not necessarily encoded
and activated during memory retrieval, especially under conditions in
which eye movements might interfere with cognitive processing.

Acknowledgment: Supported by NSF grant BCS 01-32292 to DEI

439 Rapid goal-directed exploration of a scene: the choice
between a Direct and a Pragmatic scan path

Naomi M Kenner (ny@search.bwh.harvard.edu)l'z, Aude Olival; IMIT Depart-
ment of Brain and Cognitive Sciences, 2Brigham and Women's Hospital

When searching for a target at a cued location in a limited amount of time,
an obvious search strategy is to direct your first saccade to that location.
Even when the probability of the target being at that location drops
between 100% and 50%, sending your eyes there before you look
elsewhere still sounds like a good idea. Araujo, Kowler, and Pavel (2001,
Vis. Res.) found that, counterintuitively, most participants (Ps) routinely
made initial saccades to low-probability locations despite a resulting
accuracy cost. Why would this indirect scan path be a good idea at all?
When information about target location is given prior to a brief (~500 ms)
presentation of the search display, Ps can set attentional weights for each
spatial location and plan saccades accordingly. If a two-saccade path is
anticipated, it may actually be cheaper in terms of planning and enacting
saccades to look from the low- to the high-probability location: the eyes
would be more automatically drawn to the high probability location from
the low probability side than in the converse situation. The present
experiments explore the conditions under which the indirect (Pragmatic)
path is chosen over the Direct path. Ps viewed 2 clusters of items for a brief
time (250, 500 ms) and reported if the target was normal or reversed. Their
eye movements were recorded with an ISCAN eyetracker. Before each trial
Ps were told target identity, the locations of the 2 clusters, and each
cluster’s probability of containing the target (Definite, Equal, or
Weighted). We varied the complexity of items (digital numbers, objects)
and background (blank, indoor scene). Under these conditions, contrary to
those used by Araujo et al., very few Ps used the Pragmatic path and error
rates were low. Further variations of display complexity and task
constraints will be presented to examine the modulation of the choice
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between a Direct and a Pragmatic scan path in the rapid goal-directed
exploration of a visual scene.

440 Do pursuit eye movements improve discrimination of
object speed?

Carmel A Levitan (carmel@socmtes.berkeley.edu)l, Paul R MacNeilugez, Martin
S Banks®, Clifton M Schor’; TJoint Graduate Group in Bioengineering at UC San
Francisco and UC Berkeley, USA, *Vision Science Program, University of Cali-
fornia, Berkeley, USA, 3Vision Science Program, School of Optometry, University
of California, Berkeley, USA

The speed of an object in the world is the sum of speed on the retina and
speed of the eye: S = R + E. Thus, the precision of speed estimation
depends on the precision of retinal and extra-retinal signals and how their
precisions vary with speed. People usually pursue an object when
estimating its speed in everyday tasks; they do not choose to hold the eye
steady. Compared to the non-pursuit strategy, pursuing the object
minimizes retinal speed while increasing eye speed. How does this affect
the precision of object-speed estimates? To examine this, we had observers
judge the relative speeds of Gabor patches in a 2-IFC task in two
conditions: 1) non-pursuit in which they held the eye steady as the stimuli
moved across the retina, and 2) pursuit in which they pursued the stimuli.
To make the stimulus information equivalent during pursuit and non-
pursuit, we could not present a fixation aid. Thus the stimuli were pairs of
Gabor patches moving rigidly together, with one patch above the place
where the observer fixated and one below. Before each stimulus
presentation, a lead dot appeared moving at a speed close to (but not
indicative of) the speed of the upcoming target. The dot then disappeared
and the Gabor patches appeared. In the pursuit condition, observers
pursued the lead dot, so their eyes were already moving when the target
appeared. In the non-pursuit condition, observers kept their eyes
stationary for the whole trial, including the presentation of the lead dot.
Observers were trained under these conditions to make smooth pursuits in
the pursuit condition and to hold the eye steady in the non-pursuit
condition. Eye movements were measured to determine accuracy on each
trial. Speed-discrimination thresholds were lower in the pursuit than in
the non-pursuit condition for most observers, but the differences were
small. The difference depended on target speed, which means that the
noises in the retinal and extra-retinal signals are affected differently by
speed.

Acknowledgment: NIH R01 29012851-06, AFOSR Grant F49623, EY03532

441 The Effect of Plaid Orientation on Pursuit of Partially-
Predictable Motion
2

Jeffrey B Mulligan  (jmulligan@mail.arc.nasa.gov)!, Scott B  Stevenson’,
Lawrence K Cormack®; INASA Ames Research Center, 2University of Houston
College of Optometry, 3University of Texas at Austin

Goodwin & Fender (1973a,b) studied smooth pursuit of trajectories
composed of a predictable sinusoid and an unpredictable noise signal.
When these signals are applied in orthogonal directions, the sinusoidal
component of the motion is pursued with a latency approaching 0 (perfect
prediction). Here we examine how this decomposition of the trajectory is
influenced by the spatial content of the supporting pattern, to provide
insights into low-level motion computations. Square-wave plaid patterns
(1 cpd, 50% contrast) were viewed through a dual-Purkinje eye-tracker.
The eye-tracker's stimulus deflectors were used to apply a sine/noise
trajectory to the pattern, which moved behind a stationary circular
aperture (diam. =10 degrees). Subjects attempted to track the pattern, and
pursuit latency was computed by correlogram analysis (50 trials per
condition). Eight conditions were run, consisting of 4 trajectory
orientations (0,45,90,135) crossed with 2 plaid orientations (0,45). We
replicated the results of Goodwin & Fender, finding predictive pursuit of
the sinusoidal component (latency 10-40 msec), with longer latencies for
the unpredictable component (110 msec). Some subjects reported that in
the aligned condition the components were less likely to "cohere," often
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appearing to slide over one another. No effect of plaid/trajectory
alignment or motion direction was observed in the latencies to the noise
component, but predictive latency for an aligned plaid was approximately
10 msec faster than that for either an unaligned plaid or a simple spot. A
larger effect was found for direction of motion, with predictive pursuit in
the vertical direction having a latency about 20 msec shorter than the
horizontal or oblique directions. The results suggest that pursuit is driven
by pure "pattern" motion with little or no influence from "component"
motion signals. The shorter predictive latencies for vertical motion may be
related to the relatively weak reflexive pursuit in the vertical direction.

Acknowledgment: Supported by the Airspace Operations Systems (AOS)
project of NASA's Airspace Systems program, and EY-RO1-12986 to SBS.

http://mysite.verizon.net/vzeejfOb/index.html
442 Version and vergence eye movements in mobile
observers

Jeff B Pelz (pelz@cis.rit.edu)?, Constantin A Rothkopf, Steven R Broskey';
ICenter for Imaging Science, Rochester Institute of Technology, *Brain and Cog-
nitive Sciences, University of Rochester

The bulk of published data on eye movements have been gathered in
laboratory settings. One eye of a seated observer is often tracked while s/
he views static objects or images constrained to a single depth plane. By
contrast, eye movements in natural environments are often made while the
observer and/or target are in motion, to objects that vary in both direction
and depth. We monitored monocular and binocular eye movements of
mobile observers as they performed a number of tasks, from scanning a 3D
array of targets while seated in the laboratory, to navigating footpaths in
natural, wooded environments. A custom-built wearable eyetracker was
used to monitor version and vergence eye movements of observers
performing the tasks under a range of conditions. Monocular and
binocular eye movements were studied within a 3-dimensional array of
calibration points surrounding observers indoors, free viewing outdoor
scenes, a visual search task, and while walking indoors and out.

In the free-view task observers were instructed to simply familiarize
themselves with a region defined as the hemisphere forward from their
fixed viewpoint. In the visual search task, observers searched for a small
target within a hemisphere. Free to move their heads and bodies, large
gaze changes (> 30 deg) were common. Fixations durations in the search
task ranged from < 50 msec fixations in large area search sequences to >
1000 msec fixations while inspecting high-density regions. While it is
possible to extract individual version and vergence ‘components’ of gaze
shifts between targets in 3D space, the right and left eye movements each
exhibit main-sequence saccadic characteristics; the dynamics of each
determined by the relative location of the two eyes and the sequence of
targets.

Acknowledgment: NSF STEM Grant 0307602

443 The effect of retinal jitter on referenced and un-referenced
motion discrimination thresholds

Avesh Raghunandan (araghunandan@uh.edu), Jeremie Frazier!, Siddharth
Poonja’, Austin Roorda’, Scott B Stevenson®; University of Houston - College of
Optometry

Referenced motion thresholds are significantly lower than un-referenced
motion thresholds. To account for this, previous studies have postulated
the existence of compensatory mechanisms, driven by the presence of a
surround, that cancel the effects of eye movements. In the present study
we used an Adaptive Optics Scanning Laser Ophthalmoscope (AOSLO) to
investigate the effects of retinal jitter due to fixation eye movements on
referenced and un-referenced motion thresholds in addition to the effect of
external jitter on un-referenced motion thresholds. Methods: The stimuli
were produced by modulation of the AOSLO imaging beam. In
Experiment 1 subjects made up/down motion judgments of a dark
horizontal bar presented against a stationary 1-degree bright background.
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In Experiment 2 un-referenced motion thresholds were measured with
isolated bright horizontal bars in otherwise complete darkness.
Experiment 3 was identical to Experiment 2, except that the eye was
externally perturbed through the lower lid with a 2HZ square wave by a
cotton tip applicator attached to a galvanometer. In all three experiments,
AOSLO images for each trial were analyzed offline to extract retinal jitter.
Results: For referenced motion, the results were consistent with complete
compensation for eye movements by the visual system. In the un-
referenced motion case eye movements adversely affected motion
judgments however there was evidence of partial compensation for such
eye movements. The results for the external jitter condition were also with
consistent partial compensation for the external jitter. Conclusions:
Compensatory processes completely cancel the effect of fixation jitter for
referenced motion but such compensation is partial for un-referenced
motion. The external jitter experiment suggests that proprioception may be
a possible signal that could drive compensatory processes.

Acknowledgment: NSF-AST-9876783, NIH R01-EY12986 and Erhardt
Fellowship to AR

444 Attending to Original Object Location Facilitates Visual
Memory Retrieval

David L Sacks (andrew-hollingworth@uiowa.edu), Andrew Hollingworth!; The
University of lowa

It has long been known that attention plays a critical role in the transfer of
perceptual information into memory. The present study examined
whether attention plays a complementary role in the retrieval of visual
information from memory. Specifically, we tested the hypothesis that
visual object representations in scenes are bound to scene locations, and
that attending to an object’s location facilitates the retrieval of object
information bound to that location (Hollingworth & Henderson, 2002).

On each trial, participants viewed a 3-D rendered scene for 12 seconds,
followed by a mask and a test scene in which a single target object had
been moved from its original position in the scene to the center of the
scene. The target object was either the same as the original object or mirror
reversed. The task was change detection. Eye movements were monitored
during study and test.

In the first experiment, when attempting to perform the change detection
task, participants fixated the (now empty) original location where the
target had appeared on approximately 30% of trials. To examine if this
behavior is functional in visual memory retrieval, in the second
experiment we controlled participants’ ability to fixate the original
location. In the eye-movement condition, participants were free to look
around the scenes while making their change judgment. In the no eye-
movement condition, participants were only allowed to fixate the central
target object during test, which ensured that they could not fixate the
object’s original location. Change detection was significantly more
accurate in the eye-movement condition (89%) than in the no eye
movement condition (76%). These data support the hypothesis that object
representations are bound to scene locations and that object retrieval is
facilitated by attending to object location.

445 Ocular Tracking Of Transiently Occluded Targets

PremNandhini  Satgunam (satgunam.1@osu.edu), Monica Chitkara®, Nick
Fogt!; The Ohio State University College of Optometry

Purpose: When individuals pursue an object moving horizontally that
disappears for a short time and then reappears, they continue to move the
eyes during target occlusion but at a lower velocity than the target. This
study had 2 purposes. (1) To compare horizontal and vertical tracking of a
transiently occluded two-dimensional (2D) target. (2) To determine
whether subjects could learn to more accurately track this 2D target after
repeated exposures.

Methods: 3 subjects tracked a letter "E’ (0.3?) monocularly (distance=1.6m).
The target started 11? above the eyes and then moved down (14?/s). At

random angles of 3? above to 3? below the eyes, a horizontal ramp (14?/s,
random direction) was added to the vertical motion (2D target). At
random intervals (0.7-0.8s) after the 2D motion began a shutter occluded
the target for 0.3-0.4s. The target continued to move at the same velocity.
The shutter then reopened and the target continued moving for < 0.14s.
Subjects were to always pursue the target as if it were visible. 15
consecutive trials were recorded. Eye movements were recorded with a
search coil.

Results: After occlusion subjects continued to track the target with pursuit
and saccades. However, mean retinal position errors (PE) increased
throughout the occlusion period in most trials. The PE prior to occlusion
(after 2D motion onset) were 0.8?+0.5? horizontal (H) and 1?+0.5? vertical
(V). The PE during occlusion were 2?+1? H and 4?+1? V. The PE after
occlusion were 3?+2? H and 7?+1? V.

Discussion: The increase in tracking errors during occlusion and the lack of
improvement in tracking during occlusion over 15 trials shows that the
memory store that allows for tracking during occlusion is short lived. Thus
an efferent copy of the eye movements in a trial cannot be modified for use
in subsequent trials by the visual feedback provided when the target
reappears. Finally, the short-term memory store for tracking is more
effective for horizontal than for vertical tracking.

Acknowledgment: AFOSR grant #F49620-02-1-0050

446 Do complex motor sets have the same effect on express
saccades as simple ones?

David Shiu (jedelman@sci.ccny.cuny.edu), Jay A Edelman; The City College of
New York, Dept. of Biology

Previously, we demonstrated that instructions to make a saccade to one
end of a horiz bar that appeared suddenly in a random location can affect
saccade vector with no sacrifice in RT (Soc for Neuro 2002). Subsequently,
we have shown the effect of such an object-centered motor set holds true
even for express saccades (SN 2004). Here we test for similar effects of an
instruction to make a saccade to the upper or lower end of a vertical target
array, as well as effects of a more complex instruction to make saccades to
one of 4 targets arranged in the shape of a square. RTs and spatial effect of
instruction were measured in 4 tasks: 1) Horiz - 2 targets were spaced
horizontally (68) and subjects were instructed to make a saccade to the left
or right target 2) Vert - 2 targets were spaced vertically (68) and subjects
were instructed to go to the top or bottom target 3) 4 target/ 2 instruction:,
4 targets were arranged as corners of a square (68x68) and Ss were
instructed to go to the top right, bottom right, top left or bottom left target.
4) like 3), but Ss were instructed to go to either to the top, bottom, left or
right pair of targets. All instructions were indicated by an arrow that
served as the fixation point prior to target appearance. In all tasks, targets
appeared a random location on the screen. A 150ms gap was used to
facilitate express saccade generation. The eye movements of two Ss were
recorded at 500Hz using a video eyetracker (Eyelink II). As in the case for
previous studies using horiz instructions, both vert instructions and
simultaneous vert and horiz instructions influenced saccade endpoint with
no increase in RT. In addition, comparing the results of conditions 3 and 4,
we found only a slight interference of following the horiz instructions with
the simultaneous following of vert instructions. These results beg the
question: at what level of motor set complexity does its implementation
cause an increase in saccade latency?

Acknowledgment: Supported by SCORE (NIGMS), RCMI (NCRR)

447 Orienting contributes to preference even in the absence of
visual stimuli

Claudiu Simion', Shinsuke Shimojo® %; 'Division of Biology, California Institute
of Technology, Pasadena, USA, NTT Communication Science Laboratoris,
Atsugi, Kanagawa, Japan

We previously demonstrated the active contribution of orienting to
preference decision making (Shimojo et al, 2003) in the "gaze cascade
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effect", a continually increasing likelihood that subjects” gaze was directed
to the stimulus eventually chosen. The effect was robust across a wide
range of stimuli and conditions (VSS 04), thus we suspected that whenever
a preference decision needs to be made the gaze cascade accompanies it.
We here show an extreme case where gaze cascade effect was observed
even when the stimuli were no longer visually present. Unlike our
previous studies, the observation duration was controlled and randomized
by the experimenter while subjects were trying to decide the preferred
one. In roughly half of the trials the presentation time was long enough for
a decision, mimicking our previous experiments. However, in the other
half, a decision had to be made after the stimuli were taken off the screen.
Testing whether visual input is required for the cascade effect was one the
motivations of this study. We used eye-tracking and our gaze likelihood
analysis (VSS 02).

First, as expected, we show the gaze cascade effect before decision in the
trials in which observers had enough time to choose the preferred
stimulus. Moreover, the bias slowly decreases in the next second after
decision, when the stimuli were still presented on the screen, confirming
that the cascade is linked to the decision process and not to observers’
already-made preference. Second and intriguingly, in the trials where a
decision came after the stimuli were removed from the screen, the cascade
was still present. Thus, gaze is participating in the decision process even
when the decision is made purely in memory. Observers made fixations in
the approximate regions previously occupied by faces, and their gaze
pattern was still correlated with their decision. Thus our claim that gaze
cascade is intrinsically involved in the decision making process is
extended beyond perceptual domain.

448 Visual persistence of saccade-induced image smear

Junji Watanabe (junji@star.t.u-tokyo.ac.jp)V?, Susumu Tachi'; 1Graduate School
of Information Science and Technology, The University of Tokyo, 2NTT Comimu-
nication Science Laboratories, NTT Corporation

Visual persistence has been studied mainly in normal viewing, which
indicates eyes are fixed. Recently, some reports have demonstrated that
the result of temporal judgment tasks in perisaccadic periods have
different tendencies than in normal viewing (e.g.,Yarrow et al., 2001). The
reports indicate that a person’s subjective sense of time, or internal clock,
ticks more slowly in perisaccadic periods. Few studies, however, have
investigated the mechanism of time perception around the time of a
saccade. We, therefore, measured the visual persistence of a perisaccadic
light stimulus, which is fundamental for studying perisaccadic time
perception. Based on Di Lollo’s sequential method (1977), we specifically
determined the duration of a saccade-induced image smear, which is
painted by a stationary light stimulus when an eye movement is
performed. In our experiment, a flickering light stimulus was presented
through the duration of a saccade (34 ms) in a dark environment, and a dot
array (saccade-induced image smear by a flickering light stimulus) was
observed due to retinal afterimages. After the presentation of the dot
array, another light point was presented with one of six inter-stimulus
intervals (0, 40, 80, 120, 160, 200 ms). The observers were asked to answer
whether the image smear and the light point were perceived as one image
or they were sequentially presented. We defined PSE of the inter-stimulus
interval as the duration of saccade-induced image smear. We compared
the duration for saccade-induced image smear with the duration when a
physically spreading light array was observed in normal viewing.
Although the results of temporal judgment tasks in previous studies
indicated a slowing of the internal clock in perisaccadic periods, our
results show that the duration of the saccade-induced image smear lasts as
long as the duration of afterimages induced by a physically moving
illuminant.

449 |s Gaze Selection Diagnostically Tuned for
Frequency During Face Recognition?

Aaron M Pearson (aaron@eyelab.msu.edu), John M Henderson, Michigan State

Spatial
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University Department of Psychology and Cognitive Science Program; Previous
work with high- and low-spatial frequency hybrid images has
demonstrated a bias for extracting information at the spatial frequency
scale diagnostic of the viewing task. Specifically, the visual system can be
influenced by top-down information to flexibly select the appropriate task-
dependent (diagnostic) spatial frequency channel. These results have been
interpreted to suggest cognitive penetrability of early perceptual processes
(Oliva & Schyns, 1997; Schyns & Oliva, 1999). The current study sought to
determine whether gaze selection is similarly flexible. High- and low-
spatial frequency hybrid images were constructed from two superimposed
faces (one at each scale) such that regions of interest (eyes, nose, mouth)
did not overlap. In the first experiment, subjects were instructed to identify
(by name) either the high or low spatial frequency (HSF or LSF) face in the
hybrid. Results suggest that the gaze control system is most effective at
targeting HSF information for selection regardless of which spatial
frequency is most task relevant. Based on these results, we reject the strong
hypothesis that the gaze control system is maximally flexible in selecting
only information in the task-dependent spatial frequency channel.
However, it is possible that these results may reflect either a specific
tuning to the scale most likely to contain diagnostic information (i.e., HSF
information for face recognition), or alte